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Abstract: The notion of core inverse was introduced by Baksalary and Trenkler for a
complex matrix of index 1. Recently, the notion of pseudo core inverse extended the notion
of core inverse to an element of an arbitrary index in ⇤-rings; meanwhile, it generalized the
notion of core-EP inverse, introduced by Manjunatha Prasad and Mohana for complex
matrices, to the case of ⇤-ring. Many works have been done on classical generalized
inverses of companion matrices and Toeplitz matrices. In this paper, we discuss the
existence criteria and formulae of the pseudo core inverse of a companion matrix over a
⇤-ring. In particular, a {1, 3}-inverse of a Toeplitz matrix plays an important role in that
process.
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1 Introduction

Throughout this paper, unless otherwise noted, R is a ⇤-ring, i.e., an associative ring with
1 and with an involution ⇤. Let Rm⇥n denote the set of all m ⇥ n matrices over R and let
A = (aij) 2 Rm⇥n with the involution (aij) ! (aij)⇤ = (a⇤ji).

Let a 2 R. a is called (von Neumann) regular if a has an inner inverse a�, i.e., aa�a = a.
A {1, 3}-inverse of a, denoted by a(1,3), is a solution to the equations axa = a and (ax)⇤ = ax;
a {1, 4}-inverse of a, denoted by a(1,4), is a solution to the equations axa = a and (xa)⇤ = xa.
The Moore-Penrose inverse, Drazin inverse (resp. group inverse) and Drazin index of a are
denoted, as usual, by a†, aD (resp. a#) and ind(a) respectively.

Baksalary and Trenkler [1] introduced the notion of core inverse for a complex matrix,
drawing lots of readers’ attention. Then, Rakić et al. [13] extended this notion to an arbitrary

⇤
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⇤-ring. Later, Xu et al. [15] gave a characterization for the core (resp. dual core) invertible
elements in ⇤-rings in terms of three equations. The core inverse of a, denoted by a#

�, is the
unique solution (if exists) to the equations

xa2 = a, ax2 = x, (ax)⇤ = ax.

We refer readers to [3] and [7] for a deep study of the core inverse. Since the core inverse
was restricted to a square complex matrix of index 1, the notion of core-EP inverse [8] for
an arbitrary square complex matrix was given by Manjunatha Prasad and Mohana as an
extension of the core inverse. Then, the pseudo core inverse [4] extended the core-EP inverse
from complex matrices to ⇤-rings in terms of three equations. The pseudo core inverse of a,
denoted by aD

�, is the unique solution (if exists) to the equations

xam+1 = am for some positive integer m, ax2 = x and (ax)⇤ = ax.

The smallest positive integer m satisfying the above equations is called the pseudo core index
of a. If a is pseudo core invertible, then it must be Drazin invertible, and the pseudo core index
coincides with the Drazin index [4]. For convenience and consistency, we denote the pseudo
core index of a by ind(a). The pseudo core inverse is an outer inverse, i.e., aD

�aaD
� = aD

�. It
is obvious that if the pseudo core index is equal to 1, then the pseudo core inverse of a is the
core inverse of a.

These above definitions can be used, without modification, to characterize the existence
of corresponding generalized inverses of matrices over rings.

Many works have been done on classical generalized inverses of companion matrices, for
example, in [6] and [12], the authors considered the group inverse of a companion matrix; in
[10] and [11], the Drazin inverse of a companion matrix was studied; in [9], the author gave
necessary and su�cient conditions for a companion matrix to be Moore-Penrose invertible.

Inspired by the above papers, we are interested in considering the (pseudo) core inverse of
a companion matrix. In Section 2, we focus on studying the core invertibility of a companion
matrix over R. In Section 3, we consider the pseudo core invertibility of a companion matrix
over R and in this process, we find that a {1, 3}-inverse of a lower triangular Toeplitz matrix
over R plays a key role. Therefore, in Sections 4 and 5, a {1, 3}-inverse of a lower triangular
Toeplitz matrix is specially discussed.

2 The core inverse of a companion matrix

In this section, we consider the core invertibility of an n⇥n companion matrix Ln =
⇥ 0 a
In�1 �

⇤

over R, where a = a0, � = [a1, a2, · · · , an�1]T and In�1 is an (n�1)⇥ (n�1) identity matrix.
Let us begin with a useful lemma.

Lemma 2.1. [12, Theorem 3] If Ln =
⇥ 0 a
In�1 �

⇤
with � = [a1, a2, · · · , an�1]T is a companion

matrix over R. Then the following conditions are equivalent:
(1) L#

n exists.
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(2) a is regular with an inner inverse a� and h = a� (1� aa�)a1 is invertible.
(3) a is regular with an inner inverse a� and k = a� a1(1� a�a) is invertible.
In this case,

L#
n =


x y 0 ··· 0

In�2
x y 0 ··· 0

�
,

where x = [x1, · · · , xn�1]T, y = [y1, · · · , yn�1]T and

yi = �i1 + aiy, xi = yi+1 + aix, i = 1, · · · , n� 1.
(
x = �↵1a2↵1 + �1�1, y = ↵1, n > 2

x = ↵2
1 + �1�1, y = [ ↵1 �1 ]

⇥ ↵1 �1
�1 �1

⇤
[ a1a ] , n = 2

↵1 = �h�1[1� aa�], �1 = h�1aa�, �1 = 1 + (a+ a1)h�1[1� aa�] and
�1 = 1� (a+ a1)h�1aa�.

Theorem 2.2. If Ln =
⇥ 0 a
In�1 �

⇤
with � = [a1, a2, · · · , an�1]T is a companion matrix over R.

Then the following conditions are equivalent:
(1) L#

�

n exists.
(2) a(1,3) exists and h = a� (1� aa(1,3))a1 is invertible.
(3) a(1,3) exists and k = a� a1(1� a(1,3)a) is invertible.
In this case,

L#
�

n =

"
xaa(1,3) y 0 ··· 0

In�2

xaa(1,3) y 0 ··· 0

#
,

where x = [x1, · · · , xn�1]T, y = [y1, · · · , yn�1]T and

yi = �i1 + aiy, xi = yi+1 + aix, i = 1, · · · , n� 1.
(
x = �↵1a2↵1 + �1�1, y = ↵1, n > 2

x = ↵2
1 + �1�1, y = [ ↵1 �1 ]

⇥ ↵1 �1
�1 �1

⇤
[ a1a ] , n = 2

↵1 = �h�1[1� aa(1,3)], �1 = h�1aa(1,3), �1 = 1 + (a+ a1)h�1[1� aa(1,3)] and
�1 = 1� (a+ a1)h�1aa(1,3).

Proof. Consider the factorization of L:

Ln =
⇥ 0 a
In�1 �

⇤
=

⇥ 0 1
In�1 0

⇤ ⇥
In�1 0
0 a

⇤ ⇥
In�1 �
0 1

⇤
:= PAQ.

Notice that P is a unitary matrix and Q is an invertible matrix. Then L
(1,3)
n = (PAQ)(1,3)

exists if and only if (AQ)(1,3) exists if and only if A(1,3) exists if and only if a(1,3) exists.
Indeed, if (AQ)(1,3) exists, then Q(AQ)(1,3) is a {1, 3}-inverse of A; conversely, if A(1,3) exists,
then Q�1A(1,3) is a {1, 3}-inverse of AQ. In this case,

h
��a(1,3) In�1

a(1,3) 0

i
2 Ln{1, 3} and LnL

(1,3)
n =

h
aa(1,3) 0

0 In�1

i
.
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From Lemma 2.1, together with, L#
�

n exists if and only if both L#
n and L

(1,3)
n exist (see [15,

Theorem 2.6]), the equivalences of (1)-(3) follow. and

L#
�

n = L#
n LnL

(1,3)
n =


x y 0 ··· 0

In�2
x y 0 ··· 0

� h
aa(1,3) 0

0 In�1

i
=

"
xaa(1,3) y 0 ··· 0

In�2

xaa(1,3) y 0 ··· 0

#
.

The following result is a characterization for the Moore-Penrose invertibility of a compan-
ion matrix, which extends [9, Theorem 3.1] from invertibility to one-sided invertibility. We
begin with an auxiliary lemma.

Lemma 2.3. [16] Let a 2 R be regular with an inner inverse a�. Then the following conditions
are equivalent:
(1) a† exists.
(2) a⇤a+ 1� a�a is left invertible.
(3) a⇤a+ 1� a�a is right invertible.

Theorem 2.4. If Ln =
⇥ 0 a
In�1 �

⇤
with � = [a1, a2, · · · , an�1]T is a companion matrix over R.

Then the following conditions are equivalent:
(1) L†

n exists.
(2) a is regular with an inner inverse a�, ⇠ = a⇤a+1� a�a+ �⇤�(1� a�a) is left invertible.
(3) a is regular with an inner inverse a�, ⇠ = a⇤a+1�a�a+�⇤�(1�a�a) is right invertible.

Proof. Consider Ln =
⇥ 0 a
In�1 �

⇤
=

⇥
a 0
� In�1

⇤ ⇥ 0 1
In�1 0

⇤
:= AQ. Since Q is a unitary matrix,

then L†

n exists if and only if A† exists. From Lemma 2.3, it is known that A† exists if and
only if A is regular with an inner inverse A� and A⇤A+ In�A�A is left invertible if and only
if A is regular with an inner inverse A� and A⇤A+ In�A�A is right invertible. Observe that

A is regular if and only if a is regular. In this case,
h

a� 0
��a� In�1

i
is an inner inverse of A and

A⇤A+ In �A�A =
h
a⇤a+1�a�a+�⇤� �⇤

�a�a In�1

i
=

h
1 �⇤

0 In�1

i h
⇠ 0
0 In�1

i h
1 0

�a�a In�1

i
.

Thus, A† exists if and only if a is regular with an inner inverse a� and ⇠ is left invertible if and
only if a is regular with an inner inverse a� and ⇠ is right invertible. We use (A⇤A+In�A�A)�1

and ⇠�1 to denote the inverse of A⇤A+ In �A�A and ⇠, respectively. In this case,

(A⇤A+ In �A�A)�1 =
h

1 0
��a�a In�1

i h
⇠�1 0
0 In�1

i h
1 ��⇤

0 In�1

i
=

h
⇠�1

�⇠�1�⇤

��a�a⇠�1 �a�a⇠�1�⇤+In�1

i

and

A† = [A(A⇤A+ In �A�A)�1]⇤ =
h

a⇠�1
�a⇠�1�⇤

�(1�a�a)⇠�1 In�1��(1�a�a)⇠�1�⇤

i
⇤

.

Hence L†

n = Q�1A† =
h

�a⇠�1�⇤ a⇠�1

In�1��(1�a�a)⇠�1�⇤ �(1�a�a)⇠�1

i
⇤

.

From Theorem 2.4 and Lemma 2.1, we can characterize the core invertibility and dual
core invertibility of the companion matrix Ln, since L#

�

n and Ln#
�

exist if and only if L†

n and

L#
n exist [15]. Here we omit the details.
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3 The pseudo core inverse of a companion matrix

In this section, our main goal is to characterize the pseudo core invertibility of an n ⇥ n
companion matrix over R. Let us begin with two auxiliary lemmas.

Lemma 3.1. [4, Theorem 2.12] Let T 2 Rn⇥n. Then T D
� exists with ind(T ) = k if and

only if k is the smallest positive integer such that T k = X(T ⇤)k+1T k = Y T k+1 for some
X, Y 2 Rn⇥n.

Lemma 3.2. [4, Theorem 2.3] Let T 2 Rn⇥n. Then T D
� exists if and only if TD and (T k)(1,3)

exist, where k �ind(T ). In this case, T D
� = TDT k(T k)(1,3).

Now, let Ln be an n⇥ n companion matrix
⇥ 0 a
In�1 �

⇤
with � = [a1, a2, · · · , an�1]T and let

Tk be a k ⇥ k lower triangular Toeplitz matrix

2

4
a
a1 a
. . .
. . .
. . .

ak�1 . . . a1 a

3

5 over R.

Theorem 3.3. The following conditions are equivalent:
(1) LD

�

n exists with ind(Ln) = k(< n).
(2) k is the smallest positive integer such that

h
0 Tk

In�k 0

i
= X

h
0 In�(k+1)

T ⇤

k+1 0

i h
0 Tk

In�k 0

i
= Y

h
0 Tk+1

In�(k+1) W[n�(k+1)]⇥(k+1)

i

for some X, Y 2 Rn⇥n, where W[n�(k+1)]⇥(k+1) =

"
ak+1 0 ··· 0

.

.

.
an�1 0 ··· 0

#
.

Proof. Note that

Lk
n =

h
0k⇥(n�k) Tk

In�k 0(n�k)⇥k

i
Q for some invertible matrix Q,

Lk+1
n =

h
0(k+1)⇥[n�(k+1)] Tk+1

In�(k+1) 0[n�(k+1)]⇥(k+1)

i
Q0 for some invertible matrix Q0

and

Lk+1
n = LnL

k
n =

⇥ 0 a
In�1 �

⇤ h 0k⇥(n�k) Tk

In�k 0(n�k)⇥k

i
Q =

h
0(k+1)⇥[n�(k+1)] Tk+1

In�(k+1) W[n�(k+1)]⇥(k+1)

i
Q.

Since Q and Q0 are invertible, then the continued equality
h

0 Tk
In�k 0

i
= X

h
0 In�(k+1)

T ⇤

k+1 0

i h
0 Tk

In�k 0

i
= Y

h
0 Tk+1

In�(k+1) W[n�(k+1)]⇥(k+1)

i

in (2) is equivalent to

Lk
n =

h
0 Tk

In�k 0

i
Q = X[(Q0)⇤]�1(Q0)⇤

h
0 In�(k+1)

T ⇤

k+1 0

i h
0 Tk

In�k 0

i
Q = X[(Q0)⇤]�1(Lk+1

n )⇤Lk
n

and

Lk
n =

h
0 Tk

In�k 0

i
Q = Y

h
0 Tk+1

In�(k+1) W[n�(k+1)]⇥(k+1)

i
Q = Y Lk+1

n .

According to Lemma 3.1, we derive that (1) is equivalent to (2).
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Theorem 3.4. The following conditions are equivalent:
(1) LD

�

n exists with ind(Ln) = k( n).

(2) k is the smallest positive integer such that T
(1,3)
k exists and Uk = Lk

n +
h
Ik�TkT

(1,3)
k 0

0 0

i
is

invertible.
(3) k is the smallest positive integer such that T

(1,3)
k exists and Vk = Lk

n +
h
0 0
0 Ik�T

(1,3)
k Tk

i
is

invertible.

Proof. Since Lk
n =

h
0k⇥(n�k) Tk

In�k 0(n�k)⇥k

i
Q for some invertible matrix Q. Thus, (Lk

n)
(1,3) exists

if and only if
h

0 Tk
In�k 0

i(1,3)
exists if and only if T

(1,3)
k exists. In this case, Lk

n(L
k
n)

(1,3) =
h
TkT

(1,3)
k 0
0 In�k

i
and (Lk

n)
(1,3)Lk

n =
h
In�k 0

0 T
(1,3)
k Tk

i
. From [11, Proposition], we know that LD

n

exists with Drazin index k( n) if and only if k is the smallest positive integer such that
Tk is regular in Rk⇥k and Lk

n + In � Lk
n(L

k
n)

� is invertible if and only if k is the smallest
positive integer such that Tk is regular in Rk⇥k and Lk

n + In � (Lk
n)

�Lk
n is invertible. Hence,

the equivalences of (1)-(3) follows from Lemma 3.2.

From the above result, we know, before we characterize the pseudo core inverse of a n⇥n
companion matrix Ln in terms of an invertible matrix, we need to get a {1, 3}-inverse of
Tk. In addition, from [6, Theorem 2], we know that TD

k exists if and only if aD exists. By
Lemma 3.2, if we characterize the pseudo core invertibility (resp. core invertibility) of Tk,
noting that for any positive integer m, Tm

k is still a lower triangular Toeplitz matrix, then it
su�ces to characterize a {1, 3}-inverse of a k ⇥ k lower triangular Toeplitz matrix.

In what follows, we specially discuss a {1, 3}-inverse of a k ⇥ k lower triangular Toeplitz
matrix.

4 A {1, 3}-inverse of the lower triangular Toeplitz matrix

In this section, we discuss a {1, 3}-inverse of a k ⇥ k lower triangular Toeplitz matrix Tk =2

4
a
a1 a
. . .
. . .
. . .

ak�1 . . . a1 a

3

5 (k � 2) over R. First of all, we should note the following fact.

Example 4.1. Let T2 =
⇥

a 0
a1 a

⇤
. Then we have the following facts:

(1) a(1,3) exists, which may not imply that T
(1,3)
2 exists. For example, take T2 = [ 0 0

2 0 ] 2 Z2⇥2
4

with transpose as involution. Observe that 0 is {1, 3}-invertible, but T2 has no {1, 3}-inverse.
(2) T

(1,3)
2 exists, which may not imply that a(1,3) exists. For example, take T2 = [ 2 0

1 2 ] 2 Z2⇥2
4

with transpose as involution. Observe that 2 has no {1, 3}-inverse in Z4, but [ 2 1
0 2 ] is a {1, 3}-

inverse of T2.

We recall that R satisfies the Rao condition [14] provided that

a1 =
nX

i=1

aia
⇤

i implies ai = 0 whenever i 6= 1.
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Proposition 4.2. Let Tk =

2

4
a
a1 a
. . .
. . .
. . .

ak�1 . . . a1 a

3

5 be a lower triangular Toeplitz matrix over R.

(1) If a(1,3) exists with aa(1,3)ai = ai, i = 1, · · · , k � 1. Then T
(1,3)
k exists.

(2) If R satisfies the Rao condition and T
(1,3)
k exists. Then a(1,3) exists.

Proof. (1) For k = 2, T2 =
⇥

a 0
a1 a

⇤
, if aa(1,3)a1 = a1, then we can check that

h
a(1,3) 0

�a(1,3)a1a(1,3) a(1,3)

i
is a {1, 3}-inverse of T2.

Suppose that T (1,3)
k�1 exists. Observe that Tk =

⇥
Tk�1 0
� a

⇤
, where � = [ak�1, ak�2, · · · , a1]. From

aa(1,3)ai = ai, it follows that �T
(1,3)
k�1 + aX = 0 has a solution X = �a(1,3)�T

(1,3)
k�1 . Thus, we

can check that


T

(1,3)
k�1 0(k�1)⇥1

�a(1,3)�T
(1,3)
k�1 a(1,3)

�
is a {1, 3}-inverse of Tk.

(2) Let Tk =
⇥
a 0
� Tk�1

⇤
, where � = [a1, a2, · · · , ak�1]T and suppose [ x1 x2

x3 x4 ] 2 Tk{1, 3}. Since

R satisfies the Rao condition and T
(1,3)
k exists, by [14, Lemma 1], TkT

(1,3)
k =diag(e1, · · · , ek),

e2i = ei = e⇤i . Checking equations (TkT
(1,3)
k )⇤ = TkT

(1,3)
k and TkT

(1,3)
k Tk = Tk, we have

(ax1)⇤ = ax1 and ax1a = a. Hence fT
1 (Tk)(1,3)f1 2 a{1, 3}, where f1 = [1, 0, · · · , 0]T.

In the following, we give characterizations for Tk to be {1, 3}-invertible, under some pre-
scribed conditions.

Theorem 4.3. Let Tk =

2

4
a
a1 a
. . .
. . .
. . .

ak�1 . . . a1 a

3

5 be a lower triangular Toeplitz matrix over R such

that a(1,3) and T
(1,3)
k�1 exist.

(1) Suppose w = (Ik�1�Tk�1T
(1,3)
k�1 )�(1�a(1,2,3)a) such that w(1,3) exists, where � = [a1, a2, · · · , ak�1]T.

Then T
(1,3)
k exists if and only if

↵ = 1 + (�a(1,2,3))⇤(Ik�1 � Tk�1T
(1,3)
k�1 � ww(1,3))�a(1,2,3) is invertible.

(2) Suppose s = (1�aa(1,3))�(Ik�1�T
(1,2,3)
k�1 Tk�1) such that s(1,3) exists, where � = [ak�1, ak�2, · · · , a1].

Then T
(1,3)
k exists if and only if

� = Ik�1 + (�T (1,2,3)
k�1 )⇤(1� aa(1,3) � ss(1,3))�T (1,2,3)

k�1 is invertible.

Proof. (1) Since a(1,3), T
(1,3)
k�1 , w(1,3) exist, then a(1,2,3), T

(1,2,3)
k�1 , w(1,2,3) exist and aa(1,3) =

aa(1,2,3), TT
(1,3)
k�1 = TT

(1,2,3)
k�1 , ww(1,3) = ww(1,2,3). Let

Tk =
⇥
a 0
� Tk�1

⇤
=

h
1 0

[Ik�1�Tk�1T
(1,3)
k�1 ]�a(1,2,3) Ik�1

i a 0
w Tk�1

� h
1 0

T
(1,2,3)
k�1 � Ik�1

i
:= PAQ.
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It is easy to check that


a(1,2,3) [1�a(1,2,3)a]w(1,2,3)

0 T
(1,2,3)
k�1

�
is a {1, 3}-inverse of A. By computation,

P (I �AA(1,3)) =


1�aa(1,3) 0

0 Ik�1�Tk�1T
(1,3)
k�1 �ww(1,3)

�
= I �AA(1,3).

According to [2, Theorem 3.1], PA(1,3) exists if and only if

U =P ⇤PAA(1,3) + I �AA(1,3)

=


1+(�a(1,2,3))⇤[Ik�1�Tk�1T

(1,3)
k�1 ]�a(1,2,3) (�a(1,2,3))⇤ww(1,3)

[Ik�1�Tk�1T
(1,3)
k�1 ]�a(1,2,3) Ik�1

�

=
h
1 (�a(1,2,3))⇤ww(1,3)

0 Ik�1

i ⇥
↵ 0
0 Ik�1

⇤ h 1 0
[Ik�1�Tk�1T

(1,3)
k�1 ]�a(1,2,3) Ik�1

i

is invertible if and only if ↵ is invertible . In this case, A(1,3)U�1P ⇤ is a {1, 3}-inverse of PA,
and then Q�1A(1,3)U�1P ⇤ = [ x1 x2

x3 x4 ] is a {1, 3}-inverse of Tk, where

x1 = a(1,2,3)↵�1 � [1� a(1,2,3)a]w(1,2,3)�a(1,2,3)↵�1;

x2 = [1� a(1,2,3)a]w(1,2,3) + [1� w(1,2,3)� + a(1,2,3)aw(1,2,3)�]

⇥ a(1,2,3)↵�1(�a(1,2,3))⇤[Ik�1 � Tk�1T
(1,3)
k�1 � ww(1,3)];

x3 = [T (1,2,3)
k�1 �(1� a(1,2,3)a)w(1,2,3) � T

(1,2,3)
k�1 ]�a(1,2,3)↵�1;

x4 = T
(1,2,3)
k�1 � T

(1,2,3)
k�1 �[1� a(1,2,3)a]w(1,2,3) + T

(1,2,3)
k�1 [�(1� a(1,2,3)a)w(1,2,3) � Ik�1]

⇥ �a(1,2,3)↵�1(�a(1,2,3))⇤[Ik�1 � Tk�1T
(1,3)
k�1 � ww(1,3)].

(2) It is analogous.

Corollary 4.4. Let T2 =
⇥

a 0
a1 a

⇤
such that a(1,3) exists. Suppose w = [1 � aa(1,3)]a1[1 �

a(1,2,3)a] such that w(1,3) exists. Then T2{1, 3} 6= ; if and only if ↵ = 1 + [a1a(1,2,3)]⇤[1 �
aa(1,3) � ww(1,3)]a1a(1,2,3) is invertible.

Corollary 4.5. Let T3 =
h

a 0 0
a1 a 0
a2 a1 a

i
such that a(1,3) and T

(1,3)
2 exist.

(1) Suppose w = (I2 � T2T
(1,3)
2 ) [ a1a2 ] (1� a(1,2,3)a) such that w(1,3) exists. Then T

(1,3)
3 exists if

and only if ↵ = 1 + ([ a1a2 ] a
(1,2,3))⇤(I2 � T2T

(1,3)
2 � ww(1,3)) [ a1a2 ] a

(1,2,3) is invertible.

(2) Suppose s = (1� aa(1,3)) [ a2 a1 ] (I2 � T
(1,2,3)
2 T2) such that s(1,3) exists. Then T

(1,3)
3 exists

if and only if � = I2 + ([ a2 a1 ]T (1,2,3)
2 )⇤(1� aa(1,3) � ss(1,3)) [ a2 a1 ]T (1,2,3)

2 is invertible.

R satisfies the extended Rao condition [5, 14] provided that

1 =
X

aia
⇤

i implies ai = 0 for every index i except possibly one.
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Theorem 4.6. Let Tk =

2

4
a
a1 a
. . .
. . .
. . .

ak�1 . . . a1 a

3

5 6= 0 be a non-right invertible lower triangular

Toeplitz matrix over R. If R satisfies the extended Rao condition. Then the following condi-
tions are equivalent:

(1) T (1,3)
k exists.

(2) Tk =

2

4
0
0

? .
. . .
. . .
? . . ? 0

3

5 :=
⇥

0 0
Nr 0

⇤
, where Nr (0 < r < k) is an r ⇥ r right invertible lower

triangular Toeplitz matrix.

Proof. (1) ) (2) If T (1,3)
k exists, then T

(1,2,3)
k exists. By [14, Lemma 2],

TkT
(1,2,3)
k = diag(e1, · · · , ek), where ei = 0 or 1.

Since Tk is non-right invertible, there is a permutation matrix P such that

P�1TkT
(1,2,3)
k P =

⇥
0 0
0 Ir

⇤
. (⇤)

Observe that

P�1Tk = P�1TkT
(1,2,3)
k PP�1Tk =

⇥
0 0
0 Ir

⇤
P�1Tk :=

⇥ 0
Br⇥k

⇤

and

T
(1,2,3)
k P = T

(1,2,3)
k PP�1TkT

(1,2,3)
k P = T

(1,2,3)
k P

⇥
0 0
0 Ir

⇤
:= [ 0 Ck⇥r ] .

From (⇤), it follows that Br⇥kCk⇥r = Ir. Hence Tk = P
⇥ 0
Br⇥k

⇤
, where Br⇥k is right invertible.

Thus, Tk must have at least one zero row and hence Tk must be of the form

2

4
0
0

? .
. . .
. . .
? . . ? 0

3

5, i.e.,

Tk =
⇥

0 0
Nr 0

⇤
, where Nr is an r ⇥ r lower triangular Toeplitz matrix and the first row of Nr

is not zero, which mean that each row of Nr is not zero. Suppose T
(1,2,3)
k =

h
L1 L2
L3 L4

i
, then

TkT
(1,2,3)
k =

⇥
0 0

NrL1 NrL2

⇤
. Again by [14, Lemma 2], TkT

(1,2,3)
k =

⇥
0 0
0 NrL2

⇤
:=

⇥
0 0
0 Hr

⇤
, where

Hr = diag(e1, · · · , er), ei = 0 or 1. From TkT
(1,2,3)
k Tk =

⇥
0 0
0 Hr

⇤ ⇥
0 0
Nr 0

⇤
=

⇥
0 0
Nr 0

⇤
= Tk, it

follows that HrNr = Nr. Since none of the rows of Nr is zero, then Hr = Ir. Therefore Nr is
right invertible.
(2) ) (1) If Tk =

⇥
0 0
Nr 0

⇤
, then

⇥
0 Sr
0 0

⇤
is a {1, 3}-inverse of Tk, where Sr stands for the right

inverse of Nr.

5 The commutative case

In this section, the matrices considered are over a commutative ⇤-ring R.
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Theorem 5.1. Let Tk =

2

4
a
a1 a
. . .
. . .
. . .

ak�1 . . . a1 a

3

5 be a lower triangular Toeplitz matrix over R. If a

and ai (i = 1, · · · , k � 1) are {1, 3}-invertible in R. Then Tk is {1, 3}-invertible in Rk⇥k.

Proof. Observe that if e2 = e = e⇤ in R and X1, X2 are {1, 3}-invertible in Rk⇥k, then

X1e+X2(1� e) is {1, 3}-invertible in Rk⇥k and X
(1,3)
1 e+X

(1,3)
2 (1� e) are all {1, 3}-inverses

of X1e+X2(1� e). Conversely, if X1e+X2(1� e) is {1, 3}-invertible in Rk⇥k, then both X1e
and X2(1� e) are {1, 3}-invertible in Rk⇥k.

Since all the components of Tk are {1, 3}-invertible in R, then they must be {1, 2, 3}-
invertible. Hence we factorize Tk as

Tk =

2

664

a
a1[1�aa(1,2,3)] a

a2[1�aa(1,2,3)] a1[1�aa(1,2,3)] a

...
. . .

ak�1[1�aa(1,2,3)] ··· ··· ··· a

3

775

2

664

1
a1a(1,2,3) 1
a2a(1,2,3) a1a(1,2,3) 1

...
. . .

ak�1a
(1,2,3)

··· ··· ··· 1

3

775 := AkQk.

Note that Qk is invertible, then T
(1,3)
k exists if and only if A

(1,3)
k exists. In this case,

Q�1
k A

(1,3)
k is a {1, 3}-inverse of Tk. Consider the factorization of Ak:

Ak =

2

64
a

. . .

a

3

75 aa(1,2,3) +

2

6666664

0 · · · · · · 0 0
a1 0

a2 a1
...

...
. . .

...
ak�1 · · · · · · a1 0

3

7777775
[1� aa(1,2,3)].

Thus, we derive a reduction formula of a {1, 3}-inverse of Tk.

Q�1
k a(1,2,3) +Q�1

k

2

66666666664

0

...

2

6664

a1
a2 a1
...

. . .

ak�1 · · · a2 a1

3

7775

(1,3)

0
0 0 · · · 0

3

77777777775

[1� aa(1,2,3)]

=Q�1
k a(1,2,3) +Q�1

k [1� aa(1,2,3)]⇥
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2

666666666666664

0

... Q�1
k�1a

(1,2,3)
1 +Q�1

k�1

2

666666664

0

...

2

64
a2
...

. . .

ak�1 · · · a2

3

75

(1,3)

0
0 0 · · · 0

3

777777775

[1� a1a
(1,2,3)
1 ]

0
0 0 · · · 0

3

777777777777775

is a {1, 3}-inverse of Tk.

Corollary 5.2. Under the conditions of Theorem 5.1.

(1)
⇥

a 0
a1 a

⇤(1,3)
=


a(1,2,3) a

(1,2,3)
1 [1�aa(1,2,3)]

�a1[a(1,2,3)]2 a(1,2,3)

�
,

(2)
h

a 0 0
a1 a 0
a2 a1 a

i(1,3)
=

"
a(1,2,3) a

(1,2,3)
1 [1�aa(1,2,3)] a

(1,2,3)
2 [1�a1a

(1,2,3)
1 ][1�aa(1,2,3)]

�a1[a(1,2,3)]2 a(1,2,3) a
(1,2,3)
1 [1�aa(1,2,3)]

a21(a
(1,2,3))3�a2(a(1,2,3))2 �a1[a(1,2,3)]2 a(1,2,3)

#

+


0 0 0
0 �a2[a

(1,2,3)
1 ]2[1�aa(1,2,3)] 0

0 0 0

�
,

(3)


a 0 0 0
a1 a 0 0
a2 a1 a 0
a3 a2 a1 a

�(1,3)

=

2

64
a(1,2,3) a

(1,2,3)
1 e a

(1,2,3)
2 e1e a

(1,2,3)
3 e2e1e

�a1[a(1,2,3)]2 a(1,2,3) a
(1,2,3)
1 e a

(1,2,3)
2 e1e

a21(a
(1,2,3))3�a2(a(1,2,3))2 �a1[a(1,2,3)]2 a(1,2,3) a(1,2,3)e

2a1a2[a(1,2,3)]3�a3[a(1,2,3)]2�a31[a
(1,2,3)]4 a21(a

(1,2,3))3�a2(a(1,2,3))2 �a1[a(1,2,3)]2 a(1,2,3)

3

75

+

2

4
0 0 0 0
0 �a2[a

(1,2,3)
1 ]2e �a3[a

(1,2,3)
2 ]2e1e 0

0 [a22[a
(1,2,3)
1 ]3�a3[a

(1,2,3)
1 ]2]e�a2[a(1,2,3)]2 �a2[a

(1,2,3)
1 ]2e 0

0 0 0 0

3

5,

where a = a0, e = e0, ei = 1� aia
(1,2,3)
i , i = 0, 1, 2.

Remark that in the above three cases, the special {1,3}-inverse T
(1,3)
k of Tk is the sum of

a Toeplitz matrix and a zero-bordered Toeplitz matrix.
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