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Abstract Personas are models of users that incorporate motivations, wishes
and objectives; These models are employed in user-centred design to help de-
sign better user experiences and have recently been employed in adaptive sys-
tems to help tailor the personalised user experience. Designing with personas
involves the production of descriptions of fictitious users, which are often based
on data from real users. The majority of data-driven persona development per-
formed today is based on qualitative data from a limited set of interviewees and
transformed into personas using labour-intensive manual techniques. In this
study, we propose a method that employs the modelling of user stereotypes to
automate part of the persona creation process and addresses the drawbacks of
the existing semi-automated methods for persona development. The descrip-
tion of the method is accompanied by an empirical comparison with a manual
technique and a semi-automated alternative (multiple correspondence analy-
sis). The results of the comparison show that manual techniques differ between
human persona designers leading to different results. The proposed algorithm
provides similar results based on parameter input, but was more rigorous and
will find optimal clusters, while lowering the labour associated with finding the
clusters in the dataset. The output of the method also represents the largest
variances in the dataset identified by the multiple correspondence analysis.
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1 Introduction

In software development, projects have a reputation for failure (Savolainen
et al 2012), and this reputation has previously been attributed to the lack of
user involvement (Ewusi-Mensah 2003). To actively keep users in focus during
the software design process (referred to as “design time” by Fischer (2001)), the
use of personas has been encouraged as a tool for modelling users of software
systems in a readily comprehensible manner understandable to any member
of the design team (Cooper 1999; Pruitt and Adlin 2006; Pruitt and Grundin
2003).

Personas were popularized by Cooper (1999) as research-based fictional
archetypes modelled from real users. Personas are descriptions of the target
group(s) for the product under development, and they are created to avoid
what Cooper et al (2007) refers to as the elastic user in situations where
user trials are unavailable. The elastic user is an abstract concept of a user,
for whom every developer will have a different mental impression and assign
different needs. Describing real users by a persona with a name and a list
of needs will challenge these mental impressions and make assumptions more
explicit (Miaskiewicz and Kozar 2011).

In recent years a few examples have investigated the application of per-
sonas beyond traditional user-centred design and within the context of user
personalisation as a companion tool to classical user modelling (Madureira
et al 2014; Holmgard et al 2014). The primary argument for this is that better
personalisation can be achieved by modelling user motivations (Melhart et al
2019). In some contexts, such as computer games in which the decisions are
driven by the game rules (Holmgard et al 2014), the motivations can be ex-
tracted from user behaviour data; in other cases, personas have been shown
to be an effective tool to interpret the users’ decision-making process and to
shape more effectively the personalisation (Casas et al 2008; Madureira et al
2014).

Recent investigations of how personas are currently developed by practi-
tioners have shown that most practitioners build personas from a qualitative
data foundation collected through ethnographic studies and interviews (Viana
and Robert 2016; Nielsen and Storgaard Hansen 2014; Brickey et al 2012).
The challenges involved in the development of personas or user models from
qualitative data are two-fold: on one side, the manual techniques applied to
aggregate qualitative data have generally been criticized as consuming exces-
sive resources, not being applicable to large data amounts, lacking rigour, and
relying on subjective judgments (Brickey et al 2012; Macia 2015; Guest and
Mclellan 2003). On the other side, algorithmic methods commonly employed
in user modelling on quantitative data are efficient in these areas, as they are
executed with rigour by a computer at high speeds; however, the automated
and semi-automated techniques in persona development have been criticized
for being often overly complex, giving a false appearance of precision and to
inspire non-critical acceptance of results (Siegel 2010).
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One of the primary problems with most algorithms for user data segmen-
tation is that they tend to be most effective when applied to datasets with low
dimensionality and high cardinality (i.e., a low number of features and a high
number of data points) and may be problematic to use with data from a small
number of interviewees. Viana and Robert (Viana and Robert 2016) found
that practitioners used data from an average of twenty users as the foundation
for persona development. Data from this amount of users are not unusual in
qualitative studies due to the high volume of data collected per subject and the
manual work associated with data analysis (Bjørner 2015). Moser and Fuchs-
berger (2012) recommended a sample size of at least 2k before semi-automated
clustering methods can be employed for persona development. To elaborate,
k is the number of features (e.g., demographics, tasks, attitudes, preferences,
needs) in which the users vary, and along which the users are divided into seg-
ments. With data from twenty users, this equation will result in the limiting
amount of four features. Practitioners have been found to include informa-
tion in their personas related to demographics, job responsibilities, tasks and
skills, tools usage patterns, and big pain points (Tara Matthews 2012; Viana
and Robert 2016). As the amount of information included in a persona may
vary from project to project and from persona designer to persona designer
(PD), the method of analysis should strive to accommodate data with few
samples, including many features (referred to as sparse data).

In this study, we aim to design and evaluate a user modelling method that
applies to qualitative data and can be used for persona development, while
being understandable to lay members of the development team. Our study
is based on interview transcript data obtained from a qualitative study in
connection with the ELDORADO project (Copenhagen University 2018). In
the ELDORADO project, we are concerned with the design of diet-related
information and communication technology for older members of the Danish
population. The aim is to use information and communication technology to
promote healthy food habits through cost-efficient digital solutions and per-
sonalized interventions.

2 Related work

2.1 The Goodwin Method

Currently, only a few methods (Laporte et al 2012; Miaskiewicz et al 2008) use
qualitative interview data for persona development and they appear to have
the following common drawbacks:

– High dependency on well-structured interview questions.
– Use of complex dimensionality reduction techniques, hampering the dis-

semination of information regarding the development process.

Firstly, the methods rely on the use of structured questions to facilitate
systematic comparisons between answers. To create this set of questions, the
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PD must have prior knowledge of what the persona may contain. The ideal
method for persona development needs to be compatible with exploratory
methods, which employ a vague questioning structure to expand the learning
outcome beyond the preconceptions of the PD. When providing the inter-
viewer more freedom, the potential for irrelevant or missing information rises.
Thus, a suitable method should be used to locate relevant information and
deal with missing data. Secondly, methods relying on dimensionality reduction
techniques, such as singular value decomposition (SVD), should be avoided to
allow for better transparency in how the data are turned into the final personas.
To compile an easy-to-comprehend persona development method, inspiration
was sought in an existing, well-established persona development method with
proven didactic properties.

Cooper has, in the wake of the popularity he brought to the persona de-
sign method, made a business of consulting and educating Human-Computer
Interaction professionals (Cooper 2018). Cooper’s methods have since been de-
veloped by Goodwin, who filled the role of vice president and general manager
in Cooper’s company and, through several iterations, turned the methods into
an interaction design curriculum (Adlin et al 2006). Goodwin’s method for
designing personas is performed manually and has been described in several
books and articles (Goodwin and Cooper 2009; Cooper et al 2007; Goodwin
2002) and is widely used (Kerr et al 2014; Calde et al 2002; Antle 2006; Chris-
tidis et al 2011). Her method (as described in (Cooper et al 2007)) outlines the
following six necessary stages for moulding qualitative data into final personas:
1. Identifying behavioural variables
2. Mapping interview subjects to behavioural variables
3. Identifying significant behavioural patterns
4. Synthesizing characteristics and relevant goals
5. Checking for redundancy and completeness
6. Expanding descriptions of attributes and behaviours
In stages one and two, the interview data are quantified to numeric values
by mapping subjects to identified behavioural variables using visual analogue
scale (VAS). Each VAS represents a behavioural dimension and all of the
VASs are combined to create a multidimensional space where each subject’s
behaviour is mapped by a data point. After each subject’s behaviour has been
quantified in terms of markings in a set of VAS, the behavioural patterns are
identified through a segmentation process in stage three, which is described as
follows(Cooper et al 2007):

“. . . look for clusters of subjects that occur across multiple ranges or
[behavioural] variables. A set of subjects who cluster in six to eight
different variables (changed to one-third of the variables in (Goodwin
and Cooper 2009)) will likely represent a significant behaviour pattern
that will form the basis of a persona.”
The automation of this manual segmentation through user modelling could

not only speed up the process and remove workload from the PD but po-
tentially improve the resulting segmentation by finding optimal clusters. To



Creating user stereotypes for persona development 5

understand what is meant by optimal clusters, it should be highlighted that
the process employed for finding clusters across behavioural variables involves
a tradeoff between group size and the number of behavioural variables that
the group members have in common (Chapman et al 2008). For example, we
may consider the extremes: If features are compared across every individual
in the population of Europe, very few features would be shared (e.g., “living
in Europe” and “being human”). This is a significant pattern (as many people
can share it), but it lacks details to inform a design process. The comparison
of two arbitrary people in Europe is likely to yield a larger range of shared
features (e.g., they may enjoy the same hobby, prefer the same cereal brand,
dislike horror movies, etc., as well as “being human” and “living in Europe”).
The long list of features will be specific to the two individuals, and it is unlikely
to represent any other citizens in Europe; thus, it is considered to be a less
significant pattern. Goodwin’s method utilizes a number (e.g., six to eight, or
one-third) of the shared features as a rule-of-thumb to determine when a signif-
icant pattern has been found. However, instead of relying on a rule-of-thumb,
we consider a successful segmentation into significant behavioural patterns to
obtain optimal clusters that group the most subjects across as many features
as possible. This is an optimization problem where computers are often used
to assist in finding solutions as the number of subjects and variables increases.

2.2 Segmenting qualitative data

One key step in the aforementioned personas development method requires
to operationalise and segment qualitative data such as open-ended interviews;
however, only a few studies have proposed methods using algorithmic quan-
titative techniques on data collected using qualitative methods. Laporte et al
(2012) collected open-ended textual responses regarding children’s technology
usage, then coded the data into categories and performed a multiple correspon-
dence analysis (MCA) on the category scores to guide a manual segmentation
process. Miaskiewicz et al (2008) conducted a latent semantic analysis (LSA)
using interview transcripts to calculate the similarity scores between answers
and then employed clustering algorithms with the similarity scores to create
groups. Once the data were segmented and the groups created, features were
extracted from the groups and used to produce final persona descriptions.

The methods applied by both Laporte et al (2012) and Miaskiewicz et al
(2008) contained two phases: (1) quantifying text into numeric or categorical
data, (2) pattern detection, and data segmentation (not always separable,
thus treated as one phase). The output of the second step can be described as
intermediate user models, which are used as the basis for creating personas.
In the following sections, a more detailed description is given of relevant work
concerned with each of these phases.
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2.2.1 Quantifying text into numeric or categorical data

Qualitative data often comes in the form of interviews, videos, drawings, or
other media not directly compatible with semi-automated methods (Bjørner
2015). One exception is the study by Miaskiewicz et al (2008), in which qual-
itative textual interview data were translated into quantitative numeric data
purely by computing the word counts of each textual answer to a structured
set of questions. Thus, the information about in which order the words ap-
peared in the textual answers was discarded. A preprocessing step may occur
before word counts are established. The process referred to as stemming fuses
words that are variations of the same stem, thus reducing the count of words
into reduced counts of word stems (Grimmer and Stewart 2013). To avoid that
stop words (common words of a language, such as conjunctions) dominate the
analysis, each word count is weighted by how rare the word is in the total body
of text (also called term frequency by inverse document frequency weighting)
(Grimmer and Stewart 2013). While the conversion of text to numeric data
is automated with LSA, certain limitations are linked to this approach. The
output is a list of word frequency counts weighted by word rarity for each
answered question. Using frequency counts is justified by the distributional
hypothesis (words that appear in the same contexts tend to convey similar
meanings) (Sahlgren 2008), but the approach struggles in several cases, such
as in irony, metaphors, and words with multiple meanings. Besides, the quan-
tification of the textual responses requires a structured set of questions, as
each question results in an answer that functions as a unit for comparison.
Texts from ethnographic interviews are not guaranteed to have this level of
structure.

Laporte et al (2012) used a manual approach instead, where answers to a
structured set of questions were turned into categorical data, such that similar
answers to each question were placed in the same category. The output of the
process is a list of categorical variables for each question, and the process leaves
the interpretation and categorization of answers to the person performing the
conversion. Another manual approach to quantifying qualitative data into nu-
meric data for persona development was proposed by Goodwin (2002). Here,
behavioural variables are identified manually in the textual data and outlined
as VASs, defined by two extremes. Interviewees are then manually mapped on
to the scales in accordance with their recorded behaviour. By treating each
VAS as a number between zero and one, this process converts qualitative data
into quantitative data at the interval level (Stevens 1946). The manual meth-
ods are prone to bias, but at present, manually organizing and transforming
the text into quantitative data may be the best way to deal with semi- or
unstructured textual data.

2.2.2 Pattern detection, data segmentation and user modelling

Once the textual data are converted either manually or automatically to nu-
meric or categorical data, a set of quantitative methods can be applied to
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detect patterns, segment users, and create user models. Common techniques
include dimensionality reduction and/or cluster analysis.

Dimensionality reduction is a technique for transforming data expressed
by a set of variables into a smaller set of variables that ideally account for the
observed properties of the data (Van der Maaten 2007). Sinha (2003) was the
first to propose the use of dimensionality reduction for persona development
by utilizing principal component analysis. Numeric data represented by 32
dimensions were given as input to the principal component analysis to find a
smaller set (5) of new orthogonal dimensions that were rotated to fit the most
variance in the data set. By using equamax rotation variances were distributed
more uniformly across the found dimensions, and the set of new dimensions
were then used as inspiration for writing the persona descriptions (Sinha 2003).

Both of the methods for persona development proposed by Miaskiewicz
et al (2008) and Laporte et al (2012) uses dimensionality reduction through
the concept of SVD. SVD is a process that, through a set of linear algebra op-
erations, reduces a matrix of observations and variables into a product of three
matrices describing the relationship between observations (rows) and variables
(columns) of the original matrix in terms of a set of concepts (Leskovec et al
2014). Each of the outputted matrices describe, respectively, the observations-
to-concept relationships and the variables-to-concept relationships, as well as
the strength of each concept, and by sorting the concepts according to strength,
the least impactful concepts can be discarded to, for example, separate pat-
terns from noise, compress the data, or visualize the most important trends in
a data set (Leskovec et al 2014).

Particularly, LSA uses SVD to produce concepts that, in terms of word
occurrences, represents common answers (Miaskiewicz et al 2008). When per-
forming LSA on a large body of text, general semantic spaces can be extracted
and used for text comparisons (Landauer et al 1998). To compare textual
answers from the interviewees, Miaskiewicz et al (2008) used the common
tasaALL semantic space, which was built from more than 92409 words and
reduced to 419 dimensions and contains texts used in the curriculum up to
the college level (Landauer et al 2007). The average similarity scores across
all questions of two interviewees were then used as input to an average-linked
hierarchical clustering algorithm that produces a dendrogram visualizing the
similarity between interviewees. The segmentation was done by cutting the
resulting dendrogram when all interviewees were grouped with at least one
other interviewee (Miaskiewicz et al 2008). The relevance and the number of
texts used to generate the semantic space used for comparisons will impact the
results of the generated personas. Using a space built from a small corpus of
texts will only contain a limited amount of associations found in the few texts
included, and if the texts used are irrelevant to the texts compared, irrelevant
associations will have been made. Most of the available semantic spaces are
developed from texts in major languages, such as English, French, and Ger-
man. This makes the method less accessible for interviews done in a language
where the availability of semantic spaces is low.
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MCA takes categorical data expressed as binary indicators and displays
similarities in the patterns of categories between interviewees as distances on
a perceptual map. An intuition of how the distances are calculated between
two interviewees can be made from the four following examples (Husson et al
2011). (1) If they have been assigned the same categories, the distance between
them will be zero. (2) If they have been assigned many of the same categories,
the distance between them will be short. (3) If they have been assigned all the
same categories except for one, which is assigned to one of the interviewees
and rarely to all the other interviewees, they should be distanced to account
for the uniqueness of one of them. (4) If they share a rare category, they
should be placed close together, despite differences elsewhere, to account for
their common distinctiveness. SVD is used as part of the MCA to create a
low-dimensional space (called a perceptual map) while maintaining as much
of the distances between interviewees as possible. The axes returned by the
MCA are ordered by the amount of variance they portray, such that the first
axis accounts for the most variance, while the last axis in the set will account
for the least. By using the first axes in the returned set, the most significant
differences among interviewees can be displayed on a 2D perceptual map.
Through visual inspection of the map, a person may group the interviewees
based on proximity, while being aware of the limitations of the map in terms of
displayed variance. In the form proposed by Laporte et al (2012) MCA-based
personas appear to be a highly manual process where the computer-generated
part simply serves as guidance, still leaving most of the labour to be performed
by the PD.

While dimensionality reduction is useful, the mathematics involved in the
techniques are rather “complex” (Sourial et al 2010), and the details are of-
ten left out in gentle introductions to, for example, correspondence analysis
(MCA is a specialized version of correspondence analysis) (Bock 2017). To
comprehend the concept of SVD, an understanding of the fundamentals of lin-
ear algebra is required - a mathematical discipline that is commonly taught to
undergraduates and has been reported to cause them some difficulty (Grenier-
Boley 2014; Masters 2000; Harel 1987). The output of dimensionality reduc-
tion is also counter-intuitive because the distances between data points can
no longer be understood according to the original questions asked. These con-
siderations make the use of dimensionality reduction techniques problematic
to persona development, in which the process from data to the final persona
appears to play an important role for persona acceptance (Viana and Robert
2016; Siegel 2010).

Clustering analysis is another approach for pattern detection and the seg-
mentation of numeric data that is commonly used in user modelling (Burelli
and Yannakakis 2015). This kind of analysis assumes non-uniformity in the
data and seeks a structure by grouping data based on similarity. While a large
number of clustering methods have been proposed (Jain 2010), a limited set
of traditional clustering methods are commonly applied to create user models
for persona development. As already described, hierarchical clustering worked
as a supporting element in creating personas from the LSA (Miaskiewicz et al
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2008), but has also been used to group users directly by their click-streams
(Zhang et al 2016) and survey answers (Tu et al 2010). While hierarchical clus-
tering builds a tree of nested interviewees by their similarity, another set of
methods commonly used for persona development segments the interviewees
into non-overlapping or overlapping clusters (Wöckl et al 2012; Masiero et al
2011). The process is performed in a multidimensional data space composed
of each recorded variable. This data space allows the algorithms to calculate a
distance (representing similarity/dissimilarity) between the data points hold-
ing information about each interviewee. Partitional clustering methods assign
each data point to a single cluster, such as the classical k-means algorithm
(Tan et al 2005), which does so based on the distances to cluster centroid.
Fuzzy clustering methods assigns each datapoint a weighted membership to
each cluster, such as the fuzzy c-means algorithm, which does so based on dis-
tance from each data point to the cluster centroid (Bezdek et al 1984). Since
qualitative studies tend to collect a high volume of data per subject, the data
space will be characterized by having a high number of dimensions in relation
to the low amount of data points. Conducting clustering in such a data space
becomes problematic because of the phenomenon known as the curse of di-
mensionality. The curse of dimensionality refers to the equilibrium of distances
between data points that occurs when dimensions are added to form a higher
dimensional data space. As more dimensions are added, the volume of the data
space increases exponentially and spreads the data out to a point where the
distances between them approach equality and clusters cease to exist. This
is one of the reasons Moser and Fuchsberger (2012) recommended that the
sample size should grow exponentially with the number of dimensions before
semi-automated clustering methods can be employed for persona development.

2.3 Density-Based Optimal Projective Clustering

To locate optimal clusters and extract the information needed to build the per-
sonas, we suggest using the density-based optimal projective clustering (DOC)
algorithm (Procopiuc et al 2002) belonging to the branch of clustering algo-
rithms known as subspace clustering (Parsons et al 2004; Müller et al 2009).
Subspace clustering aims to find different combinations of dimensions where
the data set clusters (the combination of dimensions is called a subspace). This
is different from a traditional clustering approach that seeks to find clusters
across ALL dimensions. Besides mitigating the effect of the curse of dimension-
ality, subspace clustering can ideally make more efficient use of the available
data. When applied for persona development, subspace clustering takes into
account that although two interviewees in a cluster might share a range of
similarities, one of them may also have other things in common with a third
interviewee in another cluster based on a set of alternative features. As will be
elaborated on later, the DOC algorithm is a clustering method that utilizes
randomized sampling to find optimal clusters, which to a high degree sim-
ulates what Goodwin’s method dictates the PD to do manually. Like many
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other methods built around randomized sampling, DOC consists of a simple
operation that is performed many times by the computer. Thus, even though
a formal definition of DOC requires linear algebra, the simple mechanics of
the method may be demonstrated to an audience manually by using a set of
VASs, a ruler to measure distances, and a dice to illustrate random sampling.
Besides the aforementioned contrast to dimensionality reduction techniques,
the output of the DOC algorithm also remains intuitive because the original
axes are retained.

The remainder of this paper will investigate the potential of a mixed-
method for persona development using the DOC algorithm to replace stage
three in Goodwin’s method. Stage three produces what Goodwin refers to as
proto-personas, which are behaviour patterns defined by correlations among
multiple variables in the data (Goodwin and Cooper 2009). The proto-personas
are user models that serve as the foundation of the actual personas, which are
produced by stepping through the remaining stages of Goodwin’s method. To
examine the performance of the proposed method, proto-personas are pro-
duced manually and by the DOC algorithm. In an empirical comparison, we
attempt to demonstrate that similar results are obtained with the manual and
mixed method, but that the DOC algorithm is more rigorous and will find
optimal clusters. Afterwards, we attempt to demonstrate that the information
contained in these clusters is similar to the relationships displayed by percep-
tual maps produced by running MCA on a category-binned version of the same
data set. Lastly, we discuss approaches to handling similar subspace clusters
as well as the process of turning the proto-personas into final personas and
strength and limitations of the method. The LSA method was not included in
this study due to multiple reasons. The data set used did not contain a strict
structure; thus, a labour-intensive process was required to manually link text
segments to the question they answer. Besides, the data set contained missing
values, which the LSA method in the version described by Miaskiewicz et al
(2008) is currently unable to handle. We also had problems locating general
semantic spaces in the language (Danish) that the interviews were conducted
in.

3 Methods

3.1 Data

The data used for persona development comprised of semi-structured inter-
views from a sample of older adults from 20 households living under differ-
ent circumstances throughout Denmark. The older adults were self-recruited
through community centres and leisure activities for older people, as well as
via an advertisement in a magazine for older people. Interviewees were sched-
uled with the older adults who responded based on the following pre-specified
characteristics: residence (must be living in own home), gender (a ratio of 50:50
was the aim), age (65 years and above), geography (urban and non-urban rep-
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resentatives), household inhabitants (co-living or single living), and food ser-
vice (including meals-on-wheels subscribers and non-subscribers). Older adults
with major cognitive impairments or physical disabilities were not included in
the study. Among the 20 interviews, two were conducted as family interviews
where both the husband and wife participated, whereas the other 18 were
individual interviews. In both family interviews, one of the participants dom-
inated the conversation, and the dominating participant was thus selected as
the representative of the household.

Using narrative-inspired interview techniques (Jovchelovitch and Bauer
2000), the older adults were asked about their meal experiences, meal prefer-
ences, everyday life, skills, desires, and opinions of specific intervention sug-
gestions in their own homes. The interview also included questions that the
participants could answer using a numeric rating scale. For example, the par-
ticipants were asked, “How important is the price of food to you on a scale from
0 to 10, where ‘it holds no importance’ is 0 on the scale and ‘it has significant
importance’ is 10?” After the participant rated the question, the interviewer
followed up on the question by asking why that particular rating was given.
The interviews were recorded and then transcribed with an id (1–20) before
further analysis.

3.2 Manual personas

A PD with a background in food science and anthropology was hired to per-
form proto-personas manually and did so by performing stage one to three
of Goodwin’s method (Cooper et al 2007; Goodwin 2002). The PD was not
involved with conducting or transcribing the interviews.

Behavioural variables were identified (stage one) by content analysis (Bjørner
2015). The interviews were coded by the PD using the Atlas.ti software. The
PD labelled attitudes, aptitudes, motivations, skills, and activities according
to Goodwin’s method (Cooper et al 2007). A list was compiled of the most
commonly recurring coding labels across the interviews, which served as be-
havioural variables. After removing redundant or irrelevant variables, the final
number of dimensions was 47 (numbered as d1 to d47). The interviewees were
mapped to the behavioural variables (stage two) using a VAS for each vari-
able. Goodwin suggested labelling each interviewee with a letter (Goodwin
and Cooper 2009), but this was impractical because the overview was lost due
to clutter when placing all interviewees on a single VAS. Thus, Adobe Pho-
toshop CS6 was used instead to visualize the scales, which features a layering
system that works similarly to a stack of transparent sheets. Each layer could
be drawn and made visible or invisible. The scales were listed below each other
on the background layer as black horizontal lines. Each end of the line repre-
sented an extreme (e.g., never cooks the main meal at one end and cooks the
main meal daily at the opposite end), which was written in text beside the
line. The behaviour of each interviewee was then marked on a unique layer by
a black vertical line on each scale (Figure 1). The placement of the line was
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based on the PD’s judgment after another reading of the coded interview. All
of the layers were saved in separate image files for subsequent analysis using
a software algorithm.

Fig. 1 Subset of the VASs with all markings visible.

The process employed for identifying significant behaviour patterns (stage
three) involved systematically comparing the markings on the layers. Each
layer contained the markings on all (or nearly all) of the behavioural variable
scales for one interviewee. The behaviour of each interviewee could then be
systematically compared with that of others by controlling the visibility of the
layers. If the markings of two interviewees were located close to each other on a
scale, the behaviour of the interviewees was considered more similar compared
with those interviewees with more distant marks. If interviewees had more
markings close to each other on several scales, they were also considered more
identical than interviewees with a few similar VAS markings. Without any
restrictions on group size, the PD employed the following systematic approach
during manual segmentation.

1. All interviewee layers were made visible, and a note was made of the scales
that seemed most “polarized” in terms of the most markings at the ex-
tremes.
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2. One of the polarized scales was selected, and all of the interviewees were
initially assigned to one of two groups characterized by the extremes of the
scale.

3. The interviewee layers for the members in one of the extreme groups were
then made visible, and the other scales, where the majority of the group
had markings in close proximity, were noted, whereas the members who
“stood out” on the scales were deleted.

4. Step 3 was repeated for the other extreme group.
5. Steps 2–4 were repeated until each polarized scale was used to represent

at least one group.
6. The groups obtained were checked for redundancy.

Another human PD (henceforth denoted PD2) with a background in en-
gineering was hired to redo the segmentation step manually to account for
human bias. Similar to the first PD (henceforth denoted PD1), PD2 studied
the interview recordings, transcripts, and the scales and was instructed to form
groups without any restrictions on group size. PD2 described how she applied
the following method for segmenting the interviewees manually.

1. The layer with markings of the two first interviewees (interviewee 1 and 2)
were made visible, and depending on whether the markings on the scales of
the two visible layers appeared in close proximity the second layer would
remain visible or hidden away. The layer of the next interviewee (inter-
viewee 3) would then be displayed and compared to the visible layer(s)
and depending on similarity kept on or turned off. This approach was then
continued with the rest of the interviewees, where those who did not fit in
were turned off again and those who had many of the same answers on the
scales remained on.

2. Once all comparisons had been made and a group had been formed, the
process was repeated with the first interviewee that was omitted from the
group, which was then compared to all other interviewees to form another
group.

3. The few participants that remained without a group were compared to
find scales with common markings. Those with most markings in common
where grouped and used as a starting point for layer-comparisons with all
other interviewees one by one to grow the group.

4. When all interviewees were in a group, the interview recordings were re-
visited to confirm the segmentation.

3.3 DOC-based personas

The clustering process employed the VASs produced from stage one to stage
three for the manual personas. The relative positions along the VASs were
converted into scores between 0 and 1 using custom image-processing software.
The extracted data were then analysed by the DOC algorithm (Procopiuc
et al 2002). The open-source implementation of the DOC algorithm found in
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Fig. 2 Visual example of the entire data set (S), a random sample (p), and the discrim-
ination set (X) in this case consisting of the random samples q1, q2, q3. From the set of
behavioral dimensions (k1 to k|d|), p and the members of X cluster in a subset/subspace
consisting of the dimensions k3 and k5.

the ELKI Data Mining Framework (Achtert et al 2008) was altered slightly
to achieve overlapping (e.g., one interviewee could appear in more than one
cluster), while still ensuring full coverage (all interviewees must appear in a
cluster). Details of the changes made to the DOC algorithm are described in
the following.

DOC uses random sampling to obtain approximated optimal clusters (Pro-
copiuc et al 2002). Let the entire data set be denoted by S. The DOC algo-
rithm starts with a randomly selected sample from S, which we denote as p.
A small subset of data points from S is then obtained by random sampling,
which is called the discrimination set denoted by X. The algorithm uses X
to determine the subspace of a cluster to which p belongs by iterating over
all dimensions d and keeping each dimension where the data points in X are
within a distance w from p (see Fig. 2). This is also expressed by the formula:
|qk−pk| ≤ w,∀q ∈ X,∀k ∈ d. w is half the maximum length of the data points
in a cluster that can be displaced from each other and it must be provided as a
parameter for the algorithm. After identifying the dimensions comprising the
cluster subspace, all data points in the data set are tested for cluster mem-
bership by investigating whether they are within the hyper-rectangle (denoted
Bp,D) around p of length 2w. If the fraction of data points in Bp,D exceeds a
density threshold (denoted by α), then the clustered data points C and the
subspace D are saved (see Fig. 3). This is the core of the DOC algorithm,
which is then repeated iteratively to determine an optimal cluster in the data
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Fig. 3 Visual example of the two-dimensional cluster subspace (D). A hyper-rectangle
(Bp,D) with edges of length 2w is defined around p. Every member of S is hit-tested against
Bp,D to produce a subspace cluster (C,D). If the amount of members in (C,D) exceeds a
threshold (α|S|) the subspace cluster is saved and a quality score is computed (|C|(1/β)|D|).

set. An optimal cluster is defined by the ratio between the number of data
points in the cluster |C| and the number of dimensions of the subspace where
the cluster exists |D|. The parameter β is used to calculate a quality score
for each cluster with the following formula: |C|(1/β)|D|. The DOC algorithm
returns the cluster with the maximum quality score.

The ELKI implementation of DOC does not handle overlapping, although
the DOC algorithm is capable of handling it (Procopiuc et al 2002). By default,
ELKI finds the optimal clusters among the set of unclustered interviewees until
all of the interviewees have been clustered. To enable overlapping, we followed
the directions given by the authors of the DOC algorithm and kept clustered
interviewees in the set, which required a new end condition. We used an end
condition that ensured full coverage (all interviewees were in a cluster). The
aim of DOC involves finding one optimal cluster, which requires running two
nested loops comprising an outer loop and an inner loop. An interviewee is
picked at random in the outer loop and evaluated against several randomly
generated discriminant sets in the inner loop (sets of interviewees) to deter-
mine the relevant subspaces. Clusters including the selected interviewee are
then generated in the subspaces identified. The most optimal cluster among
all the generated clusters is finally returned. To ensure full coverage, our change
aimed to select the same interviewee in the outer loop instead of random selec-
tion. Therefore, the algorithm required another parameter o as the data point
around which an optimal cluster was found. Running DOC with the change
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ALGORITHM 1: Modified DOC algorithm based on that pro-
posed by Procopiuc et al (2002)

Input: Set of subjects S, set of dimensions d, max distance w, density threshold
α, and parameter β used to define optimal clusters.

Output: Set of non-redundant optimal clusters formed around each subject.
1 r = | log(2|d|)/ log(1/2β)|
2 m = (2/α)r ln(4)
3 begin
4 foreach subject o in S do
5 (Co, Do) = DOC(S, w, α, β, o)
6 end
7 return non-redundant set of all optimal clusters (Co, Do)

8 end
9

10 function DOC(S, w, α, β, o):
11 for i = 1 to 2/α do
12 Set p = o /* instead of random sampling */
13 for j = 1 to m do
14 Choose X ⊆ S with size r uniformly at random
15 D = {k||qk − pk| ≤ w,∀q ∈ X, ∀k ∈ d}
16 C = S ∩Bp,D

17 if (|C| < α|S|) then
18 (C,D) = (∅, ∅)
19 end
20 end
21 end
22 return cluster that maximizes |C|(1/β)|D| over all computed clusters (C,D)

made it more goal-oriented as it would find the optimal cluster containing a
specified interviewee rather than an arbitrary optimal cluster. DOC was then
run for each interviewee until an optimal cluster was found for each of them.
The modified DOC algorithm is presented as pseudo-code in ALGORITHM 1.

The adjusted DOC algorithm was used with parameter settings of α = 0.1
(at least two points in clusters when the sample size was 20), w = 0.3 (just
below 1/3 of the length of each scale), and β was 0.25, 0.45, 0.65, and 0.85
in different runs. The β parameter had a direct influence on the size of the
discrimination set used to identify the subspace. When it was set to 0.25,
0.45, 0.65, and 0.85, the algorithm used two, three, four, and five interviewees,
respectively, to select the subspace (see lines 1 and 14 in ALGORITHM 1).

3.4 MCA-based personas

Laporte et al.’s method (Laporte et al 2012) was used to generate a perceptual
map displaying the interviewees in terms of how they vary the most. Origi-
nally, Laporte et al. used a strict questioning structure to collect open-ended
textual responses to a fixed set of questions. The resulting answers to each
question were afterwards manually converted into categories. Since the core
contribution of the work by Laporte et al. is the proposal of using MCA to
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guide the segmentation, a different approach was used in this study to arrive
at the categorical data.

The scores from the VASs were converted into categories by dividing the
scales into two or three bins and then assigning each marking falling within a
bin a category (Abdi and Valentin 2007). Two bins were used when the VAS
tended to be polarized where all the markings were located towards either end,
while three bins were used when markings were more uniformly distributed
along the VAS. As an example, the VAS representing the degree to which
the older adult engaged in activities outside or inside the home was divided
into three bins resulting in markings receiving the category StaysAtHome,
BothAtHomeAndOutside, or Outgoing. A resulting table had rows repre-
senting each interviewee and each column representing a behavioural variable
as a category instead of a number between 0 and 1. The table was used as an
input to the MCA function in the FactoMineR package for R (Husson et al
2018). The results of the MCA were compared with the subspace clusters by
inspection of the produced perceptual maps. Further insights were gained by
investigating correlations between categorical variables and the two dimensions
making up the perceptual map (Laporte et al 2012). As MCA handles missing
data by creating separate categories for the missing data, the perceptual map
will also be influenced by how similarly the interviewees omit data.

4 Results

The final groups produced manually by the PDs are listed with the group ID
and members in Table 1 and Table 2. The group members in parentheses were

Table 1 PD1 groups

Group ID Member IDs Short pattern description

PD1A 6,16,20,(8) Social older adult who enjoys and engages in
social meals, living with a spouse.

PD1B 1,12,17 Single female: Poor health, mostly at home,
depending on others, enjoys social meal, eats
at elder café but always eats alone.

PD1C 4,7,(3),(15) Single female, with eating difficulties, low sen-
sory input, always eats alone, and receives
meals-on-wheels.

PD1D 11,13,14 Single female, very active, eats a lot at elder
café, and enjoys life.

PD1E 10,18,(5) Single male, very active and social, likes IT,
always eats at elder café, and enjoys life.

PD1F 2,6,18,(9) Enjoys cooking meals and is positive about the
idea of delivered groceries.

PD1G 16,19 Living with a spouse, money is not an issue,
and values food quality and ecology.

Note: A member ID in parenthesis indicate that the interviewee had similar markings in
terms of most of the common scales but not all of them.
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Table 2 PD2 groups

Group ID Member IDs Short pattern description

PD2A 2,5,6,8,9,16,20 This group is generally in good health and in-
dependent. They come out a lot and are active
both socially and physically. They often eat
with others and can cook and shop for them-
selves. They enjoy life and are not limited by
their age in everyday life.

PD2B 1,3,10,17,(12),(14),(15) This group is plagued by ill health and is phys-
ically restricted. They do not enjoy food and
see it as a means of survival. They are inac-
tive and often receive outside help. Also, they
do not have much appetite and only some-
times make the food themselves. They are of-
ten alone when they eat, but enjoy when there
is something social - however, they do not have
the largest network and they do not come out
as much.

PD2C 4,7,14,(12) This group receives food from the outside and
rarely makes the food themselves. For them,
food is a means of survival and they often eat
alone. They are most at home and dependent
on others in everyday life. Also, they have few
closest contacts.

PD2D 11,13,19,(18) This group loves food and has a good appetite
and cares about the quality of the food. They
can mostly manage on their own, but still feel
limited by their health in everyday life. They
like to get out and be social and generally en-
joy life.

Note: A member ID in parenthesis indicate that the interviewee had similar markings in
terms of most of the common scales but not all of them.

placed there by the PD to indicate that the interviewee had similar markings
in terms of most of the common scales but not all of them. As can be seen from
the groups found through the manual process, they are rather different. PD1
has found groups that contain a maximum of three interviewees per group
(excluding the interviewees in parentheses), while PD2 has aimed for fewer
and larger groups.

DOC is based on random sampling, so we started by running the DOC
algorithm several times and concluded that we observed no noticeable vari-
ations in the resulting clusters. The 61 clusters obtained after running the
subspace-clustering algorithm with the selected parameters are shown in Ta-
ble 6 (β = 0.25), Table 7 (β = 0.45), Table 8 (β = 0.65), and Table 9
(β = 0.85). The clusters are shown in the tables, where the columns represent
each cluster and the rows are the behavioural variables. Each cell displays ei-
ther the cluster mean on the particular dimension or NA if the dimension is
not a part of the subspace where the cluster was found.
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Table 3 PD groups compared with subspace clusters

PD manual groups Closest subspace cluster
Group ID Member IDs Cluster ID Member IDs

PD1A 6,16,20,(8) A45 6,16,20
PD1B 1,12,17 J45 1,12,17
PD1C 4,7,(3),(15) O25 4,7
PD1D 11,13,14 N45 11,13,14
PD1E 10,18,(5) P25 10,18
PD1F 2,6,18,(9) - -
PD1G 16,19 - -

PD2A 2,5,6,8,9,16,20 A85 6,8,9,16,20
B85 2,6,8,16,20
F85 2,5,6,16,20

PD2B 1,3,10,17,(12),(14),(15) M65 1,3,12,17
PD2C 4,7,14,(12) O25 4,7
PD2D 11,13,19,(18) H25 11,13

An optimal cluster was generated for each interviewee per run, which pro-
duced more clusters than those found by each of the PDs. After searching for
the groups determined by the PDs in the set of subspace clusters, we obtained
the comparison shown in Table 3.

The MCA was run on the binned data and the first two dimensions ex-
plained 14.8% and 9.1% of the variance in the data. The dimensions make up a
perceptual map where interviewee relationships are visualized as distances. As
displaying the subspace clusters directly on the perceptual map of the MCA
would result in a packed and unreadable visualization, the comparison was
done by investigating how related interviewees were by how often they co-
occur in a subspace cluster. A contingency table (Table 4) was created with
counts of member co-occurrences across all subspace clusters found (except
J85, K85, L85, which are the result of trying to find too large non-existing
clusters). A correspondence analysis was performed on the contingency table
to obtain a perceptual map of the interviewee relationships (Figure 5) and
allow comparison with the perceptual map produced by the MCA (Figure 4).
Both perceptual maps were interpreted in the same manner: Interviewees in
close proximity to each other are more related.

5 Discussion

5.1 Results comparison

The two PDs agreed on a set of cluster memberships. PD1A and PD2A both
shared four members (6, 16, 20, 8), and the descriptions point to a group of
older adults that engages in social meals and enjoys life. PD1B and PD2B
shared three members (1, 12, 17) and both PDs described the group as de-
pendent on others, enjoying the company of others but usually eating alone.
PD1C and PD2C shared two members (4, 7) and the descriptions both cap-
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Fig. 4 MCA perceptual map produced by
the MCA over all categorical variables.

Fig. 5 Contingency perceptual map pro-
duced by a correspondence analysis of the
contingency table on how often two inter-
viewees appear in the same subspace cluster
across all the subspace clusters except J85,
K85, L85, and M85.

Table 4 Contingency table with counts of how often two interviewees co-occur in a subspace
cluster over all subspace clusters except J85, K85, L85, and M85.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1 10 0 3 4 0 0 1 0 0 2 0 2 1 0 0 0 8 0 0 0
2 0 5 0 0 1 3 0 1 0 0 0 0 0 0 0 4 0 0 0 5
3 3 0 4 1 0 0 0 0 0 0 0 1 0 0 0 0 4 0 0 0
4 4 0 1 5 0 0 2 0 0 0 0 0 0 0 0 0 3 0 0 0
5 0 1 0 0 11 4 0 0 0 1 0 0 0 0 4 6 0 0 2 7
6 0 3 0 0 4 18 0 2 6 1 0 0 1 0 2 18 0 3 2 13
7 1 0 0 2 0 0 3 0 0 0 0 1 0 0 0 0 2 0 0 0
8 0 1 0 0 0 2 0 8 4 0 2 0 1 0 0 7 0 0 0 8
9 0 0 0 0 0 6 0 4 12 2 1 0 2 0 0 12 0 1 1 10
10 2 0 0 0 1 1 0 0 2 7 0 0 1 1 0 2 1 1 0 3
11 0 0 0 0 0 0 0 2 1 0 5 0 2 1 0 3 0 0 0 3
12 2 0 1 0 0 0 1 0 0 0 0 5 1 1 0 0 5 0 0 0
13 1 0 0 0 0 1 0 1 2 1 2 1 7 2 0 3 2 0 0 2
14 0 0 0 0 0 0 0 0 0 1 1 1 2 3 0 0 1 0 0 0
15 0 0 0 0 4 2 0 0 0 0 0 0 0 0 4 3 0 0 0 1
16 0 4 0 0 6 18 0 7 12 2 3 0 3 0 3 31 0 3 2 24
17 8 0 4 3 0 0 2 0 0 1 0 5 2 1 0 0 12 0 0 0
18 0 0 0 0 0 3 0 0 1 1 0 0 0 0 0 3 0 4 0 2
19 0 0 0 0 2 2 0 0 1 0 0 0 0 0 0 2 0 0 4 3
20 0 5 0 0 7 13 0 8 10 3 3 0 2 0 1 24 0 2 3 29

tured that the groups receive meals-on-wheels. PD1D and PD2D also shared
two members (11, 13), but the descriptions did not clearly show common fea-
tures. In general, the number of groups and amount of members deviated to
a high degree when the segmentation process was performed manually. The
strategy applied by each PD to segment the interviewees was also different and
not always optimal. For instance, PD2 used a chronological approach to com-
pare the interviewees, which made the VAS markings of the initial interviewee
selected for comparison more influential on the final cluster. PD1 attempted
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to avoid this bias, by an initial step in which she selected dimensions with
a high concentration of markings at the extremes. However, focusing on the
extremes fails to capture clusters around the centre of the VAS.

Subspace clustering obtained five of the seven groups identified manually
by PD1 (not counting the partial members). The subspaces in which the five
clusters were found also matched the short descriptions given by PD1 but
add more details. As an example, PD1 described group PD1D comprised of
interviewees 11, 13, and 14 as, “Single female, very active, eats a lot at elder
cafe and enjoys life.” A short description of subspace cluster N45 (in Table 7)
consisting of the same members could be written as, “Single (d46) female (d47)
with no interest in IT (d12), who has high mobility (d4) with many activities
outside the home (d6) and who exercises regularly (d41). She is often in contact
with family members (d7), eats three meals a day (d37) sometimes alone but
other times with others (d14) and she prefers to eat with others but is also
happy with not always having company for the meal (d13). She often eats out
(d15) but finds it appealing to get a box delivered with groceries for cooking the
main meal (d24).” Thus, the reader of these descriptions gets the impression of
the same kind of person, but some details are added in the case of the subspace
clustering version.

The other two clusters were not found by the algorithm because the number
of dimensions, where the markings of the members were below a distance
of w (0.3) was less compared to other member constellations. For example,
the cluster comprising interviewees 2, 6, and 18 (PD1F) had markings with
a distance below w for 10 dimensions. The subspace clusters found by the
algorithm (with β = 0.45) containing either interviewees 2, 6, or 18 had a
larger number of dimensions when combined with the other interviewees, i.e.,
E45, A45, and K45 had 18, 24, and 14 dimensions, respectively. Thus, E45,
A45, and K45 were of better quality (more optimal) than the potential cluster
comprising 2, 6, and 18, which was ignored when one of the other clusters was
found by the algorithm. PD1 described group PD1F as “Enjoys cooking meals
and is positive about the idea of delivered groceries.” The dimension related to
cooking enthusiasm only occurred in a few of the subspace clusters (J25 and
P25), and it was related to moderate enthusiasm (around 0.6). The reason for
selecting this group was not related to the number of dimensions where the
grouping was found but instead to the specific dimensions. Interestingly, the
PD found this group because it highlighted a set of interviewees with extreme
markings on a particular dimension related to the purpose of personas. If some
variables are more important than others, then the DOC algorithm will no
longer be helpful because it is designed to find the most optimal cluster in terms
of the number of dimensions and members as controlled by the parameter β.

For all the four groups formed by PD2, similar subspace clusters were found
by the DOC algorithm which all missed a single of the members PD2 suggested
(when not counting the partial members). The PD2A cluster appears to be
aligned with both the subspace cluster results (Figure 4) and the results from
the MCA (Figure 4). However, the chronological method used by PD2 to
segment the interviewees entailed exclusion of members from groups formed
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early, into groups formed late in the process. Thus, core members of PD2A
and PD2B do not appear in PD2C or PD2D, which become groups formed
from ungrouped interviewees.

Only ten of the 61 subspace clusters obtained by the DOC algorithm
matched groups found by the PDs. This low hit rate can be explained by
the multiple runs with a different β parameter, but also by the PDs tendency
to relax the criteria for determining whether an interviewee was a member of a
group. Interviewees surrounded by parentheses in the tables were determined
by the PDs as being similar to the core members of a group for the majority
(but not all) of the dimensions in which the core members had clustered mark-
ings. Thus, fewer groups were required by the PDs to achieve total coverage,
while the subspace clustering produced one cluster per interviewee (per β run)
unless the members and subspace of the clusters were completely identical.

The DOC algorithm produced a set of less useful subspace clusters (J85,
K85, L85, and M85) (Table 9). Each of these clusters contained over half of
the participants, but, similar to the “population of Europe” example given in
the introduction, the subspace of the clusters comprised a maximum of three
behavioural dimensions. Omitting these trash clusters would leave participants
1, 3, 4, 7, 12, 14, and 17 outside all of the clusters. This is because the high
β parameter, which was set to 0.85, yielded subspace clusters containing five
or more participants. If every participant must be clustered with five or more
participants, this will produce groups that share very few dimensions.

Finally, the DOC algorithm obtained unique clusters that were not found
by the PDs. For example, the PD did not identify any proto-personas com-
prising interviewees 5 and 15, such as subspace cluster L25. The L25 cluster
describes a companionless (d46) older man (d47) with some health problems
(d1) but who still has high self-sustainability (d2, d3, d4, d20, d22, d23, and
d42) and good understanding (d10) and interest (d12) in IT technology. He
has a relatively large social network (d9) but balances his time between social
activities (d5) and alone time at home (d6). In particular, he prefers to cook
(d29) in his kitchen (d31) and to eat alone (d13, d14, and d19). None of the
groups found by the PD included the trait of preferring to eat alone.

In general, the contingency map from the subspace clusters shows a more
caricatured relationship between interviewees compared to the MCA map due
to the low dimensional data used to generate it. However, similar relationships
can be seen. The x-axis separates the two main groups (interviewees 1, 3, 4,
7, 12, 14, and 17 from interviewees 2, 5, 6, 8, 9, 11, 16, and 20) in both maps.
Investigating how correlated each categorical behavioural variable is with the
two axes in the MCA plot yielded Figure 6. The first axis (and thus the most
important points of distinction) is highly correlated with categorical variables
representing degrees of autonomy behaviour displayed by each interviewee
(e.g., amount of received help, self-cooking, and social activities). Thus, we see
that subspace clustering makes clusters that account for the largest variances
in the data. However, the variance on the second axis of the MCA plot does not
appear in the contingency map. According to Figure 6, the second axis tends to
capture the tendency to eat out, tendency to eat at elder café and satisfaction
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Fig. 6 Plot displaying the degree of correlation between each categorical variable and the
first two dimensions produced by the MCA.

with the food on the café. Level of physical exercise and the tendency of
arbitrary meals have a high correlation with the second axis, but also factor
into the first axis.

5.2 Hyperparameter selection

None of the PDs specified at what distance they considered two interviewees
to be similar/dissimilar, but instead relied on how human perception and the
natural ability to perceive objects as grouped (Gestalt law of grouping). The w
parameter represents the maximum distance two interviewees can be apart be-
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fore they are classified as dissimilar. Procopiuc et al (2002) proposed a method
for deriving w by first calculating the average distance between an intervie-
wee and the nearest neighbour across dimensions (wi =

∑|d|
j=1 |qij − pij |/|d|)

and then taking the average of the resulting averages across interviewees
(w =

∑|n|
i=1 |qij − pij |/|d|). Applying the same calculations on our dataset re-

sulted in a w of 0.2826185 which was rounded up to 0.3 for simplicity.
To gain full coverage, the PDs were instructed that every interviewee should

be part of a group. Similarly, the density threshold represented by the α pa-
rameter was set to 0.1 at all runs, which entailed accepting a cluster if it
contained at least two members (at a sample size of twenty interviewees). The
α parameter should be adjusted (α = |Cmin|/|S| where |Cmin| ≤ |S|) de-
pending on the minimum amount of members that should be in the clusters
(|Cmin|) before they are accepted. This parameter is less important when ap-
plied on small samples, but was kept as a variable in the proposed persona
development method to accommodate persona development based on larger
data sets where a more fine-grained control of the minimum cluster size may
be needed.

Both PDs appeared to have a different strategy when it came to group sizes
in their manual approaches. PD1 grouped interviewees consistently with two to
four members in each group, while PD2 had two large groups of seven members
and two smaller with four members. While the DOC algorithm in this paper
was run with four different β settings, the PD applying the DOC to create
personas would normally select one value for the β parameter and evaluate
the produced subspace clusters. Setting the β parameter enforced a deliberate
choice on how many samples should be used to define a subspace, e.g. if broad
patterns or local characteristics should be found. We recommend setting the
β parameter high, inspecting the output proto-personas and then adjusting
the parameter until a satisfactory level of detail has been reached for the
proto-personas. It should be noted that Procopiuc et al (2002) sets an upper
limit of 0.5 for the beta-parameter to ensure a 2-approximate solution (see
Theorem 1). We recommend adhering to this limit when using larger datasets
where execution times become of greater relevance. On smaller datasets, a β
parameter higher than 0.5 can be applied and the algorithm run several times
to check the stability of the clusters. To settle on a value for β, we found
it useful to consider and determine the size of the discrimination set r (how
many interviewees are used to find the subspace) and then set the value of β
to reflect this, for instance by using the formula β = 2e−ln(2|d|)/r.

5.3 Handling similar subspace clusters

Each individual subspace cluster can serve as a proto-persona. For example,
subspace cluster O65 in Table 8 covered behaviours shared among participants
with IDs 12, 13, 14, and 17, and it can be represented by the following proto-
persona description.
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Anti-tech grandmother: She (d47) lives alone (d46) and, although she strug-
gles with some health problems, (d1) she manages to eat out several times a
week, (d15) usually at the elderly café (d16). She spends most of her time by
herself but engages in social activities from time to time (d5). She has good
contacts with her family (d7) and has little interest in IT and technology (d12).

The range of subspace clusters allows the PD to choose the subspace clus-
ters that create the most diverse set of users or fit the problem area better
while ensuring that the proto-persona will be based on an optimal cluster,
created through a rigorous process.

However, as both PDs made use of partial members in their segmentations,
we here outline a structured approach on how to merge the subspace clusters
that appear very similar. To compare the proto-personas, we represented them
as custom radar plots, inspired by the work of Christiernin (Christiernin 2010).
The radar plots contained all of the dimensions of the two proto-personas that
we compared. Each dimension was labelled with one extreme, and the centre
of the radar represented the opposite extreme. The label of a dimension was
greyed out if the proto-persona did not cluster in the specific dimension. Com-
paring the shapes of the radar plots allowed us to distinguish the differences
between two proto-personas, and then (if appropriate) be named according to
their unique characteristics. Examples of two individual subspace clusters that
yielded very similar proto-personas are D65 and J65 (see Figure 7).

Fig. 7 Proto-persona radar plots generated from subspace cluster J65 (left) and D65 (right).

The two clusters were made from the same key participants (5, 6 and 16),
but each had a unique fourth member (15 and 20) as part of the cluster who
did not share all of the dimensions with the core participants. As can be seen
from the shape of the visualization of the two proto-personas, they are almost
identical, with D65 being an extension of J65. The additional dimensions of
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D65 are meaningful in relation to the shared dimensions between D65 and J65.
As an example, autonomy behaviour (d42) often is in line with receiving little
help from others (d43). The unique dimension of J65 does not contradict the
additional dimensions of D65.

To simulate the partial membership groupings performed by the PDs we
propose calculating a similarity score quantifying similarities between subspace
clusters to merge members of the clusters. The score between any two clusters
((Ca, Da) and (Cb, Db)) might be calculated by finding the shared set F of
dimensions:

F = Da ∩Db (1)

The vectorm(C,D) = (m(C,D)1 ,m(C,D)2 , . . . ,m(C,D)|F |) containing the means
of the cluster members on each shared dimension in the subspace can then cal-
culated for each cluster, as follows:

m(C,D)j =
1

|C|

|C|∑
i=1

ci,j for j = 1, . . . , |F | (2)

The similarity score between any two clusters ((Ca, Da) and (Cb, Db)) may
be obtained using the Dice similarity coefficient (Dice 1945) scaled by the
squared euclidean distance divided by the maximum squared distance, which
is the same as the number of shared dimensions when dimensions are in the
interval between zero and one.

sim((Ca, Da), (Cb, Db)) =
2|F |

|Da|+ |Db|
·
∑|F |

i=1(m(Cb,Db)i −m(Ca,Da)i)
2

|F |
(3)

The similarity score ranged between 0 and 1, and it accounts for the num-
ber of shared dimensions scaled by the distance between the mean vectors of
each cluster. If the subspace clusters have the same means and the same di-
mensions, the score will be 1. If none of the dimensions are shared and/or the
two vectors have means located at opposite extremes of the dimensions, the
score will be 0. The similarity score only considers the subspace and the central
tendency while member labels are not important for characterizing common
behaviour. The matrix of the similarity scores between any combinations of
clusters can be used to provide distance measures for agglomerative hierar-
chical clustering. Cutting the resulting dendrograms at a certain dissimilarity
threshold (1− similarity (Podani 2000)) will reveal the set of subspace clus-
ters that should be merged. Cutting the dendrogram at a low height will yield
many sets comprising a few subspace clusters with minor differences, whereas
cutting it at a higher point would produce a few sets of subspaces with high
dissimilarity between them (see Figure 8).

To merge a set of clusters, we only included behavioural dimensions which
were part of the subspace of minimum half of the clusters in the set. The
arithmetic mean of each dimension (calculated across the clusters in the set
containing a non-NA value) was then treated as the dimension score for the
proto-persona created from the merged set of clusters if the variance was small
and the dimensions were non-conflicting (see Table 5 for an example).
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Fig. 8 Dendrogram obtained with beta = 0.65 where the blue outline shows the sets of clus-
ters to merge when the dendrogram is cut at height = 0.5 and the red outline indicates the
sets of clusters to merge with a cut at height = 0.2. The sets are given a name representing
the behavior of the proto-persona created from the merged set of clusters.

Table 5 Sorted behavioural dimensions that comprised part of the subspace for half or
more of the clusters D65, E65, F65, H65, J65, and K65 in the “forthcoming recreational
athlete” branch.

D65 E65 F65 H65 J65 K65 Mean Std. dev.

Members
5.6.
16.20

8.11.
16.20

9.13.
16.20

9.10.
16.20

5.6.
15.16

6.16.
18.20 Merged

d20. Frequency of meals-on-wheels 0.029 0.026 0.024 0.021 0.038 0.029 0.028 0.006
d3. Eating difficulty 0.046 NA 0.044 0.038 0.051 0.067 0.049 0.011
d22. Frequency of grocery shopping 0.961 0.962 0.958 0.960 0.956 NA 0.960 0.002
d42. Autonomy 0.962 0.962 0.958 NA 0.953 0.890 0.945 0.031
d23. Shopping from home 0.078 NA 0.042 0.038 0.083 NA 0.060 0.024
d37. Tendency of arbitrary meals 0.084 0.114 0.094 0.112 NA NA 0.101 0.015
d47. Is female 0.000 NA NA 0.000 0.000 0.000 0.000 0.000
d2. Impairment 0.058 NA 0.123 NA 0.072 NA 0.084 0.034
d4. Mobility 0.935 0.961 0.959 NA NA NA 0.952 0.015
d5. Amount of social activities NA 0.925 NA 0.911 NA 0.923 0.920 0.007
d9. Size of social network 0.861 NA NA NA 0.785 0.804 0.817 0.040
d13. Prefers to eat with others NA NA 0.892 0.939 NA 0.957 0.929 0.033
d19. Appeal of eating with new people NA 0.740 0.752 0.819 NA NA 0.770 0.042
d25. Importance of food price 0.097 NA NA NA 0.066 0.098 0.087 0.018
d29. Frequency of cooking main meal 0.922 0.948 NA NA 0.918 NA 0.929 0.016
d35. Importance of food sense perception 0.807 NA NA 0.860 NA 0.884 0.850 0.040
d41. Amount of physical exercise NA 0.916 0.796 0.827 NA NA 0.846 0.063
d44. Life joy 0.946 0.953 NA NA NA 0.950 0.949 0.004
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5.4 From proto-personas to final personas

The proto-personas obtained should be used to generate characteristics and
relevant goals in stage four of Goodwin’s method. From a selected subspace
cluster or a set of merged clusters characteristics can be summarized in de-
scriptions, such as the one below for L45 (Table 7), which we labelled “The
isolated meal-skipping widow.”

Isolated meal-skipping widow: She (d47) is living by herself (d46) , and,
due to health problems (d1) and impairments (d2), she is highly dependent on
others (d42 and d43) , and the only time she leaves her home is to shop for
necessities (d6 and d23). Her smell and taste sensations are lowered (d34) ,
and, although she prefers to eat her meals with others (d13), she eats most of
her meals alone (d14) and rarely engages in social activities (d5). Her eating
schedule is arbitrary and skipping a meal is not uncommon for her (d37).

Goodwin suggested that three to four goals should be generated per per-
sona and that “for each of the proto-personas, there’s usually at least one
goal evident from the mapping exercise [stage three]” (Goodwin recommends
studying the data obtained from grouped interviewees to determine the re-
maining goals) (Goodwin and Cooper 2009). A suitable goal can be described
as, “...something the product [in our case intervention] can help people accom-
plish, but can’t entirely accomplish for them” (Goodwin and Cooper 2009).
For example, according to the description of the isolated meal-skipping widow,
she appears to have the goal of eating with others, although her behaviour and
situation do not align with this goal. Thus, for example, an internet-based com-
munication solution could be attempted for this persona to help her achieve
her goal and increase her motivation to eat more consistently.

When goals are listed for each proto-persona (step 4) and too-similar proto-
personas have been merged or eliminated (step 5), the descriptions can be
expanded into narratives and paired with a name and representative pictures
to create the final personas (step 6).

5.5 Conclusion

At present, a PD who wishes to develop personas based on qualitative data
from a limited set of interviewees is left with few methodology options. The
typical choice is to apply labour-intensive manual techniques, which are criti-
cized for their lack of rigour and subjective bias. Alternatively, one of the few
semi-automated methods attempting to address the limitations of the manual
techniques can be used, but they require a strict questioning structure during
data collection and are either unable to handle or treat missing data as part of
the analysis. The current semi-automated methods also rely on dimensionality
reduction techniques, which we argue are difficult to convey to lay members of
a design team. A mixed-method has been proposed in this study, which uses
manual techniques to account for loose questioning structures and overlapping
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subspace clustering with automatic feature selection to handle missing data
and the high number of dimensions in relation to the low amount of samples.
To examine the internal validity of the mixed method, the results from the
proposed method were empirically compared with groups found by two hu-
man PDs and the perceptual map from an MCA, all extracted from the same
authentic data set.

The comparison displayed that segmentation done manually will result in
different solutions as details in the method applied will differ from PD to PD.
The proposed method can find optimal clusters reliably and efficiently and the
co-occurrences of cluster members account for the largest variances mapped
out by a MCA. Despite the different results obtained across the manual seg-
mentations, similarities were seen in the groups from the PDs and the resulting
clusters of the proposed method.

While the result demonstrates its potential in terms of scalability and relia-
bility, the proposed method comes with a set of limitations. First, the method
is a mixed-method, which entails that the first part of the method is per-
formed manually in an interpretive manner. This makes the method subject
to the same critique as traditional manual techniques where the lack of rigour
and subjective bias can be a threat to the validity of the method. Future
studies should attempt to derive natural language processing techniques for
the analysis of interview transcripts and extract behavioural variables, which
are independent of a strict questioning structure or are able to identify the
structure from the texts itself (Young et al 2018). Despite the biases that the
manual interpretive part of the proposed method may cause, it also provides
the method with some versatility. The data can come in terms of video, audio,
text, drawings, or any other form typical to qualitative data (Bjørner et al
2018) as long as the data by a human individual can be represented as VASs
compatible with the subspace clustering.

The automated part of the proposed method also has a set of limiting
factors. It should be noted that the sampling method employed by the DOC
algorithm yields an approximation of the optimal clusters in the data set.
More extensive sampling of large data sets will lead to more accurate results.
Another considerable limitation is the relatively large set of similar clusters
produced by the overlapping DOC subspace clustering. Even though we rec-
ommend reducing the set of unnecessary clusters by selecting or merging the
clusters based on the proposed similarity score, it would be more convenient
if the algorithm could reduce the number of similar clusters automatically in
the future. Therefore, instead of checking for redundancy, the DOC algorithm
could check for a high similarity between subspace clusters using the similarity
score (line 7 in ALGORITHM 1). We were also concerned about the optimal
clustering criterion built into the DOC subspace clustering algorithm. This
criterion is based on the number of dimensions found in the subspace of the
clusters, so it is vulnerable to variables with redundant information. For in-
stance, we included many dimensions related to the social activity (e.g., the
“amount of social activities” would have correlations with “family contact” and
“contact with friends”). By contrast, only one dimension was included related
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to the area of food waste. Now, we may consider two interviewees, A and B,
with an active social life (three dimensions in common) and a third intervie-
wee C with a less active social life. However, interviewee C tends to avoid food
waste similarly to interviewee A (one dimension in common), whereas inter-
viewee B pays less attention to food waste. In this case, A and B are likely
to be clustered together because the algorithm favours subspace clusters with
more dimensions. Also, the clustering algorithm did not return the last two
groups selected by the PD because they did not satisfy the optimal cluster
criterion. The PD chose to include these clusters based on a single dimension
that made the cluster stand out compared with other clusters. Future research
could address these issues by investigating alternatives to the optimal cluster
criterion, for example, by experimenting with the criterion to yield “interest-
ing” subspace clusters that might maximize an orthogonality or dissimilarity
score to obtain more diverse user descriptions. In line of thought with the use
of extreme personas (Djajadiningrat et al 2000), a criterion with orthogonal-
capabilities would allow the method to create personas that define the outer
rim of the user space, and dealing with the needs of these type of personas is
likely to also address the needs of less extreme users.

Looking at the method in a broader perspective, there is a common un-
derstanding of persona as a description of a fictitious person, but there are
no clear definitions, data foundations, or agreements on the benefits of the
method. This study is founded within the Cooperian persona perspective,
which is described as the goal-directed perspective (Nielsen 2002; Floyd et al
2008). The core of the goal-directed persona perspective is to develop hypo-
thetical archetypes that are not described as an average person but rather as
a unique character with specific details and most often developed using qual-
itative methods and in the early stages of a software project. However, the
method may offer inspiration or be applicable to any persona development
method (for example (Pruitt and Grundin 2003)), which, as part of devel-
oping personas, seeks patterns in qualitative data or data characterized by
high-dimensional sparse data.

While at its present state the proposed method is not fully automated, the
current level of automation is an important step forward for persona-based ap-
proaches to the design of adaptive experiences such as the works by Madureira
et al (2014). While beyond the scope of this study, future improvements in this
direction could include the investigation of automated extraction of the fea-
tures from the qualitative data and a study on the relationship between the
user personas and their behavioural variables within the adaptive system. The
latter would be valuable to connect the personas to real users of the system
and enable the correct triggering of the personalised experiences.

Acknowledgements This study was part of the ELDORADO project “Preventing mal-
nourishment and promoting well-being among the older adults at home through personalised
cost-effective food and meal supply” supported by a grant (4105-00009B) from the Innova-
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