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Abstract There has been an exponential growth in the

volume and variety of information available on the Internet,

similarly there has been a significant demand from users’

for accurate information that matches their interests,

however, the two are often incompatible because of the

effectiveness of retrieving the exact information the user

requires. This paper addresses this problem with an adap-

tive agent-based modelling approach that relies on evolu-

tionary user-modelling. The proposed information retrieval

system learns user needs from user-provided relevance

feedback. It is proposed that retrieval effectiveness can be

improved by applying computational intelligence tech-

niques for modelling information needs, through interactive

reinforcement learning. The method combines qualitative

(subjective) user relevance feedback with quantitative (algo-

rithmic) measures of the relevance of retrieved documents. An

adaptive information retrieval system is developed whose

retrieval effectiveness is evaluated using traditional precision

and recall.
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1 Introduction

The emergence of the World Wide Web (WWW) has

resulted in access to a vast and exponentially growing,

unstructured and dynamic network of information sources.

However, it can now be argued that the volume of infor-

mation available on-line is becoming a hindrance to

effective information retrieval. A number of factors affect

information retrieval effectiveness. The most significant

three for our purposes are as follows. First, users often do

not present search queries in the form that optimally rep-

resents their information needs. Second, the measure of a

document’s relevance is often highly subjective between

different users. Third, information sources might contain

heterogeneous documents, in multiple formats and the

representation of documents is not unified. It is timely and

necessary, therefore, to build new tools aimed at helping

users retrieve documents that satisfy their information

needs accurately and efficiently. An optimal information

retrieval (IR) system is one which would be able to obtain

from an information source only those documents that are

relevant to a user’s information needs, while at the same

time excluding documents that are non-relevant.

One traditional way of adapting the information access

process to user’s information needs is relevance feedback.

Relevance feedback aims to learn the user’s requirements

during a search session and by implicit or explicit user

involvement adapt the behaviour of the retrieval process. In

principle relevance feedback is a personalisation method;

however, it only considers the short history of user

behaviour in its modelling. To incorporate user’s prefer-

ences and improve the information access performance,

modelling the long term history of user’s behaviour and

providing a facility to augment the model manually can be

more effective than a simple relevance feedback.
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The above requirements, in combination with the other

common information retrieval features, such as, document

representation and ranking, lead to a system of relatively

high complexity, because various time consuming tasks

need to be carried out.

We propose a solution to this problem based on a multi-

agent modelling approach. Agent-based modelling treats

each individual component of a system as a single entity

(or agent) obeying its own pre-defined rules and reacting to

its environment agents accordingly thereby making the

system more flexible and reliable. User modelling for

information retrieval is done through genetic algorithm

(GA) to evolve and adapt query vectors that are represen-

tative models of the user’s information needs.

The rest of the paper is organised as follows: Sect. 1.1

presents background information and overview of the related

work. Section 2 describes the architecture of the adaptive IRS

and Sect. 3 presents the results of the experiments. Section 4

concludes the paper.

1.1 Background and related work

Genetic algorithms are a class of evolutionary algorithms

that represent the solution candidates as a vector of bits or

numbers. Similar to other evolutionary algorithms many

individual solutions are randomly generated to form an

initial population. Some of these individuals are selected

through a fitness-based process to breed a new generation.

The next step is to generate the next generation of candi-

date solutions from those selected through genetic opera-

tors, such as: crossover, and/or mutation. Crossover is an

operator which forms two children by combining parts of

two parents and mutation is an operator that forms a new

individual by making minor changes to the parent’s gene.

This generational process is repeated until a termination

condition has been reached.

Evolutionary computation and genetic algorithms have

gained more attention in recent years and have grown to

many applications in different areas of artificial intelli-

gence, information retrieval (Fan et al. 2009; Lopez-

Herrera et al. 2009; Torres et al. 2009), text mining (Phua

et al. 2010; Alcala-Fdez et al. 2011) and natural language

processing (Kao and Poteet 2005; Atkinson and Matamala

2009). Freitas (2008) has discussed the use of evolutionary

algorithms, particularly genetic algorithms and genetic

programming, in data mining and knowledge discovery.

An area of information retrieval, which is being

approached by evolutionary algorithms, is query expansion

and reformulating queries in order to improve the retrieval

quality based on the user behaviour or other aspects of the

retrieval process. Vrajitoru (1998) introduces a new

crossover operation in genetic algorithm specifically for

creating new queries.

In (Araujo et al. 2010), an evolutionary algorithm is

employed to combine clauses to reformulate a user query in

order to improve the results of a similar search. The study

starts with a review of the query expansion algorithms and

discusses the negative effects of term correlation used in

query expansion. Then it combines the query clauses with

genetic algorithm in order to create a method to improve

the result of stemming by reformulating the user query. In

contrast to our work this study has ignored the user and

pseudo relevance feedback as well as any re-weighting

formulas. Instead it has focused on the term dependencies,

their occurrences in simple experiments and their effects on

performance.

Araujo and Pérez-Iglesias (2010) proposed a way to

train a classifier for query expansion of too short or

unspecific queries. In this study, the user’s relevance

judgments on a document set are used as fitness function

for the genetic algorithm to train the classifier to identify

distinguished terms for query expansion. The authors

conclude that the genetic algorithm training can improve

the query expansion quality. Their main focus is on a

pseudo relevance feedback method and genetic algorithm

is used to build a set of suitable terms for query expansion

from the top documents of the initial ranked list.

Loia et al. (2007) have used the collaboration between

an agent-based parsing activity and a user-based suggestion

method to reveal the relevance/similarity among the pages

they have crawled. An improved fuzzy clustering algorithm

is used to perform a locally personalized classification

based on user’s point of view. The user behaviour and

preferences that are extracted during user’s navigation are

used to present the personalised clusters. These clusters

enable agent-based spidering to mining new pages and

present them to the user as prototype pages.

Ganzha et al. (2010) have studied whether combining

the result of several sources results better. They have

applied their theory to three main algorithms: game

theory, auction-based approach and consensus method.

However, each algorithm depends on a different part of

the process, therefore instead of a synergy between dif-

ferent algorithms to recommend one specific set of

answers they suggest different results which may be in

conflict with each other.

Yu and Jeon (2010) have proposed a context-aware

recommender system. The system uses the user’s history

and current context to filter the content-based information

in order to provide preferable items to the user.

Li et al. (2009) have implemented an intelligent assistant

to do spam filtering task based on what it learns from user

behaviour.

The agent-based modelling in this work, on the other

hand, is employed to improve the retrieval performance

based on the feedback provided by the user.
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2 Characterisation, use case and architecture

of an adaptive IRS

Adaptive user modelling techniques produce Adaptive

systems that can learn something about each individual

user and adapt their behaviour to monitor the user’s activity

pattern. They automatically adjust the interface or content

provided by the system to accommodate user differences

and changes such as user: skills, knowledge and prefer-

ences (Chen et al. 1998). For our purposes an Adaptive

Information Retrieval System (IRS) can be characterised as

shown in Fig. 1 along with the following assumptions:

• A program does (implicit or explicit) user modelling

provided it can change its behaviour based on some-

thing related to the user in information filtering

component(IF) component.

• A user model contains all information that the system

knows about the user. It is generally initialized either

with default values or by querying the user.

• Thereafter, it is maintained by the system, although the

user may be able to review and edit their profile through

user model browser (UM Browser).

The user modelling for information retrieval proposed in

this paper, applies an evolutionary, genetic algorithm (GA)

to evolve and adapt query vectors that are representative

models of the user’s information needs which is a fixed

number of keywords that can change through GA opera-

tions; therefore, the exact significance and relationship

between features in determining the relevance of retrieved

documents is not explicit, but evolves under the GA

(Goldberg 1989). In our research, the vectors are expressed

as keyword terms and associated weights. Search vector are

used to retrieve documents and compete against other

search vectors to asses relevance by matching with the user

information needs. In our research in order to effect

adaptation of the user model within a reasonably short

time, we have assumed that user information needs are

stochastic but non-transient. In other words, the informa-

tion needs vary in a subjective non-deterministic manner

between users, but they do not change rapidly over time. In

this way, a GA can evolve a model for different informa-

tion needs.

The key role for GA in user-needs modelling is to

continuously modify the representation of user needs. In

our research we have based this on quantitative and qual-

itative relevance metrics. On one hand, a quantitative

(algorithmic) metric is given by the similarity between the

user-model chromosome1 and the documents retrieved

using the chromosome. On the other hand, each of the

retrieved documents is given a qualitative assessment,

interactively by the user. These two measures are then

combined through a fuzzy inference system to derive an

overall parameter that is used to adjust the ‘‘fitness of use’’

of competing information needs models. This is a novel

learning approach we have termed evolutionary interactive

reinforcement learning (EIRL).

The fuzzy inference system used to adjust the fitness of

competing information needs model is a rule-based system

that uses the similarity between a search vector and a

retrieved document, and the user feedback to derive the

required fitness modification for the search vector. These

rules are, in general, heuristic but were fine-tuned by

experimenting with the system. The underlying philosophy

of the rules is to reward those vectors, which retrieve

documents that the user judges to be relevant to his or her

needs, and penalize those the user judges to be irrelevant.

Thus, if the user judges a document to be relevant then the

fitness of the search vector used for retrieval of the docu-

ment should be increased, and especially more so if the

algorithmic similarity measure is low. Conversely, if the

user feedback is poor (not relevant) but, the algorithmic

similarity between query and documents are high then the

fitness of the chromosome should be reduced significantly.

The proposed adaptive IRS has been developed on a

multi-agent paradigm to represent the different typical

Fig. 1 Adaptive information retrieval system

1 In evolutionary computation the data structure of the individual

used for breeding is called genome and a chromosome is a vector-

based genome.
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activities, including document representation, query for-

mulation, user needs modelling and filtering and user-

needs model reinforcement. The requirements of the

system are represented using use case models, as shown

in Fig. 2, by grouping those use cases into five inde-

pendent task categories, which are assigned to agents

to represent the IRS solution: user interface agent,

search agent, document agent, filter agent and user

model agent.

The agent system architecture is shown in Fig. 3. The

search agent acts as a meta-search tool for any Internet

search engines using the keywords to retrieve documents,

which are then passed to the document agent which in turn

indexes the documents using normalised keywords. As a

result, the highest indexed documents are sent to the filter

agent who ranks the indexed document, according to the

user model in order to increase the precision. The user

interface agent allows the user to evaluate the relevance of

the ranked documents, by giving a score to each document

in the form of fuzzy values modifying user-needs. In order

to affect a perpetually evolving user model, the user model

agent maintains a population of competing models, which

evolve using genetic algorithm.

3 Evaluation of the adaptive IRS

Evaluation of any IR system calls upon examination of

many issues including human computer interaction,

usability and applicability of the system. In this research

we focus on number of relevant documents retrieved with

respect to a query which is known as retrieval effective-

ness; this expresses how well the produced output satisfies

a user’s information need. The common performance

indicators of retrieval effectiveness of IR system are recall

and precision. Both indicators can be based on the user’s

subjective relevance assessments following the retrieval

process. Recall measures the completeness of the output,

Fig. 2 The IRS use case

Fig. 3 Overall IR system

architecture
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which is the ability of the system to retrieve all relevant

information. Precision measures the relevance of the out-

put, in other words, the ability of the system to reject

irrelevant material. A good IR system should exhibit both

high recall and high precision. There were two stages of the

evaluation. The first stage was to evaluate the performance

of the proposed evolutionary learning technique. This

involves carrying out several experiments with the IR

system, in order to fix the optimal GA parameters for the

most efficient learning.

Figure 4 shows that low values of the crossover

parameter do not correspond to significant improvement in

learning because at low crossover values, fewer new search

vectors are introduced to the population resulting in a

longer time for the system to improve its performance.

Conversely, too high a value for the crossover parameter

results in introducing new vectors too quickly, which

causes the system to change the population of user models

more quickly and more randomly, regardless of user rele-

vance feedback. The best performance of the system is

given by medium values between 0.6 and 0.7 for crossover

probability.

The second stage was to carry out interactive retrieval

sessions with the different users. The experiments were

carried using five PhD students in the area of Computer

Science and Information Systems in the School of

Computing and Management Sciences at Sheffield Hallam

University, United Kingdom. The evaluated documents

were obtained from the Bath Information and Data

Services (BIDS) (http://www.bids.ac.uk). From the areas of

the information needs of the assessors, 300 documents

were selected and another 100 noisy documents, which had

some common keywords but the contents were not relevant

to the users’ information needs, were added. The results

shown in Figs. 5 and 6 are the mean values for the five

different information needs. Each iteration represents a

user search task, the total number of search repeat is 20.

The figures show the comparative information retrieval

effectiveness of the proposed evolutionary learning IR

system against a conventional relevance feedback (RF)

technique. The latter is a technique that allows interactive

reformulation of search query using information gained

from retrieved documents known to be relevant (Salton and

Buckley 1998). RF applies query reformulation where

terms from relevant documents are added, and terms from

non-relevant documents are removed from the query vec-

tor. Figures 5 and 6 show the average precision and recall

for both techniques. It can be seen that overall the per-

formance of the evolutionary approach EIRL is higher than

conventional RF. However, it can also be observed that in

the case of EIRL there are large fluctuations in perfor-

mance over the period of user interaction with the IR

system, which are attributable to the probabilistic nature of

evolutionary learning. However, a statistical analysis was

carried out to determine the significance of any differences

between the two methods by comparing average precision

values, across all queries using a paired t test (t = 2.10 and

p = 0.032). Using a Confidence level of 0.05 from the

statistical analysis we can claim that EIRL performs better

than RF.

4 Conclusion

In conclusion we have described a novel approach for

improving document retrieval effectiveness by combining
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fuzzy relevance feedback and evolutionary reinforcement

learning. This approach has been evaluated especially for

applications where user information needs are subjective

but relatively static, and hence can be accurately modelled

over a short period of time. Results obtained in this study

suggest that the proposed approach, in general, performs

better than conventional relevance feedback. Previous

studies (Vrajitoru 1998) did not show any improvement

over conventional relevance feedback when using an evo-

lutionary approach for user modelling. This, however, can

be attributed to the fact that they used binary coded genetic

algorithms to represent the presence or absence of key-

words. The proposed approach encodes chromosomes as

keywords and their weights to imply their significance to

user information needs profiles. The improvement in

retrieval effectiveness, it is argued, is achieved by on-line

reinforcement learning through interaction with users.

Human interactive reinforcement provides a direct evalu-

ation of the relevance of documents, namely, user prefer-

ence that cannot be expressed by any analytical fitness

function. This results in a user model that is, in fact,

optimised by the user. The result also indicated that, in

most cases, the maximum value for retrieval precision was

reached in about ten generations, which suggests that

learning can achieved in a relatively short period of

interaction. This is desirable in order that specialization to

user information needs is not a time-consuming exercise.
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Araujo L, Pérez-Iglesias J (2010) Training a classifier for the selection

of good query expansion terms with a genetic algorithm. In:

IEEE Congress on Evolutionary Computation, pp 1–8
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