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Abstract

Nowadays, to be competitive is a growing challenge, and in this sense, Radio Frequency Iden-
tification (RFID) takes an essential role. This technology consists in Automatic Identification of
objects, people, animals, and others applications, always seeking for time reduction and efficiency,
which are mandatory requirements in a competitive world.

The RFID technology has been replacing the well knowns barcodes, due to its capacity to
improve the distance range and to avoid physical contact between the tag and the reader. Due to
these particular characteristics, in the last years, researchers have been working in this technology
trying to improve it and to increase the memory capability.

In this work, a novel encoding and decoding system was investigated, i.e, a novel tag, based
on the Discreet Layer Peeling Algorithm (DLPA). Therefore, the main goal was the performance
characterization of the algorithm in a practical scenario. This process consists in encoding of in-
formation in a Discrete Transmission Line (DTL), in which, each section correspond to a unique
bit pattern. Later, the impedance sections are recovered using the DLPA from the reflection spec-
trum of the Transmission Line (TL). The proposed tag encode data in phase and magnitude, i.e,
each pair of magnitude and phase correspond to a unique bit pattern.

This work started with an in-depth study of the DLPA and its implementation in Matlab. Next,
the electromagnetic simulator Advanced Design System (ADS) was used to study several combi-
nations of Transmission Line (TL) sections, in order to evaluate an efficient impedance encoding
and to get some insight about practical limitations using momentum simulation, that takes into ac-
count several aspects, as for example, Radiation Loss and Substrate Loss. Yet, the study of Ultra
Wide Band (UWB) antennas, which is an important part of an RFID system, was carried out in
the specialized electromagnetic simulator FEKO.

For experimental evaluation, two tags it were manufactured in Microstrip technology and
UWB antennas were used. Next, an experimental setup was carried out, in which a VNA (Vector
Network Analyser), a commercial horn antenna, a UWB antenna manufactured under the scope
of this work and RF cables to connect the VNA to the reader antenna, were used. Thus, the tag
reflection spectrum was accessed successfully without physical contact between the reader and the
tag. Lastly, the reflection spectrum was processed and, the impedances were recovered using the
DLP algorithm.Thus, the functionality of the DLP in a practical scenario and a novel tag system
was successfully demonstrated.

Index Terms – Discreet Layer Peeling; RFID chipless tag, Ultra Wide Band; Radio Frequency
Identification; Inverse Scattering; Radio Frequency Identification chipless tag; Discreet Transmis-
sion Line; Coplanar Wave-Guide; Microstrip Transmission Line.
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Resumo

No mundo moderno, ser competitivo é cada vez mais exigente e, neste aspeto, Radio Frequency
Identification (RFID) assume um papel importante. Esta tecnologia consiste na Identificação Au-
tomática de objetos, pessoas, animais, entre outras aplicações, visando responder às necessidades
de mercado de forma rápida e eficiente e, desta forma, fazer face à concorrência

A tecnologia RFID tem vindo a substituir os tradicionais códigos de barra, pela sua capaci-
dade de operar a distâncias maiores e sem a necessidade de haver contacto físico. Devido a este
importante diferencial, nos últimos anos, têm surgido várias publicações científicas em torno desta
tecnologia, visando o seu aperfeiçoamento e a procura cada vez mais de se garantir maiores ca-
pacidades de armazenamento de informação.

Neste trabalho, investigou-se uma nova forma de codificação e descodificação de informação,
ou seja, uma nova tag, baseada no algoritmo Discrete Layer-Peeling (DLP) . Assim, o principal
objetivo foi o estudo da viabilidade do algoritmo num cenário real. Este processo consiste na
codificação de informação numa linha de transmissão discreta, em que, cada secção, corresponde
a um conjunto de bits unicamente descodificável, para posterior utilização do DLP para se tentar
descobrir o valor das impedâncias através do espectro de reflexão da linha de transmissão. A tag
proposta, codifica a informação em magnitude e fase, ou seja, cada par formado por magnitude e
fase corresponde a um conjunto de bits único.

Desta forma, começou-se por realizar um estudo aprofundado do algoritmo DLP e sua im-
plementação no Matlab. De seguida, utilizou-se o simulador electromagnético ADS para analisar
várias combinações de linhas de transmissão por forma a encontrar a melhor forma de codifi-
cação de impedâncias e prever possíveis limitações praticas através de simulação pelo método dos
momentos, isto porque, tem em consideração diferentes aspetos, como por exemplo, perdas por
radiação e no subtrato. Ainda, em ambiente de simulação, foi realizado o estudo de antenas Ultra
Wide Band, que constituem uma parte importante de qualquer sistema RFID. Para o estudo das
antenas utilizou-se o simulador especializado FEKO.

Para a validação experimental, foram construídas tags em tecnologia Microstrip e antenas
UWB. Após a construção desses dispositivos, desenvolveu-se um setup experimental, na qual foi
utilizado um Vector Network Analyser (VNA), uma antena comercial e uma antena UWB con-
struída no âmbito deste trabalho. Desta forma, conseguiu-se obter o espectro da tag sem que esta
estivesse ligada diretamente por cabo RF ao VNA. De seguida, procedeu-se ao processamento
dessa informação e da sua descodificação, verificando-se assim, a funcionalidade do algoritmo em
cenários práticos e ruidosos.

Palavras Chave– Discreet Layer peeling; RFID chipless tag, Ultra Wide Band; monopole anten-
nas; Radio Frequency IDentification; Inverse Scattering; Radio frequency identification, chipless
tag; Discreet transmission line; Microstrip transmission line.
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Chapter 1

Introduction

This Chapter presents a brief introduction to RFID technology and its importance in the mod-

ern world as well as the main goals and the context of the present work. Additionally, a brief

description of the structure of this document is presented.

1.1 Thesis Presentation

This work is aligned with a topic previouly explored within a PhD thesis carried out at INESC

TEC[18]. It was proposed by my supervisor, Prof. Dr. Henrique Manuel de Castro Faria Salgado

and my Co-Supervisor, Dr. Mario Rui Silveira Pereira. The submission of this work to jury

evaluation is intended to allow for the obtention of the master degree in Telecommunications. The

work was developed at INESC TEC in cooperation with Faculdade de Engenharia da Universidade

do Porto (FEUP).

1.2 Motivation

Radio Frequency Identification (RFID) is one of the many identification techniques used for as-

sisting machines to identify people or objects automatically. Many RFID applications exist with

different purposes: commerce, logistical distribution, material distribution, large scale production,

to name a few. This technology has the purpose to improve industrial processes seeking for re-

source expenditure reduction and process optimization, thus rendering more competitive products,

both in price and quality.

In addition to RFID, several Automatic Identification Systems (AIS) exist, which include:

smart cards, barcodes, voice recognition, biometric technologies, to name a few. Between them,

perhaps, the best known are the traditional barcodes, which present some limitations such as short

range applications and low memory capability [8]. In order to overcome such limitations, in the

last years, RFID systems have been investigated. RFID systems allow for automated tracking, in-

crease of the read range, as well as full operationality without physical contact between the reader

and the tag.

1
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However, the first generation of RFID systems were based on active chips, which provide

longer range, while requiring a battery, and passive chips, which work in short range, without

battery. However, the cost associated with the integrated circuit led to the emergence of a second

generation of RFID systems, known as chipless RFID systems.

In this work, a novel chipless RFID system with improved storage capacity was investi-

gated. The main idea is to recover an encoded impedance profile, which constitutes the proposed

tag, based on the Discreet Layer Peeling Algorithm. Thus, first it is necessary to encode the

impedances. After the codification, the impedances are recovered with the Discreet Layer-Peeling

algorithm, in which the input data is obtained from the reflection spectrum of the tag.

1.3 Objectives

The main objectives of this work are the following:

• Implement and test the DLP algorithm.

• Investigate feasible impedance encoding techniques.

• Design, fabricate and characterise UWB antennas.

• Implementation of selected tags and experimental evaluation of system performance.

In achieving these objectives we will be able to advance the state of the art in this area of chipless

RFID tags, by showing a novel technique based on the encoding of information on the impedance

of a transmission line.

1.4 Problem characterization

Given the general objectives presented in Section 1.3 our specific aim is:

• Implementation and testing of the DLPA. The algorithm will be implemented in Matlab,

taking advantage of the software built-in tools. The input data of the DLPA is the reflection

spectrum, S11, of a tag, provided, in first instance, by the software ADS, in which the tags

will be designed and simulated. The final test of the DLPA will be made, using as input

data, the reflection spectrum of experimentally measured tags, printed in substrate Rogers

Duroid RO4003C. The reflection spectrum of the tag will be obtained using a VNA.

• Several impedance encoding techniques will be investigated in order to improve the memory

capacity and tag dimensions. To achieve these goals, the maximum number of different

impedances that can be encoded and recovered with accuracy under noise environment will

be investigated.
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• Ultra Wide Band (UWB) antennas will be designed and simulated using the 3D electromag-

netic simulation software FEKO from Altair. UWB antennas are needed due to the fact that

we need to interrogate the tags along a large frequency range (in our case a range of 2.5

GHz), in order to obtain a half period of the reflection spectrum. The tags that will be de-

signed are similar to a discrete system, therefore, characterized by the spectrum periodicity.

Thus, it is possible to reconstruct the system knowing only one period of the spectrum.

1.5 Contributions

• Experimental evaluation of the DLP algorithm to recover impedance sections of a Discrete

Transmission Line (DTL) was demonstrated by the first time.

• A new chipless tag, including the antenna section, based in the DLP was successfully

demonstrated.

1.6 Outline

This document is organized in six Chapters. Each chapter starts with a small introductory text de-

scribing the chapter content and with the exception of the present one, ends with a brief summary.

The present chapter introduces the motivation behind chipless RFID systems and the main

objectives of this work. Chapter 2, starts with the relevant Transmission Line concepts relevant

in this work. After this section, the state-of-the-art in RFID systems is presented. Additionally,

Section 2.1 presents the DLP theoretical foundations and its state-of-the-art.

In Chapter 3, the proposed system design is discussed and simulation results of the DLP imple-

mentation are presented including a validation of its performance under noise, using data provided

from the electromagnetic simulator ADS. Also, some practical limitations are discussed.

Chapter 4 presents the experimental procedure and the tools that were used as well as the ex-

perimental results obtained in this work. The results, include the UWB antenna radiation pattern,

the tag’s reflection spectrum, and the performance of the DLP algorithm. The performance char-

acterization of DLP includes the recovering of the independence sections and the error obtained in

each section. Finally Chapter 5 provides the conclusions of this work as well as possible avenues

for future work.
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Chapter 2

State-of-the-art

This Chapter starts with some important Transmission Line concepts related with this work, in

which the differences between continuous and Discrete Transmission Lines (DTL) are presented

as well as some useful equations. Subsequently, the RFID history, as well as its state-of-the-art

and the most important blocks are presented. Lastly, the Discrete Layer-Peeling Algorithm, which

is a central topic of this work, and its theoretical principles are discussed.

2.1 Transmission Line concepts

2.1.1 Continuous Transmission Line

A Continuous Transmission Line is one for which the electrical parameters do not change abruptly,

resulting in a smooth impedance profile, as illustrated in Figure 2.1. The behaviour of these type of

structures can be easily accessed using an electromagnetic simulator software like FEKO, ADS or

HFSS. However, analytical study of a continuous non-uniform Transmission Line is quite complex

and gives rise to tedious equations that are out of the scope of this work. Mathematical derivations

of the most important parameters, for example, the reflection and transmission coefficients, based

in coupled mode theory can be found in [4].

Z0(z), β(z)

Trace
Substrate

a+(0)

a+(0)

Figure 2.1: Continuous transmission line profile
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2.1.2 Discrete Transmission Line Theory

Z0(z), β(z)

Trace Substrate

L z

a+(0)

a+(0)

Figure 2.2: Discrete Transmission Line profile

On the other hand, a Discrete Transmission Line (DTL), can be considered as a particular

case of a Continuous non-uniform Transmission Line (TL), in which, the impedance is constant

along each section, as illustrated in Figure 2.2. An alternative illustration of an DTL is depicted

in Figure 2.3, as a cascade of Networks, each one representing a TL section. The symbols, a+

and a−, represent the forward and backward propagation, respectively. In each section, part of

the forward signal is coupled to the backward signal and part of the backward is coupled to the

forward, resulting on an infinite reflection phenomenon inside of the TL. This phenomena, will be

better explained in Section 2.3.

In this particular case, it is convenient to perform the mathematical explanation using the T-

parameters, which describe each section by means of the T-matrix [20, 17].

a−

a+

Network
1

Network
2

Network
n-1

Network
n

a−

a+

Figure 2.3: Cascade connection of n 2-port networks.

A single section of a two port device is described by the equation (2.1)

[
b+i+1

b−i+1

]
=

[
Ti,i Ti,i+1

Ti+1,i Ti+1,i+1

][
a+i
a−i

]
(2.1)

in which, a+i and a−i , represent the forward and backward signal, respectively, at the input port

of the Network i, b+i and b−i represent the forward and backward signal at the output port of

the Networki+1 and Ti;i; Ti;i+1; Ti+1;i; Ti+1;i+1 are the transmission coefficients between ports.

According to the illustration in Figure 2.4, Equation (2.1), becomes as [17]:
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[
a+(ω,xi)

a−(ω,xi)

]
=

1√
1−Γ2

i

[
e jω∆l Γie− jω∆l

Γie jω∆l e− jω∆l

][
a+(ω,xi +∆l)

a−(ω,xi +∆l)

]

where Γi is the reflection coefficient at the two section interface given by:

Γi =
Zi+1−Zi

Zi+1 +Zi
(2.2)

∆l is the physical length, ω is the angular frequency, and Zi is the impedance at the interface

of each section. The T-matrix that describes the complete device is given by the product of the

elementary T-matrix of each section, mathematically described as:

T = T1T2T3...Tn (2.3)

Relating the S-parameters and T-parameters, from equation (2.3), it is possible to write that

[20]:

S11 =
T12

T22
(2.4) S12 =

T11T22−T12T21

T22
(2.5)

S21 =
1

T22
(2.6) S22 =

1
T21

(2.7)

Zi−1

xxi xi + ∆l

Layer i

Zi
Zi+1

Single scattering
events

Figure 2.4: Constant impedance layer. The coupling energy between the forward and back-word propagation modes
is an instantaneous and localized event that takes place at depth xi

In order to better understand the properties of a DTL, Equations (2.4) to (2.7) were imple-

mented in Matlab. Results of the reflections spectrum, S11, of the circuit depicted in Figure 2.5,

was obtained for different values of the central frequency, Fc. It was considered three different

values, equal to 5, 10 and 15GHz. Figure 2.6, illustrate the obtained results and it is possible

to conclude that a DTL is periodic, with periodicity equal to the designed central frequency, Fc.

Also, it is possible to relate a DTL with Digital Signal Processing (DSP), comparing Figure 2.6

and Figure 2.7, in which, the continuous signal, h(t), is the analogue of a Continues Transmission

Line (CTL) and the Digital signal, r[n], is the analogue to a Discrete Transmission Line in terms

of the frequency spectrum.
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ε0

Z0 = 10 Ω

ε0

Z0 = 30 Ω Z0 = 10 Ω Z0 = 20 Ω

E = 1800;Fc = 5 GHz

Load (50 Ω) Load (50 Ω)

Figure 2.5: Discrete Transmission Line terminated at 50 Ω Load used to validate the implementation of the Equa-
tions (2.4) to (2.7).
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Figure 2.6: Reflection spectrum, S11, of the Discrete Transmission Line depicted in Figure 2.5.
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0
t

h(t)

(a) Analog domain. Continuous-time impulse

1

ωs/2 ωs−ωs/2−ωs

H(ω)

0 ω

(b) Continuous time Fourier transform of h(t).

0
t

g(t)

T 2T 3T 4T 5T 6T ...

r(t)

(c) Periodic sample impulse response with period T .

1

π 2π−π−2π

......

R(Ω)

0 Ω

(d) Continuous time Fourier transform of r(t).

0 n

g(t)

1 2 3 4 5 6 ...

r[n]

(e) Digital Domain. Discrete-time impulse response

1

π/T 2π/T−π/T−2π/T

......

R(ω)

0 ω

(f) Discrete-time Fourier transform of r(n)

Figure 2.7: Relationship between analog domain and digital domain.
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2.2 Radio Frequency Identification

In this section, a brief RFID history is exposed. Also, a typical RFID architecture and all of its

main components are presented.

2.2.1 RFID History

The RFID technology was first used by means of radar equipment improvement, to recognize

and distinguish between the enemy and friend military aircraft in World War II (1940) by the

British Royal Air Force [1]. In 1948, a revolutionary paper entitled Communication by means of

reflected power was reported. Unlike the conventional radar system, in which the reflected signal

dictates whether the target is present or not1, in this concept, the target is capable of modulating the

transmitted signal and then reflected it back to the transmitter with added information. In this way,

all targets can be made to modulate the signal with their own characteristics [28]. This invention of

passive communication created a new dimension in the RFID sector and led the other researchers

to explore the RFID technology in a broader scenario. In 1960, a pioneer paper on passive RFID,

entitled Radio transmission systems with modulatable passive responder was reported [3]. On the

early 1970’s, multi-bit functional passive UHF RFID systems with a range of several meters have

been introduced for the first time. Due to improvements in radios and integrated circuits, RFID has

undergone through an incredible progression. As a result RFID got high attention from retailing

organizations and governments. In the following decades, various experiments of RFID have been

reported. In 2010, a paper entitled Multiresonator based chipless RFID tag and dedi-cated RFID

reader[23] was reported. In this paper, the carrier signal is modulated both in phase and magnitude

leading to a significant memory capacity improvement. In the present work, we propose a new tag

also capable to modulate the carrier in phase and magnitude, but the decoding information will be

made by the DLP algorithm for the first time.

The most relevant publications in the last years, are summarized in the next table.

1This can be interpreted as a on-off modulation
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2.2.2 Hardware Components

2.2.2.1 Tag

Tags2 are the physical devices that carry the identifications of objects, animals, inventory products

etc. A distinction is usually made between passive and active tags. Also, memory capacity and

read-write capability are useful distinguishing factors [29].

Passive Tag

Passive tags do not have an internal source of power and cannot send outbound signals without

receiving energy from a reader. After receiving an incoming RF signal, the integrated circuit

receives power and transmits an outbound signal. Passive tag antennas must be able to receive the

incoming radiated power and radiate the outbound signal. Also, their life time is almost unlimited.

Another important fact is that nowadays it is not mandatory that passive tags contain a silicon

chip. In fact, researchers have already proposed chipless RFID tags. Chipless tags eliminate the

cost associated with the manufacture of the integrated circuits while providing a better life time.

The system proposed in this dissertation is included in this category.

Active Tag

Unlike passive tags, active tags have their own energy sources, having therefore the capability

to generate an outbound signal. Active RFID tags can be programmed to broadcast their own sig-

nals at certain time or when external events occur to form an active RFID system. This type of tag

is usually powered by a local battery to provide a much longer reading range compared to passive

tags. However, these tags are typically used in environments with high mobility requirements and

they are much more expensive. Also, the active tags life time is mainly dependent on the battery.

When the battery fails, the active tags will need to be replaced.

2.2.2.2 RFID Reader

A diagram of the RFID reader is represented in Figure 2.8. The RFID reader sends out an elec-

tromagnetic wave that hits the passive RFID tag which scatters back a wave with the information

encoded in the backscattered signal. The tags proposed within this dissertation modulate the in-

terrogated signal both in phase and magnitude, thus improving memory capacity. Active RFID

tags do not require the power from the reader to be activated. At the present time, RFID readers

typically consist of:

2also called transponders or target
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Figure 2.8: Block diagram of an RFID reader for chipless tag reading. [23]

1. One or more antennae,

2. A signal processing unit (typically digital domain),

3. Software application,

4. Additional electronics.

For the purpose of operation of the tag proposed in the present work, the type of antenna

considered is Ultra-Wide Band (UWB) [6, 12, 19] due to the fact that the short pulse used to

interrogate the tags require a large bandwidth. Also, the antenna should be omnidirectional along

the entire frequency range. Although in practice this is not entirely feasible due to the radiation

pattern distortion.

The RFID reader usually is provided with two antennas. One of them is responsible for the

inbound signal and the other for the outbound signal. The antennas must be cross-polarized in

order to provide better isolation between the interrogation and the received signal. On the other

hand, it is possible to use just one antenna for transmission and reception, but in this particular case

the receiver has to be provided with a means of separation of the transmitted and received signal,

such as a circulator. Also, the tags have to be equiped with one antenna capable of delivering the

emitter radiated power to the tag as well as radiating the scattered power from the tag.

A Mixer is used to convert the RF signal to an intermediate frequency (IF) signal, followed

by a phase detector. In a simple way, the mixer can be understood as a mathematical operation

in which the received signal is multiplied by a sinusoid or square wave with a properly designed

frequency. The modulator signal is generated by the voltage controlled oscillator (VCO). In the

frequency domain the mixer operation converts the signal to a different band, either the sum or

difference of the original input frequencies. Additionally, it is necessary to use an IF filter to

remove the upper or lower band.

The signal received from the tag and the reference signal are compared in amplitude and phase

by the phase detector. The amplitude and phase difference are given as separate DC values by the
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phase detector. The 2 DC values are multiplexed and then sent to the digital section where they

are digitized and further processed on for tag ID detection.

The interrogation signal is generated at a YIG oscillator installed in the RF section. Un-

like conventional oscillators that operate in a very narrow band, the YIG oscillator is capable of

sweeping the frequency up to 6 GHz. Finally the interrogation signal is amplified, filtered and

lastly delivered to the antenna. Finally, at the core of digital section is a micro-controller where all

digital processing of data is performed.

Due to the limited time available to carry out the present work, the entire digital section func-

tionality will be performed offline in a personal computer running Matlab, while the reader hard-

ware will be based on a laboratory VNA.

2.3 Discrete Layer Peeling

This section presents an historical review of Inverse Scattering theory and its applications. Also,

a theoretical introduction to the DLP algorithm is presented, which is one of the methods used to

obtain an Inverse Scattering solution.

2.3.1 Inverse Scattering From an Historical Perspective

Inverse scattering (IS) allows one to reconstruct the physical properties of an unknown system

from the scattered3 data. In the specific case of this work, IS will be used to reconstruct the

impedance profile of a transmission line used to encode information. In order to perform this,

one must probe the target with a proper signal and measure the scattered data, which corresponds

to the input data to the Inverse Scattering equations. In this way, it is possible to obtain detailed

knowledge of the mentioned unknown system.

Inverse Scattering was originally studied and applied by physicists and mathematicians. How-

ever, with the advances of technology, nowadays it finds applications in several areas, such as,

microwave imaging, speech research, identification of the acoustic impedance or conductivity pro-

files in layered-earth models, the design of digital filters, underwater sound propagation, synthesis

of fiber bragg gratings, and recently synthesis of microwave structures.

In the general case, considering a 3D object, as illustrated in the Figure 2.9, reflected waves

occur in all directions. This gives rise to complex mathematical models due to the complex nature

of the wave equations, which constitutes a complex problem. Another limitation is related with the

fact that in almost every case, electromagnetic theory gives solutions only for the direct problem,

i.e., the waves behavior can be known from the knowledge of the physical property with which

they interact. However, for simplicity, we are only interested in one-directional propagation as

illustrated at Figure 2.10. In such situations, the traveling waves are confined in a waveguide,

thus minimizing the initial problem. For this particular case, the IS problem is reduced to the

Gelfan-Levitation-Marchenko (GLM) Eq. (2.3.1),

3due to the mismatch impedance
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Figure 2.9: Inverse Scattering.[18]
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Figure 2.10: Inverse Scattering for particular case of transmission line.[18]

F(x+ y)+K(x,y)+
x∫

−y

K(x,z)F(y+ z)dz = 0 (2.8)

where F(x) is the Fourier transform of the reflection coefficient, given by

F(x) =
1

2π

∞∫

−∞

r(ω)e jωxdx (2.9)

Eq. (2.3.1) appears as result of a pioneer work [11] performed by Gelfan, Levitation and Marchenko.

In this way, from the GLM equation, given the reflection coefficient, r(ω), as input data and pro-

vided that there are no poles of the reflection coefficient in the right half of the s-plane (condition

required for stability) it is possible to obtain the IS solution. However, GLM Eq. (2.3.1) has no

analytical solution except in a few special cases. This fact has led several researchers to propose

numerical methods, notably[13, 10, 9]. Based in these methods, Paul P. Roberts and Graham E.
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Town have applied IS to perform the first microwave filter in 1995 [25]. By taking advantage of

the fast development of electronic systems, more specifically, more powerful CPUs (Central Pro-

cessing Unit) and micro-controllers, the initial numerical algorithms have been improved with the

employment of fast digital signal processing (DSP). In fact, nowadays, fast processing is manda-

tory for any engineering development to be competitive.

So far, DLP has been mentioned as a solution for the IS problem without any reference to

authors. DLP was originally published by the authors Ricardo Feced, Michalis N Zervas, and

Miguel A Muriel, in 1999. The paper was entitled efficient inverse scattering algorithm for the

design of nonuniform fiber bragg gratings and it demonstrated better results when compared to the

previous methods presented in [13, 10, 9]. Later (2001), Johannes Skaar, Ligang Wang, and Turan

Erdogan have taken advantages of the existing signal processing tools to improve the original DLP

algorithm. Their objective was to simplify it in order to improve its clarity and efficiency, as well

as employ it for the synthesis of Fiber Bragg Gratings. The results obtained are presented in [27].

Recently (2014), an exhaustive work entitled Inverse Scattering Techniques for the Synthesis of

Microwave Structures was presented [18]. Results of DLP applied for the synthesis of Microwave

Structures are presented in [17] by MR Pereira, HM Salgado, and JR Pereira.

Having [17] as starting point, DLP will be applied in RFID technology in this work.

2.3.2 Discrete Layer Peeling Theory

In this section, a brief theoretical introduction is presented which is necessary to understand the

fundamental principles of the DLP theory.

When an electromagnetic wave interacts with a non uniform transmission line (NTL) reflection

occurs at each point of the line. In this way, transmitted and reflected waves interact mutually, i.e.,

part of the transmitted signal is coupled back and part of the reflected signal is reflected again,

causing it to be coupled forward, and this process is repeated, again and again. The coupling

coefficient is given by the following Eq. (2.10):

xxi xi + ∆l

Layer i

Ki

Multiple scattering events

Figure 2.11: Coupling illustration. The coupling of energy between the forward and backward propagation. [18]
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K(x) =
2
π

∞∫

−∞

R(ω,x)dω (2.10)

where R(ω,x) is the reflection spectrum at point x. If we consider that the NTL is discrete with an

infinitesimally constant impedance section as illustrated in Figure 2.11, the total reflectivity of a

small section ∆l is given by:

Ktoti(x) =
2
π

xi+∆l∫

xi

Ki(x)dx = Ki∆l (2.11)

where Ki(x) = Ki =Cte is the coupling function at section i.

Having this fact in mind, if we consider that the total coupling Ktot i is concentrated in a single

location and that no coupling phenomena takes place at any other location along that same layer,

then assuming that the coupling occurs at the beginning of the layer, we can approximate each

layer as a constant impedance transmission line (TL) of length ∆l preceded by a reflector (Figure

2.12). This means that, any section of a transmission line with constant local impedance acts

on the waves as a pure time-delay and time-advance operator. This behavior is translated on the

following equation:

[
a+(ω,x)

a−(ω,x)

]
=

[
e jω∆l 0

0 e− jω∆l

][
a+(ω,x+∆l)

a−(ω,x+∆l)

]
(2.12)

A pictorial signal-graph "representation" of the waves interaction with a discrete transmission line

is represented in Figure 2.13, where Kx is a none zero value (coupling factor) that represents the

part of each wave being "backscattered" and added to the propagation in the opposite direction.

Zi−1

xxi xi + ∆l

Layer i

Zi
Zi+1

Single scattering
events

Figure 2.12: Constant impedance layer. The coupling of energy between the forward and backward propagation
modes is an instantaneous and localized event that takes place at depth xi. Zi is the impedance of layer i and is a con-
stant value along that layer. [18]

Eq. (2.13) describes the complete matrix transmission in a discrete layer, ∆l. Unlike Eq.

(2.12), the propagation coupling between the right and left waves is demonstrated. Note that Eq.

(2.12) describes the waves "inside" the section while Eq. (2.13) describe the waves behavior at the



18 State-of-the-art

a−(n− 1, .)

a+(n− 1, .)
+

+

∑
n(Kn)

Kn

a+(n, .)

a−(n, .)

+

+

∑
n+1(Kn+1)

Kn+1

a−(n+ 1, .)

a+(n+ 1, .)

Figure 2.13: Causal scattering event signal-flow graph, where ∆ = e jw∆l and Kn is the coupling coefficient. Adapted
from [5].

beginning of the section.

[
a+(ω,x)

a−(ω,x)

]
=

1√
1−Γ2

i

[
e jω∆l Γie− jω∆l

Γie jω∆l e− jω∆l

][
a+(ω,x+∆l)

a−(ω,x+∆l)

]
(2.13)

where,

Γi = tanh(Ktoti) (2.14)

Also, note that, from the physical property of energy conservation, Γi is always ≤ 1. Replacing

(2.14) in the transmission line impedance equation presented in [20], it is possible to obtain one

important equation that gives us the impedance of a layer:

Zi =
1+ tanh(Ktoti)

1− tanh(Ktoti)
Zi−1 (2.15)

Figure 2.14, illustrates a cascade transmission line with constant impedance section ∆l. If

we probe it with one impulse signal, δ (t), at some layer, the impulse response at t = 0 will be

equal to the reflection at that layer without interference of adjacent layers. One illustration of the

impulse response at t = 0 is set to red color in that Figure. This fact is a result of the causality

property, i.e., a non-anticipate system. In this way, at t=0, it is impossible to have the contribution

of the other layers, because there is not enough time for the signal to be transmitted and scattered

from any other layer. So, from the Eq. 2.15, it is possible to obtain the impedance of that layer.

In this way, in that layer, xi, all the previously layers, xi−1,xi−2, ...x0 have been identified. The

scattering events triggered by δ (t) along the four sections of the structure can be visualized in the

space-time diagram depicted in Figure 2.15. From the inspection of the space-time diagram and

the discussion above, it is possible to conclude that the reflection impulse at the beginning of one

layer, xi, is given by the following equation:

∞

∑
n=0

hnδ (t−nT ). (2.16)
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From (2.16), it is evident that at t=0,

Γi = ri(0) = h0. (2.17)

Knowing the reflection coefficient (Γi) of a layer i, and provided the coupling coefficient ac-

cording to (Section 2.3.2), it is possible to obtain the characteristic impedance of each section from

(Section 2.3.2). This is the main principle behind the layer peeling algorithm, which corresponds

to layer by layer identification.

So far, we have presented the impulse response in time domain, however, it is our interest to

obtain it in the frequency domain which is the input of the DLP algorithm. Considering (Sec-

tion 2.3.2) in its inverse form as follows ( Section 2.3.2 ):

Z0

x = 0 xi

Z0

x = L

Identified medium ∆l

Z0i

δ(t)|x=xi

r(t)|x=xi

t = 0 Γi

Figure 2.14: Evaluation of the local reflection coefficient Γi at depth xi. The first impulse of the reflection is illus-
trated in red colour [18]

[
a+(ω,xi)

a−(ω,xi)

]
=

1√
1−Γ2

i

[
e− jω∆l −Γie− jω∆l

−Γie jω∆l e jω∆l

][
a+(ω,xi−1)

a−(ω,xi−1)

]
(2.18)

and assuming that the reflection frequency response at xi−1 is known, the corresponding fields

amplitude can be given by,

[
a+(ω,xi)

a−(ω,xi)

]
=

[
1

R(ω)i−1

]
(2.19)

where R(ω)i−1 is the Fourier transform of the impulse response as illustrated in Figure 2.14. Re-

placing (2.19) into (2.18) it is possible to calculate the fields at xi and the corresponding reflection

response in the following way:
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Ri(ω) =
a−(ω,xi)

a+(ω,xi)
=

Ri(ω)−Γi−1

1−Γi−1
e j2ω∆l (2.20)

Z0i−1 Z0i Z0i+1
Z0i+2

Z0i+3
...Z0i+mn

0

h0

1

h1

2

h2

3

h3

4

h4

δ(t)

xi x

∆l ∆l ∆l ∆l

T

T

t

τ

Figure 2.15: Space-time diagram of incident and reflected pulses. T corresponds to the time spacing between re-
flected or transmitted pulses and τ to the propagation time corresponding to one section. [18]

At this point, we have all the necessary conditions to recover the impedance for each section

using the DLP algorithm. But, before performing this operation, we need to ensure that the reflec-

tion spectrum satisfies some conditions. The next section is devoted to the conditions that we need

to guaranteed in order to realize a DTL.

2.3.2.1 Realization spectrum for DNTL structure

Before we start with the realizability conditions, it is important to review some important relations

between analogue domain and digital domain. In this way, lets us start distinguishing digital do-

main and analogue domain concepts.

Analogue domain indicates something mathematically represented as a function of continuous

variables, while digital domain is referred as a function of discrete independent variables. As illus-

trated in Figure 2.16, a discrete signal , r(t) , is obtained multiplying the continuous signal, h(t),

by a train of pulses at a certain frequency. In the frequency domain, this operation corresponds

to a periodicity of the original spectrum, H(ω), with period 2π . In fact, the spectrum periodic-

ity is a characteristic of all discrete systems. The frequency content results from the operation
∞

∑
n=0

δ [t−n]h(t) as illustrated in Figure 2.16(d).
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0
t

h(t)

(a) Analog domain. Continuous-time impulse

1

ωs/2 ωs−ωs/2−ωs

H(ω)

0 ω

(b) Continuous time Fourier transform of h(t).

0
t

g(t)

T 2T 3T 4T 5T 6T ...

r(t)

(c) Periodic sample impulse response with period T .

1

π 2π−π−2π

......
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(d) Continuous time Fourier transform of r(t).
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(e) Digital Domain. Discrete-time impulse response

1

π/T 2π/T−π/T−2π/T
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(f) Discrete-time Fourier transform of r(n)

Figure 2.16: Relationship between analog domain and digital domain.

In many applications, there is a significant advantage in processing the signal in the digital

domain, and clearly Inverse Scattering is on of them.

We have presented a brief relationship between analogue and digital signal, but the main pur-

pose of this section is to present the realizability conditions that the reflection spectrum (input data

to the DLP) must satisfy in order to be realizable as a DNTL structure with a prescribed number

of sections. Let us start by establishing the relation between z, which is the digital variable, and Ω

according to the following equation:

z = re jΩ, (2.21)

where r is the magnitude of z in the z− plane and Ω is the frequency variable.
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For the purposes of this section, reflection and transmission scattering are defined as

R(Ω) = S11(Ω) (2.22)

R(−Ω) = R∗(Ω). (2.23)

T (Ω) = S21(Ω) (2.24)

Due to causality, the impulse response sequence, r(n), for the DNTL structure must verify

r(n) = 0,n < 0, (2.25)

where r(n) is the inverse Fourier transform of R(Ω).

In order to guarantee equal impedance termination, the target spectrum must verify

R(Ω = 0) = 0,n < 0, (2.26)

In the z−domain this means that R(z) must have a zero at z = e j0 = 1.

For the lossless case, i.e., ideal transmission structure, and considering that the structure is

a passive device, another realizability condition for the target spectrum arises from the law of

conservation of energy, namely

0≤ |R(Ω)|2 6 1,∀Ω (2.27)

Another realizability condition comes as a stability condition. The stability conditions are set

through the analysis of the z-Transform of the target spectrum R(z). All poles of R(z) must lie

inside the unit circle.

All realizable reflection spectra R(z) can be expressed by a rational function, in the form

R(z) =
β0 +β1z−1 + ...+βm−1z−(m−1)βmz−m

α0 +α1z−1 + ...+αm−1z−(m−1)αmz−m
(2.28)

where the coefficients αi and βi are real. The stability and causality conditions require all roots of

the denominator to lie inside of the unit circle.

From this analysis we can conclude that if our purpose is to synthesise a DTL using DSP

techniques, the first step consists in an approximation of the reflection spectrum in an all-pole

transfer function. In order to do this, in the present work the parametric modelling tools available
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in Matlab will be used to obtain the coefficients βm and αm related to the ( Equation (2.28)) or ai

and bi in (Equation (2.29)).

The parametric modelling function can be divided in two groups: time-domain based mod-

elling and frequency-domain based modelling The time domain modelling is based in the impulse

response of the unknown system - the system to be approximated - while the frequency-domain

is performed from the frequency response of the unknown system. Some of the time-domain

based Matlab parametric modelling functions are arburg, l pc, arcov, aryule, prony and stmcb.

On the other hand, the frequency-domain parametric modelling can be performed by the function

inv f reqz.

2.3.2.2 The Discrete Layer Peeling Procedure and Schur Recursions

From the previous section we know that a close relationship exists between a DNTL structure and

digital signal processing theory. Taking advantage of digital signal processing techniques, namely

existing DSP tools and the Z-Transform, we can improve the efficiency of the DLP algorithm.

Therefore, from stand point of DSP we can summarize the DLP algorithm in the following simple

steps:

1. Specify the target reflection spectrum in z-domain as the ratio of two polynomials of the

order m. Thus for i=0,

R0(z) =
B(z)
A(z)

=
∑

m
i=0 biz−i

∑
m
i=0 aiz−i , (2.29)

where m is the number of discrete impedance sections, and ai and bi are the real coefficients

generated from parametric modelling tools.

2. Calculate the local reflection coefficient Γi on the interface between section i− 1 and i

through

Γ =
b0

a0
, (2.30)

that is, the ratio of the first R(z) numerator and denominator respectively.

3. Compute the reflection response at the beginning of the next layer recursively in the follow-

ing way.

Ri+1(z) =
Ri(z)−Γi

1−ΓiRi(z)
(2.31)

4. Peel off layer i.

5. As said in steps 2 and 3, the reflection coefficient must be calculated recursively. This means

that this step must be repeated until the number of impedance sections, m is reached.
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After conclusion of the 5 steps, we can easily calculate the impedance of each section using

the following equation

Z0i = Z0i−1

1+Γi

1−Γi
(2.32)

where Z0, corresponds to the impedance of section i = 0, which is typically 50Ω.

The theoretical concepts related to the DLP and IS were presented. From hereon, the reader

will be forwarded to this topic if necessary. For an more detailed review, please see [18].

2.4 Summary

In this chapter, an introduction to some Transmission Line concepts was presented. The RFID ar-

chitecture and all of its main components were presented and described. Subsequently, the impor-

tance of antennas, voltage controlled oscillators, amplifiers, mixers, filters and digital to analogue

converters, were briefly discussed. Additionally, tag related concepts, which constitute a central

role in this work, were presented.

Also, a review of the Inverse Scattering method, which leads to the reconstruction of the phys-

ical properties of an unknown system from its reflection spectrum, was performed. Furthermore,

a theoretical introduction to the DLPA, which is an efficient Inverse Scattering (IS) solution, was

presented. Unlike the integral equation solution, the DLPA is an interactive solution that takes

advantage of existent digital computation tools.



Chapter 3

System Design and Simulation

In this Chapter, some Microstrip Transmission Line (MTL) design considerations are discussed.

These considerations must be taken into account in the tag’s design procedures, in order to min-

imize the errors obtained by the DLPA. Therefore, simulation results that help us to choose the

maximum and minimum impedance values, i. e, the optimal impedance range that are possible to

be encoded and decoded with acceptable errors, are presented.

Next, implementation results of the Discreet Layer-Peeling Algorithm (DLPA) in Matlab, for

the three different fitting methods considered in this work (prony, stmcb and invfreqz), are pre-

sented. In a first instance, the correct implementation of the algorithm will be validated consid-

ering ideal Transmission Lines (TL) simulations using the electromagnetic simulator ADS. Ad-

ditionally, the performance characterization under noise, considering electromagnetic momentum

simulations are presented and discussed.

Lastly, design and simulation results of printed disc UWB antennas are considered. The

printed circular disc monopole antenna, was chosen because it is easier to design and it offers

a very good bandwidth with minimal radiation distortion. To simulate the antenna, the electro-

magnetic simulator FEKO was used .

3.1 Microstrip Transmission Lines Design Considerations

So far, we have been speaking about Transmission Lines (TL) in general sense. However, in

the present work, the used TL to the design of the proposed tag are the Microstrip Transmission

Lines (MTL). Therefore, now, the most important equations to the design of MTL, as well, some

practical considerations are presented. Figure 3.1 illustrates the 3D view of an MTL.

The characteristic impedance, Z0, of an MTL mode, is given by Equation (3.1) [20]:

Z0 =





60√
εe

ln
(8d

W
+

W
4d

)
, for W/d ≤ 1

120π√
εe
[
W/d +1.393+0.667 ln (W/d +1.444)

] , for W/d ≥ 1
(3.1)

25
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εr

ε0

d W

Figure 3.1: Schematic of a Microstrip Transmission Line (MTL) structure where, d is the dielectric height, W is the
line width, εr is the relative dielectric permittivity and ε0 is the free space permittivity.

where,

εe =





εr +1
2

+

[
εr−1

2
1√

1+12d/W
+0.004

(
1− d

W

)2

]
, for W/d ≤ 1

εr +1
2

+
εr−1

2
1√

1+12d/W
, for W/d ≥ 1

(3.2)

is the effective dielectric permittivity, W is the line width and d is the dielectric high. The effective

dielectric permittivity models the fact that the electric fields, E, does not exits totally inside of

the TL as illustrated in Figure 3.5. It is possible to observe that some electrical field lines travel

in air before its penetration in the substrate. Thus, the effective dielectric permittivity models an

homogeneous medium characterized by εe, as illustrated in Figure 3.6.

εr

ε0
E
H

ε0 ε0

Figure 3.2: Electric and Magnetic field illustration of the quasi TEM mode of an MTL.

.

εe
E
H

ε0

Figure 3.3: Electric and Magnetic field line distribution of an MTL in an homogeneous medium.

.

Equations (3.1) and (3.6) can be combined and rewritten as a function of the characteristic
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impedance, Z0, and the dielectric constant, εr, resulting in Equation (3.7). Therefore, the design

specifications of an MTL are completely described by Equations (3.1) and (3.7).

W
d

=





8eA

e2A−2
, for W/d < 2

2
π

[
B−1− ln(2B−1)+

εr−1
2εr−1

{
ln (B−1)+0.39− 0.61

εr

}]
, for W/d > 2

(3.3)

where,

A =
Z0

60

√
εr +1

2
+

εr−1
εr +1

1
(

0.23+
0.11
εr

) , (3.4)

B =
377π

2Z0
√

εr
. (3.5)

Figure 3.7, represents the impedance as a function of the line widths, W , considering the di-

electric height, d, 0.813 mm and the dielectric relative permittivity, εr, 3.38. The line widths were

calculated for three different frequencies using the ADS LineCalc. The evaluated frequencies

were 2.5 GHz with triangular shape marker, 5 GHz with asterisk shape marker, 10 GHz with circle

shape marker and the "theoretical", obtained from Equation (3.7), labeled with continues trace

shape marker. As it is possible to observe, between 0 to 15 mm, the "theoretical" curve and the

curves obtained using the ADS LineCalc tool are in very good accordance and they are indepen-

dent of the designed central frequency, Fc.

Also, from Figure 3.7, it is possible to see that for very high impedances, the line width varies

slowly. Thus, the physical dimension of the high impedances are very close to each other. This

fact, requires high quality level manufacture process, otherwise the errors obtained by the DLPA

will be unacceptable. On the other hand, the line width tends to be very large as the impedance

decreases and, this fact make the tag very large, which is not desire. Additionally, as the line width

increases the radiation loss increases, which increase the errors in the decoding process.

where,

εe =





εr +1
2

+

[
εr−1

2
1√

1+12d/W
+0.004

(
1− d

W

)2

]
, for W/d ≤ 1

εr +1
2

+
εr−1

2
1√

1+12d/W
, for W/d ≥ 1

(3.6)

is the effective dielectric permittivity, W is the line width and d is the dielectric high. The effective

dielectric permittivity models the fact that the electric fields, E, does not exits totally inside of

the TL as illustrated in Figure 3.5. It is possible to observe that some electrical field lines travel

in air before its penetration in the substrate. Thus, the effective dielectric permittivity models an

homogeneous medium characterized by εe, as illustrated in Figure 3.6.
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Figure 3.4: Transmission line characteristic impedances as a function of the line width for a lossless MTL im-
plementation with zero thickness perfect conductor metal layers. The substrate properties are: dielectric height,
d = 0.813 mm, relative permittivity, εr = 3.38 and tanδ = 0.

εr

ε0
E
H

ε0 ε0

Figure 3.5: Electric and Magnetic field illustration of the quasi TEM mode of an MTL.
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Figure 3.6: Electric and Magnetic field line distribution of an MTL in an homogeneous medium.

.

Equations (3.1) and (3.6) can be combined and rewritten as a function of the characteristic

impedance, Z0, and the dielectric constant, εr, resulting in Equation (3.7). Therefore, the design

specifications of an MTL are completely described by Equations (3.1) and (3.7).

W
d

=





8eA

e2A−2
, for W/d < 2

2
π

[
B−1− ln(2B−1)+

εr−1
2εr−1

{
ln (B−1)+0.39− 0.61

εr

}]
, for W/d > 2

(3.7)
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where,

A =
Z0

60

√
εr +1

2
+

εr−1
εr +1

1
(

0.23+
0.11
εr

) , (3.8)

B =
377π

2Z0
√

εr
. (3.9)

Figure 3.7, represents the impedance as a function of the line widths, W , considering the di-

electric height, d, 0.813 mm and the dielectric relative permittivity, εr, 3.38. The line widths were

calculated for three different frequencies using the ADS LineCalc. The evaluated frequencies

were 2.5 GHz with triangular shape marker, 5 GHz with asterisk shape marker, 10 GHz with circle

shape marker and the "theoretical", obtained from Equation (3.7), labeled with continues trace

shape marker. As it is possible to observe, between 0 to 15 mm, the "theoretical" curve and the

curves obtained using the ADS LineCalc tool are in very good accordance and they are indepen-

dent of the designed central frequency, Fc.

Also, from Figure 3.7, it is possible to see that for very high impedances, the line width varies

slowly. Thus, the physical dimension of the high impedances are very close to each other. This

fact, requires high quality level manufacture process, otherwise the errors obtained by the DLPA

will be unacceptable. On the other hand, the line width tends to be very large as the impedance

decreases and, this fact make the tag very large, which is not desire. Additionally, as the line width

increases the radiation loss increases, which increase the errors in the decoding process.
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Figure 3.7: Transmission line characteristic impedances as a function of the line width for a lossless MTL im-
plementation with zero thickness perfect conductor metal layers. The substrate properties are: dielectric height,
d = 0.813 mm, relative permittivity, εr = 3.38 and tanδ = 0.

In this section, we have concluded that the line width of the microstrip line does not depend of

the frequency. However, the length of the line does depend on the design frequency, Fc. According

to the results obtained considering in ADS momentum, different values of impedance have differ-

ent lengths, even if we consider the design frequency as constant. Table 3.1 illustrate an example
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of we are trying to explain, in which, under ideal condition the physical-length should be con-

stant, however, in practice this is not verified. This dependence is explained by Equations (3.10)

and (3.11) considering a MTL with zero thickness conductor, uniform dielectric material and infi-

nite ground plane [20].

Table 3.1: Variation of the length of the line the characteristic impedance impedance considering constant design
frequency.

Impedance (Ω) Design Frequency (GHz) Physical Length (mm)
10 10 9.718500
20 10 9.691250
30 10 9.660130

γ = β = ω
√

µ0ε0εe (3.10)

φ = β lphy (3.11)

where γ is the propagation constant, β is the phase constant in radian per meter, µ0 is the free

space permeability, ε0 is the free space permittivity, εe is the effective permittivity, ω is the angular

frequency in radian, φ is the electric length in degrees and lphy is the physical length in meters.

Combining Equations (3.10) and (3.11) result that,

lphy =
φ oπ/180oc

2π f
√

εe
, (3.12)

where c is free space light speed. Replacing Equation (3.6) in Equation (3.12), results in Equa-

tion (3.13), where the frequency dependence of the physical length appears.

Figure 3.8 depicts the physical length calculated for three different frequencies using the ADS

LineCalc tool.

ll phy =





φ oc
360 f

1√√√√√εr/2+1/2+1/2(εr−1)
1√

1+12
d
W

+0.0004
(

1− d
W

)2
, for W/d ≤ 1

φ oc
180 f

1√√√√√2εr +2+2(εr−1)
1√

1+12
d
W

, for W/d ≥ 1

(3.13)

At this moment, it is possible to conclude that to choose of a high operattion frequency to

the design of the tag has a positive benefit in the sense that it allows us to reduce the size of the

tag. However, in order to develop a competitive tag, several aspects must be taken into account.

Theretofore, a high central frequency gives rive to another problems that must be considered, as

for example, the requirement for very good manufacture process, expensive components for the
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Figure 3.8: Transmission line physical length as a function of the line width for a lossless MTL implementation with
zero thickness perfect conductor metal layers. The substrate properties are: dielectric height, d = 0.813 mm, relative
permittivity, εr = 3.38, tanδ = 0 and electric length, φ , 1800.

RFID transceiver and expensive dielectric material capable to operate at very high frequency with

acceptable quality.

Figures 3.9 and 3.10 depict the impedance value, Z0, for different values of permittivity, εr,

and dielectric height, d, respectively, which are important to conclude that the physical dimension

of the tag also depends of the characteristics of the dielectric material.
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Figure 3.9: Transmission line characteristic impedances as a function of the line width for a lossless MTL imple-
mentation with zero thickness perfect conductor metal layers considering three different values of εr. The substrate
properties are: dielectric height, d = 0.813 mm and tanδ = 0.

So far, we have considered that the lossless dielectric materials. However, in practice, losses of

energy are inevitable. In Microwave Engineering, according to the law of conservation of energy,

the magnitude of the transmission and Reflection Coefficients should satisfies the Equation (3.14).

|S11|2 + |S21|2 = 1 (3.14)
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Figure 3.10: Transmission line characteristic impedances as a function of the line width for a lossless MTL imple-
mentation with zero thickness perfect conductor metal layers considering three different values of dielectric height, d.
The substrate properties are: relative permittivity, ε = 3.38 and tanδ = 0.

However, due to the loss, Equation (3.14) must be compensated as follows,

|S11|2 + |S21|2 = 1−PLF, (3.15)

resulting that,

PLF = 1−|S11|2−|S21|2. (3.16)

where PLF means Power Loss Factor.
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Figure 3.11: Power loss factor as a function of the impedance for a lossless MTL implementation three different
values of frequencies. The substrate properties are: dielectric height, d = 0.813 mm and tanδ = 0.003 and φ = 180o.

Figure 3.11 represents the total PLF losses such as, the radiation loss and conductor loss. As it

is possible to see, for small impedances values (below 20 Ω) the PLF is higher than that at around

60 Ω. With small impedances, the main source of losses are the radiations effects. (please see

Figures 3.12 and 3.13 ). This is due to the fact that, the TL starts to operate as a Microstrip patch
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antenna at certain width. In order to better understand and visualise the radiation loss mechanism

and its dependence with the line width and frequency, ML with different widths were simulated

considering the dielectric height, d, 0.813 mm permittivity, εr, 3.38 and Perfect Electric Con-

ductor (PEC). The results are depicted in Figures 3.12 and 3.13 and they are in accordance with

Figure 3.11. On the other hand, the conductor loss and the dielectric loss increase as the impedance

increases. These different loss mechanisms explain the "valley curves" (with maximums at the ex-

tremes and minimum at the center) illustrated in Figure 3.11. The variation of the losses with the

physical geometry of the impedances and frequency gives rise to magnitude distortion and non-

linearities, which increases the errors obtained by the DLP. In order to minimize this problem, the

encoding impedance range must be between 20 Ω to 110 Ω, where the losses are approximately

constant.

Figure 3.12: Illustration of the radiation loss effect considering the line width equal to 10, 5 and 1 mm from left to
the right respectively at 5 GHz. The Electric Field are normalized and in dB. The transmission line was simulated in
FEKO.

Figure 3.13: Illustration of the radiation loss effect considering the line width equal to 10, 5 and 1 mm from left to
the right respectively at 10 GHz. The Electric Field are normalized and in dB. The transmission line was simulated in
FEKO.

3.2 Discrete Layer-Peeling Algorithm Implementation

According to the Section 2.3.2.2, the DLPA can be summarized in the flow chart presented in

Figure 3.14. The 1th step, is to compute the coefficients b0, b1, ..., bm and a0, a1, ..., am of the

numerator and denominator of the Equation (2.29). To obtain them, may be used: invfreqz, prony
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and stmcb, all available in MATLAB. These methods receive the Reflection Spectrums, S11(ω),

of a desirable impedance profile and provide the coefficients of a rational Z-Transfer function

that best fit the original Reflection Spectrum. The order of the transfer function is defined by the

number of impedance sections. The S11(ω) can be obtained theoretically from Equation (2.4), or

using on electromagnetic simulator like ADS, HFSS or FEKO. In fact, the use of the theoretical

equation to obtain the Reflection Spectrum is very limited because it is an ideal equation that does

not take into account phenomena that occurs in practice, as for example, radiation effect, subtract

loss and conductor loss. However, in order to obtain preliminary results and to achieve a better

understanding of the DTL, it is important to consider it. MATLAB code developed to compute

ideal TL spectrum is provided in Appendix A.1.

After obtaining the coefficients b0, b1, ...,bm and a0, a1, ...,am, of the Z-Transfer Function

that correspond to the Reflection Spectrum, S11(Z), at the input of the 1th impedance section,

i = 0, the reflection coefficient, Γ0, is obtained by the quotient between b0 and a0 according to

Equation (2.30). At this point, we have discovered the first impedance section according to Equa-

tion (2.32). After that, the Reflection Spectrum at the input of the next section, i+1, is calculated

using Equation (2.31), from which the reflection coefficient, Γ1, is obtained. This process is re-

peated recursively until the number of impedance sections is reached and, at the end we have dis-

covered the impedance of each section. Figure 3.14 demonstrate that, first we have to calculate the

Reflection Coefficient at the interface of each sections, and lastly we compute all the impedances

from them. However, the impedance of each can be calculated at the interaction i without previous

knowledge of the next impedance sections. This means, layer by layer identification, which is the

essence of the DLPA.

The DLPA was implemented in MATLAB and tested with Reflection Spectrum, S11(ω), ob-

tained with the simulator ADS. The encoded profile impedance that we used is illustrated in Fig-

ure 3.15. As it is possible to observe, the design central frequency of the TL sections is 5 GHz,

which means that the spectrum has a periodicity of 5 GHz, as discussed in the previous Chapter.

The magnitude and phase of the Reflection Spectrum are illustrated in Figure 3.16, in which the

periodicity is evident. The coefficients of the Equation (2.29), that best fit the spectrum originally

in the Frequency Domain are presented in Tables 3.3 and 3.4 and ?? for the methods invfreqz,

prony and stmcb respectively. By inspection, it is possible to observe that the results produced by

the methods prony and stmcb are identical. However, as we will see in Section 4.2, in practice all

the methods produce different coefficients. Also, the pole-zero configurations of the Z-Transfer

functionscorresponding to the different methods are presented in Figures 3.17 to 3.19. In Fig-

ure 3.20, comparison between the original S11( f ), and S11(Z) are presented. As we can conclude,

all the methods produce very good fitting curves.

The results obtained by the DLP are presented in Figures 3.21 and 3.22, in which Figure 3.21

corresponds to the Reflection Coefficient at the interface of each section and Figure 3.22 depicts

the recovered impedances.

In summary, we can conclude that the algorithm was correctly implemented and produce very

good results under ideal conditions.
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N[b0,b1, ..,bm],
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yes

no

Figure 3.14: DLP algorithm flow chart.

Table 3.2: Coefficients of the 8th order reflection frequency S11(z) for the pole-zero configuration depicted in Figure
3.17.

Coefficientes invfreqz
Numerator Denominator

a0 b0 0.0909 1.0000
a1 b1 0.0374 -0.4280
a2 b2 0.1500 -0.3953
a3 b3 -0.0079 0.4118
a4 b4 -0.8016 -0.0816
a5 b5 0.5767 -0.0116
a6 b6 0.2707 0.0163
a7 b7 -0.4274 -0.0304
a8 b8 0.1111 0.0101
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Figure 3.15: Ideal discrete transmission line.
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Figure 3.16: Magnitude and phase of the reflection spectrum corresponding to the transmission line depicted in Fig-
ure 3.15.

Table 3.3: Coefficients of the 8th order reflection frequency S11(z) for the pole-zero configuration depicted in Figure
3.17.

Coefficientes stmcb
Numerator Denominator

a0 b0 0.0909 1.0000
a1 b1 0.0374 -0.4280
a2 b2 0.1500 -0.3953
a3 b3 -0.0079 0.4118
a4 b4 -0.8016 -0.0816
a5 b5 0.5767 -0.0116
a6 b6 0.2707 0.0163
a7 b7 -0.4274 -0.0304
a8 b8 0.1111 0.0101

The performance of the algorithm in presence of noise, will be discussed in the next section

considering momentum simulation obtained using ADS. Practical evaluation performance will be

presented and discussed in Section 4.2.
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Table 3.4: Coefficients of the 8th order reflection frequency S11(z) for the pole-zero configuration depicted in Figure
3.19.

Coefficients prony
Numerator Denominator

a0 b0 0.0902 1.0000
a1 b1 0.1778 1.1174
a2 b2 0.2639 -0.4318
a3 b3 0.2719 -0.2111
a4 b4 -0.6974 0.3027
a5 b5 -0.6260 0.0164
a6 b6 0.6758 0.0097
a7 b7 0.1579 -0.0081
a8 b8 -0.3147 -0.0282
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Figure 3.17: Polo-Zero configuration of the 8th order reflection spectrum S11(z) obtained using the invfreqz fitting
method.
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Figure 3.18: Polo-Zero configuration of the 8th order reflection spectrum S11(z) obtained using the stcmb fitting
method.
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Figure 3.19: Polo-Zero configuration of the 8th order reflection spectrum S11(z) obtained from the prony fitting
method.
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Figure 3.20: Fitting of the reflection spectrum presented in Figure 3.16 considering the methods invefrez with square
shape marker, prony with circle shape marker and stmcb with triangle shape marker.
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Figure 3.21: Reflection coefficients at the interface of the sections of the discrete transmission line illustrated in Fig-
ure 3.15. These reflection coefficients were obtained using the DLP algorithm.
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3.3 Performance Analysis of the DLP Considering non Ideal Trans-
mission Line

In Section 3.1, it was seen that in practice TL have several nonidealities, as for example, radiation

losses and substrate losses. These factors introduce distortion in the Reflection Spectrum, that will

affect the performance of the DLPA.

???? illustrate Ideal Reflection Spectrum and comparison with momentum simulation, labeled

with "Ideal" and "ADS momentum" respectively, both obtained in ADS. The impedances that

correspond to the different Reflection Spectrums are mapped in Table 3.5, in which the impedance

values corresponding to 20 Ω and 120 Ω were chosen because we consider them as the acceptable

maximum and minimum values according to the conclusions obtained from Figure 3.11.

As it is possible to observe, as the number of impedance sections increase, the differences

between "Ideal" and "ADS momentum" are greater. This observation is very important, in the

sense that, it will define the maximum number of physical impedance sections that are possible to

be encoded and decoded with acceptable error levels.

Table 3.5: Table of the encoded impedance values corresponding to the S11 presented in ????.

Figures Encoded impedance
A 20
B 20-120
C 20-120-20
D 20-120-20-120
E 20-120-20-120-20
F 20-120-20-120-20-120
G 20-120-20-120-20-120-20
H 20-120-20-120-20-120-20-20
I 20-120-20-120-20-120-20-20-120
J 20-120-20-120-20-120-20-20-120-20
K 20-120-20-120-20-120-20-20-120-20-120
L 20-120-20-120-20-120-20-20-120-20-120-20

The recovered impedances corresponding to the Reflection Spectrums presented in ?? and

?? are depicted in Figure 3.23. As it was expected, the magnitude of the errors increase as the

number of impedance sections increases. The impedances corresponding to the spectra of ??, ere

not considered because the were not considered because the obtained errors were to large.
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Figure 3.23: Recovered impedance corresponding to the reflection spectrums presented in ?? for the simulation ob-
tained by the method of momentum.

3.4 Ultra Wide Band Antennas

Ultra-wideband (UWB) is a wireless technology that covers the frequency range from 2-10.6 GHz,

which is based on large amounts of digital data at extremely low power for a short distance range.

The UWB technology offers several advantages over conventional communications systems. For

instance, there is no carrier frequency. Instead, UWB emits timed "pulses" of electromagnetic en-

ergy. Therefore, transmitter and receiver hardware can be made very simple, which is necessary for

the portable devices. There is a wide range of applications for UWB technology, which includes

wireless communication systems, UWB, microwave sensing imaging, and radar. In summary,

Ultra-wideband technology has been used for high data rate, low cost, and low power. [2, 33]

The most common type of UWB antennas and easy to simulate, fabricate and that offers very

high bandwidth with low radiation distortion, are: the printed circular monopole antenna, the

printed triangular dipole antenna and the printed circular dipole antenna.
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Figure 3.24: Technical drawing of the printed circular monopole antenna were, ls is the substrate length, lw is sub-
strate width, w is the feed line width, lr is the length of the reflector plane, l f is the feed line length and r is the radius
of the disc.
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Figure 3.25: S11 of the antenna illustrated in Figure 3.24 considering, w = 2.6, lw = 20, ls = 50 mm, l f = 26.3 and
r = 10,12 and 15.

The dipoles antennas offer a better impedance matching bandwidth and low radiation distor-

tion. However, they present a very high input impedance (in order of 180 Ω), which requires

additional matching. Furthermore, the use of dipole antennas in the proposed tag requires a Mi-

crostrip to CPW transition. Thus, the printed disc circular monopole (illustrated in Figure 3.24)

antenna was chosen. It is easier to simulate, offers a good matching impedance bandwidth to 50 Ω,

and small radiation distortion. To design it, the electromagnetic simulator in FEKO was used. We

start by determining the width of the feeding line and the reflector plane dimension that guaranty

a good impedance matching to 50 Ω, and later a parametric analysis of the radius was carried out.

The S11 simulation results for different radius are presented in Figure 3.25 and Figure 3.26

plots simulation results of the 3D Radiation Patterns for different frequencies. It is possible to
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conclude that, the Radiation Patterns do not differ a lot from each other, which means that the

radiation distortion is minimal.

Figure 3.26: 3D radiation patterns of the antenna illustrated in Figure 3.24 considering w = 2.6, lw = 20, ls = 50,
l f = 26.3 and r = 15 for 3 4.5 and 6 GHz from left to the right, respectively. Note: all units are in mm.

3.5 Summary

In this Chapter, it was demonstrated that the DLP algorithm was successfully implemented. otion-

ally, it was concluded that, practical consideration must be taken into account in the design proce-

dure in order to minimize the errors obtained by the DLPA. In order to evaluate the performance of

the algorithm in presence of noise and losses, simulations obtained by the Method of Momentum

(MoM) was considered using the simulator ADS.

Lastly, results of a printed Circular disc antenna were presented and discussed. The design of

the antenna was carried out using the electromagnetic simulator FEKO.
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Chapter 4

Experimental Evaluation

4.1 Measurement Setup

In this section, the experimental procedures that were carried out in order to obtain the practical

results are considered. The procedures involved the manufacture of two tags, and one printed

circular disc monopole antenna.

4.1.1 Tags

In order to evaluate the performance of the DLP algorithm in a practical scenario, the experimental

part of this work was started by manufacturing two different tags, previously designed in ADS.

The manufactured tags are illustrated in Figures 4.1 and 4.2 corresponding to an 8 and 12 sections

transmission line respectively, designed in Microstrip technology. In order to illustrate the relative

dimension of the tag’s, they are presented side by side with a ruler.

Figure 4.1: 8 section discrete MTL fabricated in the substrate Roger Duroid 4003C with dielectric permittivity, εr,
3.38 and dielectric hight, d, 0.813 mm.

45
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Figure 4.2: 12 section discreet MTL fabricated in the substrate Roger Duroid 4003C with dielectric permittivity, εr,
3.38 and dielectric hight, d, 0.813 mm.

4.1.2 UWB Antennas

The manufactured antenna is depicted in Figure 4.3. It was previously designed and simulated in

FEKO. Simulation results and design procedures were discussed in Section 3.4. The radius of the

disc is equal to 15 mm, and the feed line has 2.6 and 26.3 mm of width and length respectively.

Figure 4.3: Top and bottom view of the printed disc antenna fabricated in the substrate Roger Duroid 4003C with
dielectric permittivity, εr, 3.38 and dielectric hight, d, 0.813 mm.

4.1.3 Complete Tag System

The complete tag system corresponding to the discreet transmission line, attached to the antenna

at port-1, through a 50 Ω SMA connector and terminated in a 50 Ω load at port-2, is illustrated in
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Figure 4.4.

Figure 4.4: Photograph of the complete tag system.

4.1.4 Measurement Setup

Figure 4.5: Photograph of the measurement of S11 reflection spectrum using a VNA.
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Figure 4.6: Drawing of the measurement setup.

In a first instance, the tag reflection spectrum was accessed according to the setup illustrated

in Figure 4.5. To assess the tag wireless, the setup illustrated in Figure 4.6 was carried out at the
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laboratory as illustrated in Figure 4.7. The transmitter/receiver functions were performed by the

VNA 8703B with 5 dBm of output power.

In order to get the spectral content of the tag without considering the static error due to the

cable, space propagation and mismatch effect (including the antennas), a SOLT (Short, Open, Load

of characteristic impedance of 50 Ω) calibration was performed at the point "A" as illustrated in

Figure 4.6. Next, the tag was attached at the terminal "A" and terminated in a 50 Ω load. At port-

1 of the VNA, a commercial horn antenna, illustrated in Figure 4.7, with 20 dBi gain (average)

and frequency range of 2 to 18 GHz was used. Also, at the VNA a smooth window of 8% was

considered in order to improve the S11 performance. Then, the data was accessed from a board PC

in which the decoding process was performed.

Figure 4.7: Photograph of the measurement setup.

4.2 Results

This section presents the measurement results obtained in this work. It starts by presenting the 2D

Radiation Patterns. Next, the results of the tag’s Reflection Spectrum are presented and discussed.

After that, the performance of the DLPA is considered.

4.2.1 UWB Antennas

In this Section, the measurement results of the E-plane and H-plane 2D Radiation Patterns of the

manufactured printed disc monopole antenna for two different frequencies are presented. Fig-

ures 4.8 to 4.11 depict the results measured at 4 and 6 GHz respectively. As it is possible to

observe, simulation and experimental results are in good agreement. Also, it is possible to con-

clude that the radiation characteristics are very similar for the two considered frequencies, which

means that the radiation distortions are not relevant in the frequency band of interest.
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Figure 4.8: H-plane Radiation Pattern at 4 GHz.
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Figure 4.9: H-plane Radiation Pattern at 6 GHz.

4.2.2 Impedance Decoding by the DLPA

The assessment of the encoded impedances in a DTL is achieved following three important steps,

that are: Measurement of the Reflection Spectrum, to obtain the fitting curves and, lastly, to apply



50 Experimental Evaluation

-45

-45

-40

-40

-35

-35

-30

-30

-25

-25

-20

-20

-15

-15

-10

-10

-5

-5

0 dB

0 dB

90o

60o

30o

0o

-30o

-60o

-90o

-120o

-150o

180o

150o

120o

Experimenatal 6 GHz

Simulation 6GHz

Figure 4.10: E-plane Radiation Pattern at 6 GHz.
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Figure 4.11: E-plane Radiation Pattern at 6 GHz.

the DLPA to the recovering of the impedances. In this Chapter, the results obtained in each of

them are presented and discussed. It starts presenting the results corresponding to the the tag with

8 sections, in which the Reflection Spectrum was assessed according to the setup illustrated in
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Figures 4.6 and 4.7. Next, the results corresponding to the tag with 12 sections are considered.

For that, the Reflection Spectrum was measured with the tag directly attached to the VNA.

4.2.2.1 8 sections TL tag

Step-1: Reflection spectrum

Figures 4.12 and 4.13 illustrate one period of the magnitude and phase of the Reflection Spec-

trum respectively, of the tag composed by 8 sections TL, which is illustrated in Figure 4.2. Ad-

ditionally, practical and simulation results were compared and presented as, "VNA" with square

shape marker, "ADS momentum" with circle shape marker and "Theoretical" with triangle shape

marker, also obtained in the electromagnetic software ADS considering ideal TL. As it is possible

to conclude, simulation and measurement results are in good agreement. However, there are some

differences. The observed differences, are mainly due to the substrate loss and radiation loss, as

discussed in Chapter 3. Note that, the systematic errors due to the cables and mismatch effects are

removed from the measurements by the VNA after correctly calibration at the frequency range of

interest.

0 1 2 3 4 5
0

0.2

0.4

0.6

0.8

Frequency (GHz)

|S
1
1
|

Theoretical (ideal)
ADS momentum
VNA

Figure 4.12: Magnitude of the reflection spectrum of tag composed by 8 sections TL depicted in Figure 4.1.

Step-2: Fitting process

After having obtained the Reflection Spectrum of the tag, the next step is to convert it from the

Frequency Domain, S11(ω), into the Z-Domain, S11(Z). This process consist in to obtain the co-

efficients of the numerator and denominator of the Z-Transfer Function that best fit the original

spectrum in the Frequency Domain. The order of a Z-Transfer Function is defined by the num-

ber of impedance sections of the tag and its coefficients can be obtained by different methods.

In this work the methods invfreq, prony and stmcb, where used all available in Matlab. These

methods, receive the Reflection Spectrum in the Frequency Domain and the order of the desirable

Z-Transfer Function and they return the coefficients of its numerator and denominator. The ob-

tained coefficients are presented in Tables 4.4 to 4.6. Figures 4.14 and 4.15 illustrate the VNA
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Figure 4.13: Phase of the reflection spectrum of tag composed by 8 sections TL depicted in Figure 4.1.

measurement and the fitted to the experimental data obtained with the different methods. As it is

possible to see, in this specific case, all the methods produce very similar results and fitting curves

were successively obtained.

Table 4.1: Coefficients of the 8th order reflection frequency S11(z) obtained with the prony method of the tag de-
picted in Figure 4.1.

Coefficients stmcb
Numerator Denominator

a0 b0 0.3187 1.0000
a1 b1 -0.4279 -0.5470
a2 b2 -0.0025 -0.2253
a3 b3 0.0450 -0.0452
a4 b4 0.2318 0.0422
a5 b5 0.0619 0.0432
a6 b6 -0.1846 -0.0112
a7 b7 0.0207 0.0340
a8 b8 0.0070 0.0003
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Table 4.2: Coefficients of the 8th order reflection frequency S11(z) obtained with the prony method of the tag de-
picted in Figure 4.1.

Coefficients prony
Numerator Denominator

a0 b0 0.3176 1.0000
a1 b1 -0.0367 0.6798
a2 b2 -0.5672 -1.0183
a3 b3 -0.1495 -1.0102
a4 b4 0.3249 -0.4500
a5 b5 0.4921 0.0243
a6 b6 -0.0110 0.1391
a7 b7 -0.2731 0.2457
a8 b8 -0.0940 0.3713

Table 4.3: Coefficients of the 8th order reflection frequency S11(z) obtained with the prony method of the tag de-
picted in Figure 4.1.

Coefficients invfreq
Numerator Denominator

a0 b0 0.3176 1.0000
a1 b1 -0.0978 0.4876
a2 b2 -0.4078 -0.6695
a3 b3 -0.1192 -0.6831
a4 b4 0.2500 -0.3705
a5 b5 0.3856 -0.0298
a6 b6 -0.0171 0.0500
a7 b7 -0.1741 0.1249
a8 b8
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Figure 4.14: Magnitude of the measured fitting curves obtained by the different methods corresponding to the tag
composed by 8 sections TL.

step-3: Results

Results for the extracted values of the impedances of the line, obtained by the DLPA are pre-
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Figure 4.15: Phase of the measured fitting curves obtained by the different methods corresponding to the tag com-
posed by 8 sections TL.

sented in Figure 4.16. Figure 4.17 corresponds to the errors magnitude obtained in each section of

DTL, in which it is possible to conclude that the DLPA gives good performance in this particular

case. This is due to the fact that the considered tag has only 8 sections and the impedances are in

the optimal region specified in Section 3.1, which minimize the nonlinearities and distortions of

the Reflection Spectrum.
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Figure 4.16: Recovered impedance of the tag composed by 8 sections depicted in Figure 4.6.

4.2.2.2 12 sections TL tag

step-1: Reflections spectrum

Figures 4.18 and 4.19 present the magnitude and phase of Reflection Spectrum of the tag com-

posed by 12 sections TL. In Figure 4.18, comparison between simulation and measurement results

are presented as, "VNA" with square shape marker, corresponding to the VNA measurement and

"ADS-mom" with circle shape marker corresponding to the ADS momentum simulation. As it is
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Figure 4.17: Error magnitude of the tag composed by 8 sections depicted in Figure 4.6.

possible to observe the measured result presents deviation from the simulated results, which is a

critical issues to the DLPA. The mismatch between measured and theoretical results is due to the

fact that the considered tag has 12 sections, which is considerably high. During this work, we

have conclude that the optimal number of sections should be between 8 to 10. On the other hand,

Figure 4.19 presents three curves,which are: "VNA" with square shape marker, "VNA Comp"

with circle shape marker and "ADS" with triangle shape marker. The "ADS" curve corresponds

to the ADS momentum simulation, and the curve labeled with "VNA" corresponds correspond to

the VNA measurement, including the error introduced by the SMA connector used to attach the

tag to the VNA cable. As it is possible to observe, the VNA connectors introduce a large error

in the phase measurement in comparison with the ADS simulation and it is frequency dependent.

In order to correct this error, it was measured the reflection spectrum of the SMA connector sep-

arated of the rest of the system and, it was verified that it has a frequency linear phase response.

With this knowledge, the error was compensated introducing an opposite (negative slope) linear

phase response, resulting in the curve labeled with "VNA Comp" ("VNA Comp" means compen-

sated/adjusted measurement). Note that, similar to this, the phase depicted in Figure 4.13 was

affected by the same problem, but in it the phase presented was already compensated. In terms

of magnitude, the connectors have no relevant effect. Therefore, it is only necessary to remove

the statical errors of the cables and the rest of the equipments, which is done by the VNA if it is

systematic been properly calibrated at the frequency range of interest. For all the measurements a

SOLT (Short, Open, Load of characteristic impedance of 50 Ω) calibration was considered .

Step-2: Fitting process

As it has been discussed, the first step to recover the impedance of a DTL using the DLPA is

to convert the Reflection Spectrum from Frequency Domain to the Z-Domain Tables 4.4 to 4.6

present the coefficient of the Z-Transfer Function obtained using invfreq, prony and stmcb. The

fitting curves obtained from them are presented in Figures 4.14 and 4.15 for magnitude and phase,
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Figure 4.18: Magnitude of the reflection spectrum of tag composed by 8 sections TL depicted in Figure 4.2.
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Figure 4.19: Phase of the reflection spectrum of tag composed by 8 sections TL depicted in Figure 4.2.

respectively. As it is possible to conclude, the fitting process present good results. However, it

is remember that, the original curves that we are fitting exibit some distortion. Thus, the curves

obtained from the fitting methods also are corrupted.

Step-3: Results

Figure 4.22 presents the results of the DLPA for the tag composed of 12 sections and Figure 4.23

presents the magnitude of the errors obtained in each section. As is it possible to observe, the

errors obtained are greater than the tag of 8 sections. This is due to the fact that the reflection

spectrum of the 12 sections has a higher distortion level and nonlinearity. Additionally, it is pos-

sible to conclude that the errors increase from section to section. This fact is explained by the

recursive nature of the DLPA. As described in Chapter 2 the reflection spectrum is reconstructed

at the beginning of each section, thus the errors are accumulate. Therefore, we can conclude that

the performance on the DLPA in a practical scenario depend of the number of impedance sections,

decreasing for increasing number sections.
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Table 4.4: Coefficients of the 12th order reflection frequency S11(z) obtained with the stmcb method corresponding to
the tag depicted in Figure 4.2.

Coefficients stmcb
Numerator Denominator

a0 b0 0.3187 1.0000
a1 b1 -0.4279 -0.5470
a2 b2 -0.0025 -0.2253
a3 b3 0.0450 -0.0452
a4 b4 0.2318 0.0422
a5 b5 0.0619 0.0432
a6 b6 -0.1846 -0.0112
a7 b7 0.0207 0.0340
a8 b8 0.0070 0.0003
a9 b9 -0.1159 -0.0525
a10 b10 -0.0572 -0.0845
a11 b11 0.2673 0.1131
a12 b12 -0.1928 -0.0684

Table 4.5: Coefficients of the 12th order reflection frequency S11(z) obtained with the prony method corresponding to
the tag depicted in Figure 4.2.

Coefficients prony
Numerator Denominator

a0 b0 0.3176 1.0000
a1 b1 -0.0367 0.6798
a2 b2 -0.5672 -1.0183
a3 b3 -0.1495 -1.0102
a4 b4 0.3249 -0.4500
a5 b5 0.4921 0.0243
a6 b6 -0.0110 0.1391
a7 b7 -0.2731 0.2457
a8 b8 -0.0940 0.3713
a9 b9 -0.1569 0.2194
a10 b10 -0.2842 -0.1119
a11 b11 0.1380 -0.1253
a12 b12 0.3043 0.0154
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Table 4.6: Coefficients of the 12th order reflection frequency S11(z) obtained with the prony method corresponding to
the tag depicted in Figure 4.2.

Coefficients invfreq
Numerator Denominator

a0 b0 0.3176 1.0000
a1 b1 -0.0978 0.4876
a2 b2 -0.4078 -0.6695
a3 b3 -0.1192 -0.6831
a4 b4 0.2500 -0.3705
a5 b5 0.3856 -0.0298
a6 b6 -0.0171 0.0500
a7 b7 -0.1741 0.1249
a8 b8 -0.0575 0.2418
a9 b9 -0.1416 0.1579
a10 b10 -0.2373 -0.0714
a11 b11 0.1388 -0.0293
a12 b12 0.1379 -0.0467
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Figure 4.22: Error impedance at each section of the 12th section tag depicted in Figure 4.2 considering the setup
illustrated in Figure 4.6.
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Figure 4.23: Error impedance at each section of the 12th section tag depicted in Figure 4.2 considering the setup
illustrated in Figure 4.6.
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4.3 Summary

In this chapter the experimental procedure was carried out in order to obtain the practical results,

as well, the description and illustration of the main tools used in the present work.

Additionally, practical measurements obtained in this work were presented. We started with

the Radiation Patterns and the S11 of the printed disc UWB antenna and next, the tag’s measure-

ment were presented for two different cases. After that, results of the DLP were presented and

discussed. Additionally, we have concluded that, the performance of the DLPA in a practical sce-

nario depends of the number of impedance sections. For the tag composed by 8 sections, the DLPA

demonstrated a good performance. However, for the tag composed by 12 sections, the errors are to

large. Therefore, we conclude that for tags with a number of sections higher than 10, are difficult

to be decoded with acceptable error levels



Chapter 5

Conclusions and Future work

5.1 Conclusion

The main goal of this work was the performance characterization of the DLPA in a practical

scenario, having in mind, the proposal of a new RFID passive tag system. Therefore, the present

work started with an in-depth study of the DLPA, followed by its implementation in Matlab.

In order to validate the correct implementation of the algorithm, in a first instance the elec-

tromagnetic simulator ADS was used to simulate ideal Transmission Line. Next, the study of

different combinations of impedance sections were carried out in order to estimate the maximum

possible number of impedance sections that is possible to be encoded and decoded with acceptable

errors, as well, the optimal impedance range.

After several simulations, including the UWB antenna used in this work, an experimental

setup was mounted in the laboratory environment, in order to evaluate the performance and func-

tionality of the algorithm in a practical scenario. The tags were interrogated using a VNA as a

transceiver and, next, the data were accessed from a board PC, in which they were processed and

the impedances were decoded.

The recovering impedance was accessed successfully in some cases, and therefore, the func-

tionality of the DLPA in a practical scenario was successfully demonstrated. However, we believe

that the system can be improved. For example by the study of the antennas and test of different

configurations. Additionally, it would be interesting to use de-embedding methods to remove the

systematic errors due to the cables, mismatch effects and losses. Please remember that, in order to

remove these errors, we used a SOLT calibration.

5.2 Future work

• Improve the distance range between the tag and the reader antenna, for instance by improv-

ing the performance of the antenna and evaluating others De-embedding techniques.

61
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• In order to reduce cost, it is desirable that the final tags would be designed in coplanar

wave-guide (CPW) instead of Microstrip. CPW is easier to be printed in paper/plastic, thus

reducing cost.

• Develop a complete RFID system, including the transceiver section, making the interroga-

tion and reading of the tag independent of the VNA. An RFID transceivers is mainly com-

posed by the following devices: Circulators, band pass filters, amplifiers, voltage control

oscillators, analogue to digital converters, digital to analogue converter and mixers.

• Reduce the dimension of the tag by means of transmission lines operating at high frequency

and analyse the performance of the DLPA considering others transmission line structures.
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Matlab code

A.1 Calculation of the reflection spectrum

1 c l c

2 c l e a r

3 c l o s e a l l

4

5 Fc =[0 E9 : 5 E9 : 1 5 E9 ]

6 e p s i l o n =1; %f r e e s p a c e

7 K=[2∗ p i ∗Fc . ∗ s q r t ( e p s i l o n ) / 3 E8 ] ;

8

9 F _ s t a r t =0 ;

10 F_ s top =15E9 ;

11 Numero_pontos =1000;

12 fp = l i n s p a c e ( F _ s t a r t , F_s top , Numero_pontos ) ;

13

14

15 Z=[50 10 30 10 20 5 0 ] ;

16 i =1 ;

17 Gama ( 1 ) =0;

18 Gamma_0=(Z ( 2 )−Z ( 1 ) ) / ( Z ( 2 ) +Z ( 1 ) ) ;

19 T=1/ s q r t (1−Gamma_0 ^2) ∗ [1 Gamma_0 ; Gamma_0 1 ] ;

20 Tt=T ;

21 %T=1;

22 %K=2∗ p i ∗5E9 / 3 E8 ;

23 l = [180∗ ( p i / 1 8 0 ) . / K ] ;

24

25 S21= ones ( l e n g t h ( Fc ) , Numero_pontos ) ;

26
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27 f o r z = 1 : 1 : l e n g t h ( Fc )

28 f o r n = 1 : 1 : l e n g t h ( fp )

29

30 f o r i = 1 : 1 : l e n g t h ( Z )−1

31

32 Gama ( i ) =(Z ( i +1)−Z ( i ) ) / ( Z ( i +1)+Z ( i ) ) ;

33 T = ( 1 / ( s q r t (1−Gama ( i ) ^2 ) ) ) ∗ [ exp ( j ∗ (2∗ p i ∗ fp ( n ) / 3

E8 ) ∗ l ( z ) ) Gama ( i ) ∗ exp ( j ∗ (2∗ p i ∗ fp ( n )

/ 3 E8 ) ∗ l ( z ) ) ;

34 Gama ( i ) ∗ exp(− j ∗ (2∗ p i ∗ fp ( n ) / 3 E8 ) ∗
l ( z ) ) exp(− j ∗ (2∗
p i ∗ fp ( n ) / 3 E8 ) ∗ l ( z ) ) ] ;

35 Tt=Tt ∗T ;

36 end

37 S11 ( z , n ) =Tt ( 2 , 1 ) / Tt ( 1 , 1 ) ;

38 %S11_com ( n ) =S11 ( n ) ∗ exp ( j ∗2∗ (2∗ p i ∗ fp ( n ) / 3 E8 ) ∗ l ) ;

39 S21 ( z , n ) =1 / Tt ( 1 , 1 ) ;

40 Tt =1;

41

42 end

43

44 end

45 fh = f i g u r e ( ’Name ’ , ’dGmm’ ) ;

46 s e t ( fh , ’ P o s i t i o n ’ , [ 0 , 0 , 400 , 2 2 5 ] ) ;

47 p l o t ( fp / 1 E9 , abs ( S11 ) )

48 %p l o t ( fp / 1 E9 , abs ( S21 ) )

49 y l a b e l ( ’ S_ {11} Magni tude ’ , ’ f o n t W e i g h t ’ , ’ bo ld ’ ) ;

50 x l a b e l ( ’ F requency (GHz) ’ , ’ f o n t W e i g h t ’ , ’ bo ld ’ ) ;

51 g r i d

52

53

54 fh = f i g u r e ( ’Name ’ , ’dGmm’ ) ;

55 s e t ( fh , ’ P o s i t i o n ’ , [ 0 , 0 , 400 , 2 2 5 ] ) ;

56 ho ld on

57 %p l o t ( fp / 1 E9 , a n g l e ( S21p ) , ’ r : ’ )

58 p l o t ( fp / 1 E9 , abs ( S11 ) , ’ b ’ )

59 x l a b e l ( ’ Angle ( r a d ) ’ )

60

61 fh = f i g u r e ( ’Name ’ , ’dGmm’ ) ;

62 s e t ( fh , ’ P o s i t i o n ’ , [ 0 , 0 , 800 , 5 0 0 ] ) ;
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63 Y= fp / 1 E9 ;

64 X=Fc / 1 E9

65 [X,Y] = meshgr id (X,Y) ;

66 Z = abs ( S11 ) ;

67 p l o t 3 (X, Y, Z , ’ LineWidth ’ , 2 )

68 g r i d on

69 x l a b e l ( ’ C e n t r a l Frency (GHZ) ’ , ’ f o n t W e i g h t ’ , ’ bo ld ’ )

70 z l a b e l ( ’ S_ {11} Magni tude ’ , ’ f o n t W e i g h t ’ , ’ bo ld ’ ) ;

71 y l a b e l ( ’ F requency (GHz) ’ , ’ f o n t W e i g h t ’ , ’ bo ld ’ ) ;
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