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“There has never been a democratic society in which citizens’ influence over
government policy was unrelated to their financial resources. In this sense, the
difference between democracy and plutocracy is one of degree. But by this
same token, a government that is democratic in form but is in practice only
responsive to its most affluent citizens is a democracy in name only.”

Gilens, Martin (2005): Inequality and Democratic Responsiveness
In: Public Opinion Quarterly 69 (5, Special Issue), pp. 778-796



Kurzfassung

Diese Doktorarbeit stellt verschiedene Experimente vor, die innerhalb des Projektes B13
des Sonderforschungsbereiches TR24-Grundlagen komplexer Plasmen an der Anlage ATILA
am Institut fiir Experimentelle und Angewandte Physik in Kiel durchgefiihrt wurden. Es
handelt sich dabei um Versuche an einem Nanopartikel bildenden Hochfrequenzplasma im
Niederdruck unter der Verwendung von Acetylen als Prikursor.

Schwerpunkt der Arbeit ist die chemische und physikalische Wechselwirkung der sich elek-
trisch aufladenden Partikel mit dem Plasma. Um diese zeitlichen und rdumlichen Phinomene
zu Erfassen, wurden unterschiedliche Diagnostiken angewandt, wobei die Betonung auf in-
situ Techniken liegt. Um die zahlreichen Ergebnisse miteinander vergleichen zu kodnnen,
wurde der Wachstumszyklus der Nanopartikel in drei Phasen unterteilt und alle diagnos-
tischen Methoden zeitlich zueinander korreliert. Es handelt sich bei den Diagnostiken
im Wesentlichen um die elektrische Charakterisierung der Entladung anhand der sich ein-
stellenden Gleichspannung auf der kapazitiv gekoppelten Elektrode, Laserlichtstreuung an
den Nanopartikeln, Langmuirsondenmessungen, HF-phasenaufgeloste Kameramessungen der
Randschicht iiber der getriebenen Elektrode, energieaufgeldste Massenspektrometrie und
Quartz-Mikrowdgung zur Bestimmung der Schichtabscheidungsrate.

Als eine der Hauptthesen wurde dabei herausgearbeitet, dass die Nukleation und Koagula-
tion des Nanostaubs zeitgleich und wéhrend der kompletten Phase I im Wachstumszyklus
stattfindet, sodass folglich dessen Dauer die Breite der Partikelgréfenverteilung bestimmt.
In den beiden darauf folgenden Phasen hingegen sinkt die Prikursorkonzentration in der
Gasphase stark ab, sodass keine weitere Nukleation mehr stattfinden kann, weshalb in Sam-
melexperimenten meist eine monodisperse Partikelpopulation gefunden wird.

Stark vereinfachte Modelle wurden verwendet, um die Langmuirsondendaten zu interpretieren
und um die Partikelladung und -dichte annhihernd zu errechnen. Des Weiteren konnten
mithilfe einfacher Child-Langmuir Gesetze die lonenstromdichte und die Randschichtdicke
vor der getriebenen Elektrode analysiert werden.

Die massenspektrometrischen Untersuchungen erlaubten sowohl die Bestdtigung bekannter
Reaktionsschema in acetylenhaltigen Plasmen als auch Messung der zeitabhéngigen Ionenen-
ergie. Mithilfe einfachster Modellrechungen wurden die Diffusionskonstanten und Verlus-
traten fiir die Radikale C und CH, bestimmt.

Die Messung der Schichtabscheidungsrate lieferte schlieklich interessante Hinweise auf den
entscheidenden Beitrag der Kohlenwasserstoffionen zum Schichtwachstum. Dies mag ein
Ansatz in Richtung zukiinftiger Arbeiten sein.



Abstract

In this thesis various experiments are presented, that have been exercised in the frame of the
project B13 of the Sonderforschungsbereich TR24, titled Fundamentals of Complex Plas-
mas. All of the presented experiments have been realized at the research vessel ATILA at
the Institute for experimental and applied physics in Kiel. They deal with the synthesis of
nanoparticles in a radio frequency plasma at low pressure with acetylene as precursor gas.
The focus of this work is the chemical and physical interaction between the electrically
charged particles and the plasma. In order to understand the time-space phenomena, dif-
ferent techniques have been applied with emphasis on in-situ techniques. The nanoparticle
growth cycle has been separated into three phases and all diagnostics have been time cor-
related, so that they become comparable. In more detail the applied diagnostics are the
electrical characterisation of the discharge by the self-bias voltage at the powered electrode,
laser light scattering at the dense dust cloud, Langmuir probe measurements, RF-phase re-
solved camera measurements of the plasma sheath region above the driven electrode, energy
resolved mass spectrometry and quartz micro balance measurements for deposition rate de-
termination.

As one of the main hypothesis it was brought out, that the nucleation and coagulation of
the nanoparticles occurs simultaneously throughout the entire phase I of the growth cycle,
and thus, its duration determines the width of the particle size distribution. In both of the
following phases, however, the precursor concentration in the gas decreases strongly, so that
no further nucleation can take place. Hence, in dust collection experiments often a mono
disperse particle population is found.

Strongly simplified models have been used to interpret the Langmuir probe data and to cal-
culate the particle charge and density approximately. Furthermore the ion current density
and plasma sheath width in front of the powered electrode could be estimated by simple
Child-Langmuir laws.

The mass-spectrometric investigations allowed for the confirmation of already known reaction
schemes in acetylene containing plasmas as well as for the recording of the time dependent
ion energies. By the help of simple calculations the diffusion constants and loss rates for the
radicals C and CH; have been determined.

Finally, the measurement of the deposition rate, shows interesting indications for the impor-
tance of the contribution to the film growth by hydrocarbon ions. This may be interesting
work to investigate further in future.
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Chapter 1

Introduction

Being explained as mythical events, plasmas have been observed since ancient times in natu-
ral phenomena like the Aurora Borealis [1|. But it was not before Langmuir and Tonk, who,
inspired by the transport of red and white blood corpuscles in the medical blood plasma,
introduced this term in physics in the nineteen-twenties [2-4|, that plasma physics became
a separate discipline in science.

In a physical plasma, electrons and ions are transported through a neutral background gas
instead of blood corpuscles through blood. Existing since primeval times as astrophysical
appearances [5-7] like interstellar clouds, the sun, the ionosphere, but also closer on earth as
lightning and Aurora Borealis, it was first produced and observed artificially by the French
Jean Picard (1608 - 1647), who noticed a glow like appearance in his mercury barometer [§],
without being able to understand the origin. With continously improving power supplies,
the plasma experiments became more and more advanced, so that the Geissler tubes came
up in the nineteenth century. It may have been the first useful application for plasmas, which
not only evolved as a light source into neon lighting in the twentieth century but has also
been used for tuning radio transmitters to resonance [9).

Nowadays plasmas are widely used in industry not only as light sources. They exist in var-
ious forms and shapes ranging from the micrometer range in micro-hollow-cathodes [10,/11]
to several meters in fusion research reactors like ITER [12] or W7-X [13|, from atmospheric
pressure to high vacuum [14]/15]. This work deals with Low Temperature Plasmas, that
nowadays are most commonly used in industry, for example for etching processes [16] or for
surface treatments [17-19]. Materials can also be activated in order to change the surface
energy and wetting behaviour or thin films can be deposited. In the semiconductor industry
plasma advanced to the most important etching technique for the production of integrated
circuits. For coating and etching technologies chemical processes are of great interest. In the
so-called reactive plasmas, chemically reactive molecules or atoms are introduced, radicals
and ions then formed, which finally can interact with a substrate surface.

This kind of plasma chemistry offers new possibilities to control chemical pathways and
thermal stress to the substrate [20]. It is based on the fact, that energy is transmitted to
the electrons but not directly to the ions and the neutral gas, so that an out of thermal
equilibrium chemistry is created.
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Not only can chemically reactive species be deposited to surfaces like the substrate or the
chamber walls but also can they agglomerate in the gas phase and by doing so, they can form
small clusters and particles. Firstly observed by Kobayashi et al. [21] when they studied an
acetylene containing radio frequency discharge, they gained of interest when Gary Selwyn
also found particles while etching silicon in 1989 [22]. These small grains, soon known as
killer particles, short-circuit different conducting channels of the integrated circuit when de-
posited on it [23]. Also in sputter processes or during plasma enhanced vapor deposition
particles can be formed unintentionally. They also pose a problem to fusion devices, where
the contact of the hot plasma with the recipient walls can cause the ablation of small parti-
cles, which then essentially lead to an unfavoured cooling of the plasma [12,24].

The formation of nano-particles is desired in only a few cases. Generally, so-called dusty or
complex plasmas offer the possibility to study fundamental plasma properties by observing
the particle behaviour, therefore micrometer sized dust containing plasmas gained some at-
tention in the last decades [2531]. The focus of research are the heating mechanisms of the
immersed dust [32], their electrostatic charging [33] and also their influence on the plasma.
Furthermore small particles can be used as a probe inside the plasma as a diagnostic tool [34].
Last but not least the growth mechanisms and properties of nano-particles in the gas phase
are under discussion [35]. A good overview over dust containing plasmas can be found in
the topical issue “Fundamentals of Complex Plasmas” in the European Physical Journal D
from 2018.

Although this work is strongly dominated by an interest to do fundamental research on
nano-dusty plasmas, the following paragraph shall give a short overview on the practical use
and possible applications of nano-particles.

Since nano-materials have evolved as more and more promising new industry, research on
complex plasmas also has grown [36]. Treating particles by plasma surface deposition [37]
as well as depositing them for the structuring of surfaces and tuning of their properties like
hydrophily or porosity [38] open new possibilities for material scientists. Key features of
nano-sized spheres, flakes or rods are the high ratio of surface area to volume and thus little
material consumption for high reactivity, the highly active surface after plasma immersion
and also the small size itself, which is in the range of light wavelength and thus offering
interesting electro-optical properties [39,40]. Completely unexpected applications are the
result of the entire package of properties, like for example the use as drug delivering system,
where the active surface, that can easily attach to a drug, is combined with the small size,
that enables the particles to penetrate the walls of living cells [41]. In another example
zinc oxide nano-particles were tested as UV blocker on textiles [42]. Silver ions, which have
antibacterial properties [43], can be released in a controlled amount by embedding silver
nano-particles in metals, plastic or even glass [44L|45] and thus resulting in antimicrobial
surfaces for medical devices and applications. Silver-gold alloy nano-particles were found to
have synergistic effects for the catalysis of carbon-monoxide oxidation [46]. Many more appli-
cations can be found, like the use as perfect light absorber in a tunable frequency range [47]
due to plasmon resonance, which makes them suitable for light adsorption in hybrid solar
cells [48]. or as biosensors [49]. Making use of different materials, new applications come
up and the combination of two materials, like in alloy or core-shell particles, opens up even



more possibilities. Thus the value of nano-particles in technology, medicine and life-science
is yet to be fully explored.

Several methods for the synthesis of nano-particles exist. Besides unwanted fine dust pro-
duction in combustion, which is a pyrolytic process, methods like attrition, chemical precip-
itation, ion implantation and more can form nano-scaled dust particles. Plasma processes
however, are advantageous regarding little toxicity of the synthesis, little expenditure of
work and often good control over the nano-particle size distribution [50]. For conducting
materials, often sputtering of the desired material by the energetic ions of a plasma, called
Magnetron sputtering, is utilized for their production.

In this study, however, dielectric nano-particles have been synthesized in the gas phase by
plasma polymerization of acetylene. Making use of a low temperature radio frequency (RF)
plasma, thermally sensitive polymers can not only be deposited as thin films, which is the
common usage of plasma polymerization, but also lead to nano-particle formation by agglom-
eration of radicals and ions in the reactor volume. Here a capacitively coupled RF-driven
electrode was on the bottom, igniting the discharge and delivering energy to free electrons
without directly heating the background gas, which allows to form thermally sensitive hy-
drocarbons, that then ultimately form the nano-particles. Further-more, the plasma can
trap negative ions, and thereby, increase the probability for the synthesis of clusters and
particles, which is another advantage of plasma processes.

Understanding the interaction of the plasma with the forming carbonaceous nano-particles
will be the main focus of this work as the plasma properties affect the chemistry and confine-
ment of the particles and vice versa the particle size and consequent charge induces major
changes in the plasma.

As it is impossible to achieve a full understanding of the discharge and the growth mech-
anisms by only one diagnostic method, several different analysis techniques were applied
consecutively and combined in order to get an insight into the evolution of some basic
plasma parameters like electron temperature and density as well as into the particle growth
chemistry and physics. Only by observing both, the plasma and the nano-dust, can the
impact of one on each other be uncovered.

Many studies have been conducted on the growth of nano-particles in plasmas during the
past decades, especially for silane [51] due to its importance in semiconductor industry.
Among the most commonly involved in situ techniques, there are electrical measurements
of the discharge characteristics [52-58], laser light scattering at the dust cloud [59-61] or
even more advanced Mie ellipsometry [62-66] in order to examine the dust distribution, in-
vestigations of the molecular chemistry by IR-absorption techniques [61,/67,(68], by optical
emission spectroscopy [57,69-71] and by mass spectrometry [61}64,67,72-76|, microwave
interferometry for measuring the electron density [77-79] and last but not least Langmuir
probe measurements in order to retrieve an entire set of information on the electron popu-
lation [80-83]. However, all of these techniques do have their difficulties when applying to
nano-particle forming polymerization plasmas. In this ever changing environment a suitable
time resolution is crucial, surfaces quickly become covered not only by thin films but also by
dust changing currents to Langmuir probes or affecting the transparency of windows and the
electrostatic lenses of mass spectrometers, a suitable spatial resolution is necessary to take
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distortions by an inhomogeneous particle cloud into account and finally the particles can
only be directly detected from a certain size on by light scattering methods, which obviously
limits their applicability to very small particle diameters.

The only way to obtain information on the exact morphology and size of the small nano-
particles however, is by doing ex situ electron microscopy, e.g. SEM and TEM [84], or atomic
force microscopy. Otherwise, XPS and NEXAFS [85,86] can explore the chemical compo-
sition. Unfortunately this implies to extract the dust from the plasma chamber. Here new
problems arise as various extraction methods also act like a filter, only picking out a certain
size range of particles. A very common technique is to have the particles falling out of the
plasma when they reach a certain size and thus overcome the trapping, elsewhere neutral
drag was used to accelerate the particles towards a substrate [84], complicating the matter.
As the particle size usually is not stable, the size also depends on the time of their extraction
from the plasma.

Therefore, it is useful to combine various diagnostics in order to develop a proper under-
standing of the complicated growth mechanisms. In this work several techniques have been
applied to the reaction chamber ATILA. The chamber itself with its plasma as well as the
techniques will be introduced during this thesis after giving an overview over not only plasma
theory but also its reactive and its dusty occurrence. On top of that an insight into current
models of how the different steps of particle formation happen shall be given. The topics are
divided into the following chapters: Chapter [2| will provide an overview over topic related
plasma fundamentals, which will be completed by a proper chapter on reactive plasma in
containing basic sets of equations and ideas on PECVD processes, especially in acetylene
and introducing current theory on particle growth in plasma chambers.

Then the reactor ATILA, at which most of the presented work has been done shall be pre-
sented in detail in chapter [4] followed by chapters concerning the experimental part of this
thesis. They consist of electrical measurements of the discharge characteristics in chap-
ter b laser light scattering at the dust particle cloud in chapteif] in order to retrieve the
tempo-spatial dust distribution, Langmuir probe measurements in chapter [7| for the basic
plasma parameters, phase resolved imaging of the near electrode sheath to obtain a better
understanding of the heating mechanism in chapter [8| energy resolved mass spectrometry
in chapter [9] with the aim to understand the effects, that dense dust clouds induce in the
plasma in the plasma chemistry and finally the short chapter [10]is dedicated to deposition
rate measurements done during the growth of nano-particles.

The last chapter, chapter will finally summarize the experimental work, that has been
done, and also the results and conclusions, that are the outcome of this thesis. Additionally
a brief outlook, on what can be researched in future concerning the use of the reactor ATILA
and nano-particle growth in plasmas in general.

The entire work was made possible by the financing through the project B13 in the frame
of the Sonderforschungsbereich Transregio 24, in short SFB-TR24/B13, titled Fundamentals
of Complex Plasmas. It was given by the Deutsche Forschungsgemeinschaft (DFG) and the
results obtained here, have greatly benefited from the close collaboration with the project
SFB-TR24/B15 in the same frame, that was financing the PhD-thesis of Alexander Martin
Hinz at the chair of Prof. Dr. rer. nat. Franz Faupel for Multicomponent Materials of the



Technical Faculty at the University of Kiel [87].
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Chapter 2

Plasma basics

The plasma state is characterized by several properties, which shall be discussed in the
first part of this chapter. Then the formation of the plasma sheath in a RF reactor will
be explained, because it separates not only the plasma from its surrounding surfaces but
also the particles from the surrounding plasma, so the sheath characteristics are crucial to
understand the embedding and trapping of nano-particles in a plasma, which will be further
deepened in the ensuing section by introducing the basics of dusty plasmas. However, one
focus of current research is, if the classical dusty plasma, that typically deals with micrometer
sized dust grains, can correctly describe nano-dusty plasmas, or if some assumptions need to
be thought over, especially concerning considerable changes in the plasma induced by a large
quantity of dust particles. This issue will also be addressed before some aspects of reactive
plasmas are presented in order to comprehend the importance of thermal non-equilibrium
for chemical reactions, that produces fast electrons but slow and trapped negative ions and
finally can lead to nucleation and consecutive particle genesis in the volume of the chamber.

2.1 Definition of a plasma

Besides the neutral atoms and molecules a plasma is marked by the presence of free ions
and electrons. These populations, index n for neutrals, i for ions and e for electrons, can
be described by their densities n and temperature 7. The ions can be charged positively
or negatively as single or multiple charge. However, the most common ion species in low
temperature plasmas are single positively charged. If the background or neutral gas does not
consist of one atom species like in an argon plasma, the different molecules or atoms can each
form this bunch of negative and positive ions resulting in a zoo of different ions with charge
qr = zre, a multiple z; of the elementary charge e. Each ion species, with index k, is then
allocated a density n; ;. On a macroscopic length scale a plasma needs to be quasi-neutral,

7
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which means, that the sum of all charges must be zero:
Z Nik Qi — €Ne = 0 (2.1)
k

ZTLLka — Ne = 0. (22)
k

Assuming there were only single positive ions, the upper expression would be simplified to
Ny =~ Ne. (23)

However, in many reactive plasmas, a non-negligible quantity of negative ions is formed as
well, which violates the assumptions for equation [2.3) and thus, it is not true any longer.
Also, the presence of dust particle can change this balance by the collection of electrons onto
the particles, and hence, a reduction of the electron density n, in the plasma. The charging
of dust immersed in a plasma will be treated more extensively in chapter
Obviously, on an inter atomic distance the quasi-neutrality cannot hold true neither. If a
test charge is immersed in the plasma, ions and electrons group around it and build up an
inverse space charge and thus diminish the electric field around it rapidly. The length scale
at which the screening happens is the so called linearized Debye length \p or also screening
length.:

Ap2 = Api + Ap. (2.4)

It depends on the temperature T, that counteracts against the screening, and it is composed
of the ion and electron Debye length:

eoksT; . .
Apj = 4/ ; = 2.5
Dy nj0€2 ) J 6,1 ( )

with n;y and ney the ion and electron density respectively in the undisturbed plasma. This
is a common model, that includes only positively charged ions at the temperature 7} but
allows for several ion atom species and also for double charges z—2, where Y zxniro = nio.
Whereas for thermal plasmas, where T, ~ T;, the electron Debye length and the ion Debye
length contribute similarly to its linearized form, most of the laboratory plasmas are low
temperature plasmas. There the ions are fairly cold in comparison to the electrons, and
thus, contribute much stronger. It is not by hazard, as the energy source usually is designed
to only excite electrons but not the ions.

Due to the screening of any test charge (), the potential formed by such is not a Coulomb
potential diminishing with 1/r but decreasing even faster with distance r by the factor

exp —71/Ap: 0
,
O(r) = Treor exp (_E) . (2.6)

The radially symmetric Debye-Hiickel or Yukawa potential is named after its explorers Peter
Debye and Erich Hiickel in plasma physics [88] and Hideki Yukawa in quantum physics [89].

8
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10
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Figure 2.1: The Debye-Hiickel potenial decays faster than the Coulomb potential. Taken
from [90];

It resembles the Coulomb potential close to the charge » < Ap but at distance \p it decays
to 1/e of its initial value and it is much weaker far away r» > Ap. The profile is shown in
figure

For low temperature plasmas, where 7; < T, the Debye length must be dominated by the
shorter ion Debye length Ap; according to[2.4 and Hence the screening is mostly a result
of the ion characteristics. In some experiments with dust particles, however, it was found,
that particles arrange in a distance to each other, that agrees better with the electron Debye
length [91-94]. It can be explained by a non-isotropic velocity distribution of the ions at the
plasma sheath edge, where the particles were observed.

If the test charge is of infinitesimal size, then the screened volume around it becomes a sphere
with a radius of the Debye length V' = 4/37)3, so that the number of ions and electrons in
it, called Debye number, becomes

Npjie = ni,egﬂ)\?ﬁhe (2.7)
respectively. In order to effectively screen the test charge, there have to be enough free
charges in this sphere, that can group around it. So the critical number of ions is set to be
Npigimit = 1 [90]. In case there are more ions, the plasma is considered to be weakly coupled,
below one it is a strongly coupled plasma. Figure gives an overview over different plasmas
and where they have to be sorted to according to this criteria. The only force pushing charge
carriers out of the Debye sphere against the electrostatic attraction is the thermal movement
of the ions and electrons. So the number of ions in the sphere can also be described as a
function of the ratio I'; between the potential energy of the ion interaction, assumed to be

9
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Figure 2.2: The dotted line corresponds to Np, = 1. Taken from [90];

of Coulomb kind
2

W t —
POE T Aqegr’

(2.8)

and their thermal energy kg7;. Exchanging ion to ion distance by measures of the Wigner-
Seitz-radius r = 2ay, the ratio becomes

Woo 2
T (2.9)
Wi 8mepawskpT;
Because the Wigner-Seitz-radius is related to the ion density by
dr 4 as
?awsni = )\TDSINI == ]., (210)
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a connection between the amount of ions in the Debye sphere and the coupling parameter
I'; can be made using equation [2.5] for the ions:

T; = éNgf“. (2.11)
So up to a factor the coupling parameter and the Debye number describe the same physical
property and a similar definition for the limit between weakly and strongly coupled plasmas
is to use I'; = 1, so that I'; > 1 corresponds to a cold and strongly coupled plasma and
Iy < 1 to a hot and weakly coupled one. The parameters I' and N are equivalent for ions
and electrons.
The coupling parameter can also be used to describe the dust inside the plasma I'q. Because
it is arranged in an inter particle distance by, that needs to consider the screening by ions
and electrons, the Coulomb energy in equation must be modified by the Debye-Hiickel
potential. Also the charge ¢ is a multiple of the elementary charge (Qq = Ze, which will be
further explained in section So the coupling parameter becomes [90]:

Z2%e? bys
L A 2.12
47 UreobasknT ¥ ( )\D> (2.12)

For low values I'y < 1 the dust cloud can be assumed to behave like a gas, whereas above
it exhibits liquid like features. In experiments it was found that the dust cloud undergoes a
transition to a crystal structure at the critical value of I'y = 175 [95].

2.2 RF discharges

As already mentioned, low temperature RF plasmas are not in thermal equilibrium. This
is due to the fact, that energy is fed externally to the electrons but not the ions nor the
neutrals. As a consequence the electron temperature is far higher than the ion temperature,
which in terms often can be assumed to be close to room temperature like the neutral gas.
This is a wanted feature of many laboratory plasmas. It allows to use the energetic electrons
for certain chemical and physical reactions without overheating a substrate or gas. It can
not only be realized by RF plasmas, but for example also by microwave or inductive plasmas
and even continuous or pulsed DC-discharges.

In principle the energetic imbalance is achieved by making use of different response times of
electrons and ions on electric fields due to their different masses. As the electrons are much
less heavy, they can pick up sudden changes in the electric field and thus be accelerated at
high frequencies. The response time is described by

oM, .
. /njqj;, j=ie. (2.13)

Often, the according frequency is used instead:

2 n;q?
o= = G el (2.14)
ij €0mj
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Taking a typical value of n; = n, ~ 4 -10¥%m=3 the circular electron plasma frequency
wpe 18 in the range of 3 - 10°s™!, whereas the dominant argon ion has a frequency in the
order of 1.3 - 107s™!. The RF generator frequency of 13.56 MHz, which is 8.52 - 10" s™!
expressed as circular frequency, is chosen to be in between the electron and ion plasma
frequency. Therefore the ions cannot react to the fast fluctuations in the electric field but
see a time averaged field, which will be explained in the following section. However for
the lightest existing ion, H™", in this example the plasma frequency is of the same order
wpi+ = 8.4-107s7! as the exciting frequency of the generator, assuming ny+ = n;. So if it
was a pure hydrogen discharge, the heating of hydrogen ions might be important to consider.
Here however, hydrogen ions are much rarer than argon ions, so wyp+ is a lot lower.

Free electrons, however, that are always present due to cosmic rays like UV light, pick up
the electric field generated at the RF electrode. They are accelerated and consequently
collide with the background gas. The inelastic collisions mainly lead to excitation of the
neutrals but when the kinetic energy overcomes the ionization energy of the neutrals, new
ion-electron pairs are created, which each delivers a new artificial electron to the discharge.
This way electrons are multiplied and the plasma is ignited. However, the energy loss in
elastic collisions is rather low due to the big mass difference between electrons and atoms
and thus only little momentum transfer. That’s why the electrons don’t loose their energy
easily and thus stay hot in the vicinity of cold neutrals and ions.

Similarly a plasma frequency for the dust can be defined:

27 [eqgmy
Tog = —— = 27 - . 2.15
pd wpd nin ( )

For nano-particles the charge is a few elementary charges QQq = —Ze, whereas their mass is
already much higher than that of atoms and molecules. So their plasma frequency is even
lower than the ion plasma frequency. Calculations from Bilik et al. [83] give an approximate
value of wyq = 9 -10%s™!, which is far below the ion plasma frequency. The dust plasma
frequency will be a crucial point for Langmuir probe measurements later on.

2.2.1 The plasma sheath

In contrast to cosmic plasmas, the size of low pressure laboratory plasmas is limited to the
walls of the vacuum vessel. The transition from a bulk plasma to the wall happens through
the so called plasma sheath. It is marked by a rarification of charge carriers, which is caused
by absorption and conversion into neutrals at the walls. A detailed mathematical description
can be found in various literatures, for example in [90]. For collision-less sheaths the first
model was introduced by Child and Langmuir, which was later solved mathematically by
Harrison and Thompson [96].

As the electrons carry energies in the order of a few electron volts, they can overcome po-
tential barriers of a few volts by thermal motion. Usually it is assumed, that the electrons
exhibit a Maxwellian energy distribution. Thus, even a few electrons from the highly en-
ergetic tail of the distribution can even reach repulsive potentials in the range of several
electron volts. The ions, however, can only reach to potentials more negative than their
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origin. So when a plasma is ignited, many electrons leave the plasma quickly due to their
high velocities. That reduces the negative charges in the bulk and so the plasma settles at
a higher potential than the enclosing walls, consecutively pushing ions out of the discharge.
Finally an equilibrium is reached, where the outward ion current equals the loss of highly
energetic electrons to the walls. Because a plasma tends to shield any charges, the walls are
also being shielded resulting in a positive space charge in front of them. This positive space
charge is the plasma sheath, that is generated around any surface, that can collect charges,
also around nano-particles.

For an effective shielding it is necessary, that ions inside the bulk don’t take any notice of
the charges outside. Reconsidering this, another definition for the sheath edge would be,
that at the edge ions travel just as fast enough, so that no distortion can propagate into the
plasma. Hence, in this picture, ions are accelerated before reaching the sheath edge at z =0
by picking up energy from a slowly decreasing potential. At the sheath edge they reach the
speed of sound, called Bohm velocity and here the distortion from the walls is brought

to a standstill like a standing wave:
kgT.
vp = 4 —=. (2.16)
my

Afterwards, for zy.1 > 2z > 0, the ions are strongly attracted by the relatively negative walls.
Finally all the potential energy, that they carry from the plasma potential at their origin
®,), is transformed into kinetic energy during a collisionless transit through the pre-sheath
and sheath:

Ekin =€ ((I)pl - (I)wall) . (217)

Whereas quasi-neutrality still is valid in the pre-sheath, the plasma density already decreases.
In an RF discharge the powered electrode alternates its current. While the ions can only
see a time averaged electrode potential due to their inertia and thus are constantly flowing
towards the electrode, the electrons need to do all the alternating of the current. During
one half of the cycle they are attracted, during the other half they are repelled. So from an
electron point of view the sheath in front of the electrode needs to collapse once per cycle,
so that a considerable amount of them can reach it. The time averaged density profile of
ions and the time dependent density of electrons in front of the electrode is shown in figure
2.3

The exponential decrease of the averaged electron density n, is a direct consequence of the
Maxwellian energy distribution. The further the electrons intrude into the sheath, the more
energy they needed to have in the beginning [90]:

Ne(z) = ne (0) exp ( (2.18)

As it is also demonstrated in figure the electron density decreases drastically in the
sheath, only close to the sheath edge a considerable amount can still be found. So for
potential drops high enough, the sheath can be considered a pure ion sheath. Assuming
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electrode

electrode

Figure 2.3: Due to highly energetic electrons a positive space charge builds up in front of
walls and electrodes. The electron density n.(z) in front of the electrodes is time dependent
due to a quickly alternating field. At the sheath edge the plasma density is decreased to ns.
After [15];

there are no collisions to occur, energy conservation is valid for the ions as already depicted
in equation [2.17. Using energy conservation and continuity through the sheath
ni(2)u; = ni(0)vp (2.19)

one obtains the ion density profile [90]

B 26@(2))1/2 ' (2'20)

ni(2) = n3(0) (1 -

mivg

Because the small amount of electrons can be neglected in Poisson’s equation the potential
profile ®(z) now only depends on the ion density profile:
PO eny(z)

~ ) 2.21
02?2 €0 ( )

Assuming further, that the Bohm velocity is small compared to the ion potential energy at
the sheath edge and the electric field at this point also being small compared to the field
strength at the wall, an expression for the potential profile across the sheath can be derived

analytically [90]:
N 18/ 5\
Oz)=— (2 <ﬁ> ), (2.22)
2 2e o

where j; = en;(0)vg corresponds to the electric ion current density. Defining ®(0) = 0, one
can use the electric voltage across the full sheath (d = zyan) instead U = ®(d) — ®(0) = (d
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Figure 2.4: For the analytical solution of the potential distribution across the collisionless
Child-Langmuir sheath ,® collisionless, the potential decreases towards the vessel walls. The
electric field, F collisionless, is the strongest close to the walls and goes to zero close to the
sheath edge. In the intermediate pressure model, which accounts for collisions, the sheath
thickness d is slightly larger and the electric field, £ intermediate, increases more linearly
towards the vessel walls. The here presented curves refer to n; = 4- 10> m=3, T, = 2¢eV and
U=, =20V.

and thus obtains

9 rmi\1/2 j;
U2 = (—) T g 2.23
4 \2e €0 ’ ( )
which, resolved for j; is the famous Child-Langmuir law [97,/98| for the collisionless plasma
sheath model: )
4 2e \ '/? U3/
i = — — . 2.24
J 980 (ml) d? ( )
The sheath thickness d is in the order of one to hundred electron Debye lengths [15]/99].
For typical conditions of n; = ne = 4-10%m™3, T, = 2eV and a plasma potential of

¢, = 20V equation vields a sheath thickness of d ~ 950 ym in front of any grounded
surface by setting U = ®,, whereas the electron Debye length calculates to Ap, = 166 pm.
Moreover it was used, that the ion current density follows continuity through the sheath, so
that it is determined by the flux at the sheath edge: j; = 0.61enjvg with the ion density
ni(z = 0) = 0.61n; at the sheath edge, as will be shown in section [2.2.2]

The sheath potential profile and its derivative, the electric field, are calculated for the above
mentioned conditions and plotted in figure[2.4] It can be seen, that the electric field increases
very drastically close to the plasma sheath edge but is the strongest close to the wall, here
at d = 950 pym.

The Child-Langmuir sheath describes the potential fairly simply and is valid for very low
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pressures, but not taking collisions into account is only valid where the ion mean free path [;
is larger than the sheath width d, [; > d, though. For a typical pressure of 6 Pa used during
this study, as will be calculated in section [2.3.1] the ion mean free path for ion-neutral
collisions is in the order of 550 um. That is considerably lower than the sheath thickness
calculated above but not far away neither. Therefore, an intermediate pressure model as
provided in the book [15] shall be considered here, that may be used for the case [; =~ d.
According to this model the potential profile in the sheath can be calculated to be

B(z) = —% (3ji )2/3 (”miy/g 253, (2.25)

280 2€li

Using the same steps as for the Child-Langmuir law an equal expression to equation for
the ion current density can be derived in the intermediate pressure regime:

2 (5\*? [ 2el, \ V2 U3
Ji= 360\ 3 ) 2 (2.26)
3 3 ™My ds/?

The two models are compared in figure for the plasma values already used for the Child-
Langmuir sheath. The resulting sheath thickness for the intermediate pressure model is
d ~ 1080 pum, which is actually quiet close to the collisionless model. Therefore, the Child-
Langmuir model may provide a comprehensive picture nevertheless. However, as depicted
in figure the electric field in the sheath is much more linear in the intermediate pressure
model.

For elevated pressures, where d > [;, the collisional model, called Mott-Gourney law, pro-

vides another approximation [99]:

.9 U?

Ji = ggoliiﬁ, (2.27)
where p; is the ion mobility describing the drift velocity v; of the ions in the sheath electric

field E = —0¢/0z by 5
d
VvV = —,Uqg (228)
More models exist also accounting for an electron contribution in the Poisson equation [2.21]
which is especially important for low voltage sheaths, because here electrons can penetrate
deeply into the sheath. For an extensive knowledge the reader may refer to [99-102].
Furthermore, solutions for cylindrical and spherical geometries have been provided by Lang-

muir and Blodgett [98,103,[104|, where the continuity equation cannot be applied that easily.

2.2.2 The presheath

Ions, coming from the discharge center and reaching the sheath edge, need to be accelerated
in order to obtain the bohm velocity. The accelerating force is the electrical force exerted by a
decreasing potential towards the sheath edge. Considering quasi-neutrality in the presheath
and making use of equation it can be concluded, that

ni(2) = ne(2) = nep €Xp (%) for z <0 (2.29)
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needs to be fulfilled, where ney = nijp and ®;; denote the electron density and plasma potential
in the discharge center, respectively. This can be rewritten to

kBTe ni
d—-P, = In{—|. 2.30
pl o n (nio) ( )
The first derivative of that, considering continuity n;v; = const, and thus, dn;/dz = —n;/v; -

dv;/dz, therefore becomes
d®  kgT. 1 dy

— = . 2.31
dz e v dz ( )
It can be inserted into the ion motion equation [90]
dUi dd
Ul iVnili = —€——, 2.32
mivi— + MgV e (2.32)

which describes the acceleration by the field dv;/dz and the de-acceleration through ion-
neutral collisions at the frequency r,;. Hence, a compact expression for the ion velocity is

found )
dv; UiV

= 7 2.33
dz v} —? (2:33)

that clearly demonstrates, that the ion velocity needs to be smaller than vg to obtain a

positive acceleration.

Neglecting momentum loss through ion-neutral collisions the ions gain a kinetic energy

1 1

Emiv% = 5kgT, until the sheath edge, which is equal to the potential drop towards it:

e(Pp —P(2=0)) = %kBTe. (2.34)

Inserting this again into equation it can now easily be found, that the plasma density
reduces to 0.61 of its initial value in the discharge center through the presheath:

1
ni(z = 0) = neg exp (—5) ~ 0.61 nep. (2.35)

This factor is found in various plasma formulas and has its origin in the continuity of the
accelerating ion flux in the presheath.

2.2.3 The asymmetric RF plasma

Many RF discharges are asymmetric, meaning that the powered electrode doesn’t have the
same size A as the grounded one B. In this kind of RF discharges different sheath potentials
U = @, — Delectrode in front of the two different electrodes build up. Often the powered
electrode is capacitively coupled, so it cannot support any DC currents. Therefore no DC
current is conducted through the grounded electrode neither. However, due to geometri-
cal reasons, locally the grounded electrode can draw some current, which overall needs to
cancel out. This can be explained by geometrical dependence of the floating potential ®g.
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Figure 2.5: The sheaths in front of the electrode and in front of the grounded chamber walls
may not be the same. Taken from [100];

It is known, that the measured floating potential differs for different shapes of Langmuir
probes [105], which is caused by a geometrical dependency of the ion saturation current.
The grounded electrode of a reactor is at the same potential everywhere, but also collects
locally different ion currents depending on the local shape.

The principle of the electode size dependent sheath potential U, and thickness s,}, is de-
picted in figure 2.5 The smaller capacitively coupled powered electrode charges up nega-
tively, so it must be U, > Uy, and thus, according to Sa > Sp. To be more precise, the
RF period can be resolved like it was already shown in figure [2.3] so that U, 1, (t) and s, (t)
become a time dependent variable. This is shown in figure for same sized electrodes
A = B and for unequal sized ones B > A. The average potential of the powered electrode,
denoted as Vi and called self-bias voltage from now on, is represented by the dashed line.
It should also be mentioned, that the plasma potential varies much more in case of the sym-
metric configuration and thus, the sheath in front of the grounded electrode is subjected to
high changes too.

As it is mathematically described in [106] the ratio of the two sheath voltages can be ex-

pressed as: -
U, B\1

Depending on the discharge conditions a value for ¢ can be found. For typical RF discharges
a value of ¢ = 2.21 can be derived. In the chamber used during this study, the grounded
electrode was represented by the entire chamber walls. In front of the grounded electrode
the sheath potential must be equal to the plasma potential U, ~ &, — 0 = ®,,. Because the
RF generator with the electrode Vgp, the sheath U, and the sheath U}, form a closed circuit
via the plasma, the sum of these voltages must be:

Vrr + Ua = Uy, (2.37)
So for the time average, Vija.s, follows
‘/bias = - (Ua - Ub) . (238)
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Figure 2.6: The sheath potentials vary as a function of the applied generator voltage. In
capacitively coupled asymmetric discharges the powered electrode settles at a constant DC
potential, the self-bias voltage, marked by the dashed line. Taken from [100];

Making use of equation this can be rewritten to

Viias = —Ub, <(§>q - 1) ~ —dy (<§)q - 1) : (2.39)

Hence, the self-bias voltage must be negative, because the plasma potential always is more
positive than its surrounding, which is on ground and because B/A > 1. Also it can be
concluded, that for a symmetric case, where B/A = 1, the self-bias voltage must be zero
Vhias = 0. So, measuring Vj;.s can be a very useful tool, that contains information about the
plasma potential and symmetry.

Another important relation can be derived by considering, that the sheath in front of the
powered electrode needs to collapse shortly during each cycle, so that the electrons can reach
it. A collapse marks the event, that the electrode potential Vgr becomes slightly positive
for a short period. This way the constant ion current can be equalized by a high and short
electron current. So the amplitude 1/2V,, of the generator voltage must fulfil

1
§Vpp Z _Vbiasa (240)

which by the use of equation becomes

%Vpp > D, ((g — 1)q) : (2.41)
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Figure 2.7: The self-bias voltage Vj;.s must be added onto the time varying applied RF
voltage, resulting in an on average negative potential. Therefore the powered electrode is
positively charged during only a very short period of the RF cycle. It is at that moment,
that the electrons can reach to the electrode. The plasma potential ®; always is the most
positive throughout the RF cycle. From [101];

Because in this configuration B/A always is a positive factor greater than one we can conclude

1 Vop
> BIAN =1 (2.42)

(I)pl S
as upper limit for the time averaged plasma potential. Its evolution together with the applied
RF and self-bias voltage are shown in figure [2.7]

Because the self-bias voltage can be highly negative up to several hundreds of volts, high
electric fields build up, which strongly accelerates positive charges onto the powered elec-
trode. Therefore, substrates positioned on the electrode experience heavy ion bombardment,
which can heat up the substrate and lead to significant sputtering. A lot of the discharge
energy is dissipated here, which can be noticed from the hot electrode after an experiment.

2.3 Dusty plasmas

In dusty plasmas the neutral gas atoms and molecules, ions and electrons coexist together
with additional microscopic particles. The dust can be added externally for example by
a dust dispenser but it can also be produced inside the plasma chamber. In the industry
during etching and polymerization processes the dust genesis mostly is an undesired side
effect [35,/107], for example it can reduce the deposition rate in plasma-enhanced vapour
deposition [108,]109] or disturb by producing killer particles [22,110].

In order to understand the trapping, movement and growth of particles in a plasma and also
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the effects on the plasma, the particle charging plays the most critical role. In laboratory
plasmas the dust typically charges up negatively Qg = —Ze to a floating potential and by
collection ion and electron currents. By doing so it has an impact on the quasi-neutrality,
which needs to be reformulated taking the overall dust charge QQqnq into account:

Z Nk Qe — ENe — Zeng = 0. (2.43)
k

In space the particles are also subject to energetic photons and particles, which can lead
to photo emission or secondary emission of electrons and thereby the dust can also charge
up positively [111]. Photo emission has a very low cross section and doesn’t need to be
considered in low-temperature plasmas. Secondary emission of ions and electrons can occur
in laboratory plasmas. The energies of the ions and electrons coming to the dust surface is in
the order of a few electron volt. The secondary electron emission yield is dependent on the
material and has its maximum at relatively high energies of some hundreds of electron volts
for the incident particles [112,|113]. Secondary ion emission can only occur in a sputtering
regime, which is also at high energies for the incident particles, so it doesn’t need to be
considered neither. Therefore the charging of nano-particles in low temperature plasmas is
dominated by the collection of primary ions and electrons, which will be discussed in the
following section.

2.3.1 Dust charging

Different models to calculate the amount Z of elementary charges on the dust exist. Usually
it is done by assuming, that the particles are a floating object as any other foreign body
immersed in a plasma. They are surrounded by a plasma sheath and because they are not
in contact with any other potential or current source, the ion and electron current must be
equal once an equilibrium charge is established. Therefore it is accepted, that the particles
charge up to floating potential ®3. Whereas the electrons reach the dust grains by thermal
motion, the ions are accelerated towards the particle, that is more negative than the plasma
bulk.
A relatively simple model describing the currents onto a dust particle was introduced by
Langmuir and Mott-Smith [114]. They assumed, that the ions are orbiting around the
dust, whereas electrons are repelled. They called it Orbital Motion Limit (OML-) theory,
in which the dust electric field is approximated by a Coulomb field and collisions in the
sheath are neglected, yet, experiments show that this leads to higher charge numbers than
in reality [91,115//116]. A parameter quantifying the amount of collisions ocurring in the
sheath is the ratio of the mean free path for ion-neutral collisions with the Debye length:
Ap/li. Tt was found that collisions still effect the dust charge when this parameter is less
than one [117,118|.
Taking the ideal gas law

p = n,kpT, (2.44)

for the neutral argon gas and using an approximate value of p = 6 Pa for the pressure mostly
used during this work and further assuming the gas to be at room temperature 7' = 300 K the
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neutral gas density can be calculated to n, = 1.45-10?! m~3. Setting this value together with
the cross section for ion-neutral collisions to o,; = 125 A2, taken from [119], into equation

R (2.45)

’
NpOnj

a mean free path of [; ~ 550 ym can be estimated. As will be presented later in chap-
ter 7| Langmuir probe measurements have been done in the dust forming plasma. For an
undisturbed plasma an electron density of n, ~ 4 - 10" m~2 and an electron temperature
of T, ~ 2eV were obtained. Hence, assuming an ion temperature of 7} ~ 0.03eV and
n; = n, the linearised Debye length is determined by the help of equations and to be
Ap & 20 um. Therefore the collision parameter is estimated to be

A
TD ~ 0.04. (2.46)

i

Because the Debye length is strongly dominated by the ion Debye length, a perturbation
in the electron Debye length by a change of n, or T, due to nano-dust does not affect the
collision parameter. So this result can still be used for dense dust clouds and it seems that
a collisional model like proposed from Khrapak et al. [120] can be avoided here. In the
following the model from Mott-Smith and Langmuir shall be introduced as described in [90].
By attractive or repulsive forces the sphere cross section of radius rq is enlarged or reduced
respectively to the OML-factor o, a cross section described by the effective collection radius
b.:
2 2 2qPq

o, = by = 7} (1 W) (2.47)
Here ¢, m and v are the orbiting particle mass, charge and velocity, respectively. If the force
is attractive, then ¢®4 < 0, so that the effective cross section is enlarged. For a repulsive
force the term is only valid for kinetic energies greater than the dust surface potential
mv? > mut = 2q®qy, so that the cross section cannot become smaller than zero. Assuming,
that the velocities of the impinging particles are of Maxwellian distribution fy;, the overall
current is the integral

I=g / 00(0) fur(0)dv

3/2 2
= qnmr; (%) /477@ (1)2 + Ug) exp <—27Z:T) dv

with + for attractive forces and — for repulsive ones. Because the ions are attracted, all of
them, regardless of their velocity, cross the sheath and thus, the integral needs to be solved

from 0 to oo, yielding
8kpTi\ edy
I, = enyr; ( p— ) 1= T ) (2.49)
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For the electrons, however, the minimum velocity vy must be used as lower limit, so that the

integral gives:
8kpT,\ " o
I, = —enenrs ( ane ) exp (— ]:B;e)‘ (2.50)

Once the dust has established an equilibrium charge no net currents can be drawn, which
actually is the definition for the floating potential &4 = Py:
_ dQq

0= =20 = L(®n) + L(®0). (2.51)

In [90] it is now once more assumed, that n; = n.. In this study, however, for large dust
densities the assumption may not be justified. Due to the modified quasi-neutrality the
electron density may be much lower than the ion density. So equation becomes

8kpT,\ " edy 8kpT}\ edy
Ne ( P ) exp (kBTe) =n ( P ) (1 — kBTi> 05
edqy n;y [ myT, —1/2 ] edqy '
P (kBTe) " (meT) ( kﬂ) |

The equation has to be solved numerically, which for n;/n. = 10, 4 and 1 exemplary, setting
T, = 0.03eV, n; = 4-10®m~3 and m; = 40 amu for argon ions results in figure 2.8 As
can be seen from the graph, high electron temperatures yield a highly negative dust surface,
whereas a high ratio of n;/n. brings the dust surface potential closer to the plasma potential,
set to be zero in this case.
When the dust has charged up to its floating potential it carries a certain quantity Z of
elementary charges on it. In order to estimate this quantity one usually treats each particle

as a spheric capacitor. If the dust radius is in the same size range as the distance to its
opposing charges, which is the plasma, meaning rq4 2 Ap, the capacitance is

C = dregry (1 + ;—d> . (2.53)

D

As it has already been calculated in the beginning of this subsection, the Debye length is
approximately A\p &~ 20 um, so with particles of some tens of nanometres in radius the last
term in equation [2.53] can be dropped and the particle is treated like a sphere in vacuum:

C = 4megry. (2.54)
The dust charge then can be estimated to be
Qd = C(I)ﬁ = 4’/T€0?"dq)ﬂ (255)

or equivalently

74Py (2.56)
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Figure 2.8: With increasing T, the floating potential drops due to a higher electron cur-
rent. For high ratios of n;/n. the ion current counteracts, resulting in less negative floating
potentials.

From figure it can be taken, that for ni/n. = 1 and a moderate electron temperature
of T, = 2eV the floating potential is g5 ~ —5V. Hence, the dust charge quantity can be
calculated and simplified to be

(2.57)

Hence, a particle of 100nm in diameter carries a charge of 175electrons. Interestingly the
charge might stay unaffected by an electron rarefaction due to high dust densities, if the
electron temperature increases in the same time. Taking n;/n. = 10 as an example, an
electron temperature of T, = 6eV would compensate the lower electron current and yield
the same dust potential.

Like for any other capacitor connected via a resistance R, the dust particles have a finite
charging time 7, that is the time it takes to reach 1 — e ! of its equilibrium charge. The
resistance in a dusty plasma is determined by the currents [; and I, through the sheath
around the particle. However, the according sheath resistance Ry is not strictly ohmic but
changing with the dust potential Rs(®4) and therefore the charging currents exhibit some
non-linear behaviour. Nevertheless the common equation for the charging of a capacitor can
be used by expanding the charging currents around any dust potential ®q:

TP = G = G (H@)+ L) =g @ =), (259)

P =g =
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Figure 2.9: The charging time 7 for a dust particle of 10 nm radius is in the order of several
hundred microseconds. It increases with increasing 7, and decreases with lower 7.

where, using equations and

L df dl.
Ry(®y) dP o, do By (2.59)
627mir§ kpT; 1/2 627mer?1 kT 1/2 edy 9 '
= - : + : exp | — xX ry
kpT; 2mmy kg7 27TMe kg7

stands for the differential resistance R(®q), which is the inverse slope of I versus ¢ around
the potential ®4. We can see, that because C' «x rq and Ry 7"52 the charging time constant,
defined like for a spheric capacitor 7 = R,C' r;l, becomes bigger for small particles. In
order to investigate the charging time in more detail one can integrate the dust potential
numerically by using the current in equation [2.58

AD(Dqg) = é (fi(Pa) + Le(Pa)) - At. (2.60)
Figure shows the result of it for 7y = 10nm, n; = 4 - 10" m~2, but different n, and
for different electron temperatures. The charging time 7 increases with increasing electron
temperature, because a higher floating potential needs to be reached. It also increases with
increasing ratio n;/n. due to electron rarefaction and consequently lower electron current.
As already mentioned, the charging time is inversely proportional to the dust radius. So for
a 1nm radius particle the charging or discharging takes some milliseconds. If the plasma
undergoes a sudden change, the nano-particles may take up or release electrons after the
sudden change and by doing so they can influence a dynamic response of the plasma.
One of the first to describe the effect of electron depletion by high dust densities were Havnes
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et al. [121]. They introduced the plasma paramter P, which divides a dusty plasma into two
categories, P > 1, where the charge and dust potential is significantly diminished, and
P < 1, where the particles are charged like a single dust grain and the plasma remains
unaffected. The Havnes value is given by [122]

P = 695T,y rapum - —
n

e

(2.61)

with the electron temperature 7¢y in eV and the dust radius 74, in pm. For T,y = 6 and
rq = 10nm like in figure a ratio of nq/ne = 0.024 corresponds to the case of P = 1. This
means, that at an electron density of n, = 4 - 10 m™ a dust density of nq = 9.5- 10 m™3
marks the threshold for an undisturbed plasma. For bigger radii an even smaller dust density
is required to cause significant electron depletion in the plasma.

The above described dust charging model does not account for all effects, moreover it was
assumed, that the electron energy is distributed maxwellian, which may not be correct,
especially in RF-plasmas, as calculated by Denisenko et al. [123]. However, for the sake of
simplicity of the calculations it shall be applied here, and, in fact, the orbital motion limited
theory provides fast and valuable answers.

If the reader is interested, of course, many more models exist to describe the dust charging
with more advanced assumptions. The above given theory fails, when the sheath around
each particle is not collision-less, more than one ion species is involved or other charging
mechanisms like secondary emission have to be considered. Solutions are given in [33,[120,
124, for example. One probably important effect the standard OML model does not account
for is the heating of very small dust particles. Due to the energy flux in form of energetic
molecules and atoms and exothermal reactions at the particle surface in combination with
the little mass of the nanometre sized dust, the nanoparticles can heat up significantly. This
may enhance the desorption 4. of electrons, that is a function of the adsorption energy Fi
of electrons at their surface and the particle temperature 74:

kT E,
Lie = Qa7 exp <— ) , (2.62)

h kgTy

where h is the Planck constant.
Bronold et al. [33,124], therefore, proposed to add the desorption current I4. to the current
balance in [2.51] onto the particles:

0=1(Pq) + Ige (Pg) + L (Pg), (2.63)

which then leads to a reduction of the particle charge. Hinz proposed in his thesis [87], that
this effect may be amplified by the Schottky effect, that occurs at high field strengths at the
particle surface and reduces the adsorption energy Es of the electrons even further.

2.3.2 Charge fluctuations on small particles

The above introduced orbital motion limited theory for the charging of spheres in a plasma
is not only disturbed by secondary electron emission but also by the finite elementary charge
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Figure 2.10: On small particles charge fluctuations in the order of their total charge can
occur, generating even positively charged dust. Here rq and T, are taken in units of nm and
eV, respectively. After [125];

of the impinging electrons and ions. As shown in equation a very small dust particle
carries only a very few elementary charges on average. Because it is on floating potential
the ion and electron currents cancel each other out on average, but at a short time scale the
exact equilibrium may not be given. This leads to charge fluctuations as demonstrated by
Cui and Goree [125] for example. The amplitude of the charge fluctuations AQ around the
equilibrium charge (Q) = (Z) e can be estimated to be

29 o5 (Z)| 2. (2.64)

(@)

On very small particles, that carry only a few elementary charges, this can even lead to
positive charges.

Taking a particle diameter of 0.76 nm as an example the particle charge distribution as
calculated by Cui and Goree is shown in figure for two different products of the radius
with the electron temperature rq/[nm] - 7, /[eV]. Resuming the graph, particles in a 2.6 eV
hot plasma carry an average charge of (Z) = —2 but round about 1 % of them is not charged
at all and 0.01 % are even charged positively. The dashed line accounts for even smaller
grains and illustrates, that positive and negative charges can be almost evenly distributed
among tiny grains.

Because positive and negative particles are attracted once they are in the vicinity of one
Debye sphere to each other, the charge fluctuations can play a crucial role in the beginning
of the dust growth process as will be discussed in the following section Particles of a
few nanometres in size or more, on the contrary, always experience repulsive forces between
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each other.

2.3.3 Forces on dust particles

Particles inside a plasma charge up as described in section [2.3.1. Thus not only the grav-
itational force is acting on them but also an electrical force depending on the background
potential. Electric forces repel the particles from each other leading to extensive three di-
mensional dust clouds. If other forces become dominant, however, the cloud may shrink
down to a mono layer in front of the powered electrode for example. Therefore it is nec-
essary to develop an understanding of the forces in order to predict the dust distribution
inside a plasma vessel.

Electrical forces In a general form any charged and floating object of charge Q is accel-
erated by the force .
Fel = —QV@(I, Y, Z) (265)

in a given potential profile ®(x,y,2). The potential profile usually exhibits a very strong
decrease in the sheath region but is relatively flat elsewhere, as already introduced in figure
2.6l So the electric force resulting from the background potential is most dominant in the
sheath, where the potential is only dependent on the distance from the electrode or wall,
chosen to be in z-direction here. The electrical field F(z) decreases with increasing distance
to the boundary and for a negatively charged particle the resulting force [126]

Fiyp = Qq (1 + %) E(z). (2.66)

acts inwards into the plasma. The factor in the brackets pays attention to the non-uniform
polarization of the plasma bulk as response to the emerged particle. For very small particles
it is essentially equal to one, but for bigger particles it enlarges the electric field force. It
is the main force, that confines the particles in the plasma at any place and it is especially
strong in front of the powered electrode, where there is the largest potential drop. This
confining force increases with particle radius, because Fy, o< Qq o< rq.

The potential shape can be strongly influenced by the presence of inhomogeneously dis-
tributed negative particles. Another way to account for the force produced by a modified
potential is to treat the particle interaction directly. Each particle at a distance d > rq, can
be treated as a source of the Yukawa potential or Debye-Hiickel potential, see equation [2.6]
It produces a force acting onto a neighbouring particle of the same charge (4 in the distance
d > 2rq along the direction of their connecting axis &g of the shape [127]:

ﬁ Q2 (1 1 d\ .
Py = — S+ — - ) éa 2.
Yuk 4:7T€0d d )\D oxp /\D cd ( 67)

The repulsive particle interaction counter acts against the confinement, when the dust par-
ticle amount reaches a critical value, where the cloud fills the entire plasma bulk and, thus,
starts to push out the outer particles. The Yukawa force scales with the square of the dust
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radius, because Q3 oc 3.

Gravitational force Because the powered electrode is at the bottom in the here used
set-up, gravitation pushes the dust onto it. It is calculated by the mass of the dust particle
mgq and the standard gravity gy ~ 9,81 ms=2:

—

Fy = —mggé.. (2.68)
For a known mass density pq it can be rewritten to

— 4 5 -
F, = —gwrjpdgez. (2.69)

However, usually the chemical composition and especially the porosity is not well known,
making it difficult to determine the particle mass and, thus, the gravitational force. For an
overview over the density range of crystalline poly-acetylenes the reader may refer to [128],
however the chemical composition of the produced nano-particles may differ.

The gravitational force scales with r3. Tt is the reason, that micro particles align in a two
dimensional layer or multi layer above the lower electrode, where it is compensated by the
electrical force from the sheath [129]. For nano-particles it is very small and much less
dominant. Therefore, they can levitate easily by the combination of the residual forces.

Thermophoresis Because the powered electrode is shielded by a ceramic in the used set-
up and only connected to the wire delivering the rf-power, it cannot get rid of its heat
by conduction. Convection occurs only at higher pressures, so the only cooling comes by
radiation, which is relatively little. Moreover, the ion energy is greatly enhanced by the
strong voltage drop over the electrode sheath. Therefore the powered electrode can heat up
significantly compared to the surrounding.

The resulting temperature gradient V7, in the neutral gas is directed towards the hot
electrode. Considering gas kinetics, like done by Rothermel et al. [130] following Talbot
et al. [131], a counter acting force F}, must push any particle away from the electrode:

2

Fyp = ——14VT,. (2.70)

The dimensionless factor § is in the range between 2.66 and 5.66 [127] depending on the
model. Furthermore, o, stands for the cross section of neutrals with neutrals, which is
said to be 42 A big [119]. An estimation of all the forces introduced is done in figure
in dependence of the dust radius. For the thermophoretic force it was assumed, that the
electrode is 10 K hotter than its surrounding and the chamber height was averaged to be
30 cm, thus, resulting in a temperature gradient of 33.3 K/m. The value /3 was chosen to be
3.33, like done by Rothermel et al. for argon in the pressure range from 14 ...46 Pa. As can be
seen, under the given conditions, the thermophoretic force dominates the gravitational force
for particles smaller than 90 nm, resulting in easily levitating dust clouds or even pushing
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particles to the top.

The thermophoretic force may be one reason besides soiling of the reactor, why experiments
can be hardly reproducible. After having run an experiment for some hours, the powered
electrode can have heated up significantly, especially under high powers.

It is not well understood, how big dust quantities may effect the thermophoretic force. Tt
is expected to saturate far away from the heat source due to cooling effects closer situated
particles. Therefore, particles close to the heat source may feel a stronger gradient than
those in the shadow of the dust cloud. A detailed model for a silane containing plasma is
given in [132].

Ion wind force During the stable plasma process charge carriers are constantly absorbed
by its surrounding surfaces. Electrons are driven out of the discharge by their thermal
velocity and ions are pushed out towards the lower wall potential. Consequently, in order
to achieve an equilibrium state, the amount of ions lost to the wall, described by the rate
Ryan, needs to be compensated by ionization processes R, in the plasma volume. Moreover,
recombination processes, R, in the volume also need to be compensated and in case of a
dusty plasma with a high quantity of grains, the ions recombine with the electrons at their
surface too, described by Rg.. Overall a balance between production and losses of ions

must apply, given as
Rion = Rwall + Rrec + Rdust (271)

on the left hand side and right hand side, respectively. If the rate for wall losses is defined
as the amount of ions crossing the sheath edge in front of the walls, ionization processes
inside the sheath do not need to be considered, because those ions cannot reach the plasma
volume.

All in all, the production of ions in the plasma and their losses to the walls cause a net
ion current from the centre of the discharge outwards. Therefore ions don’t move randomly
by thermal motion but they experience a superimposed motion out of the discharge. The
outward motion is a drift through the plasma, in which there are the nano-particles incor-
porated. As the velocity of the ions is bigger than that of the dust, the situation can be
regarded as particles exposed to an ion stream of the velocity [90]

8kpT,
v =02 4 — (2.72)
m

S

which simply describes the average velocity of a shifted Maxwellian ion-distribution. It
consists of the ion drift velocity vq superimposed to the average thermal velocity. For small
temperatures 7; the drift velocity becomes dominant and vice versa.

The fast ions can either be collected by the particle or only scattered, if they pass close by
but do not hit its surface. Ions coming in on a cross section of o, = 7be? will hit the surface,
those further outward will change momentum during the passage through the dust particle
field, see figure In both cases momentum is transferred to the particle, so the overall
ion wind force can be divided into those two components

F=F+F, (2.73)
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scattering

Figure 2.11: The ion wind force is divided into two components: momentum transfer by
scattering of ions in the particle field and by collection of ions on its surface. From [90];

respectively. Assuming mono-energetic ions, upon collection they transfer their entire mo-
mentum m;v to the particle and the rate at which this happens can be determined by the
ion flux density nv times the effective collection cross section wb.?, so the overall collection
force results in:

F, = nymiv°mh.2. (2.74)

Because the dust collection radius b, is effectively enlarged by the attractive force between
ions and negatively charged dust particle, it is given as [90]

2ed
be = ray /1 — njvj. (2.75)

Additionally using the average velocity vg, the average collection force can finally be rewritten
as [133]:

2 2€q)d
(F.) = nymvgvgqmry (1 mivs2) . (2.76)
It increases proportionally to rq%, and therefore, big particles tend to be pushed out of the
discharge, so that a woid is formed in its center [134}|135|, whereas new and very small
particles can form inside the void and stay there for a while. The presence of a void has also
been found in earlier works on the same reactor as used in this study [136].

The other part of the ion wind force comes from ions deflected by the angle x as given in
figure 2.11] so that they transfer the momentum

Ap=p(1—cosy) (2.77)

to the dust particle.

In order to move forward in the orbital motion theory some assumptions have to be checked:
First of all the shielding length s needs to be thought over. For micro-meter sized particles
extensive research on their charging and the ion motion in their close vicinity has been done,
a good review can be found in [137]. It is shown, that the dust potential is not strictly
of Debye-Hiickel kind for high ion stream velocities due to wake effects. Here, however,
we want to concentrate on dust immersed in the plasma bulk, where the ion drift velocity
is relatively small, more precisely, smaller than the thermal ion velocity. This is valid in
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the central region, but can be violated in the outer regions of the plasma bulk, where ions
are more and more accelerated towards the sheath edge, where they finally reach Bohm
velocity. However, here we only want to get a feeling of the order of magnitude in order
to compare the ion drag to other forces. Therefore, we assume, that vq < vy,; and, hence,
that the shielding can be expressed by the linearized Debye length \; = A\p. In experimental
investigations from Hebner [138|, chlorine metastable and ion drift velocities of 600 to 800
m/s were reported. In [139] the influence of the gas composition, in particular of heavy
ions in a light background gas, was investigated and it was demonstrated, that the ion drift
velocity can easily overcome the thermal velocity. However, for pure argon in a parallel plate
RF discharge, the ion drift velocity was found to be relatively small at 160 m/s, which is
round about half of the thermal speed. So the above taken assumption can be doubted, here
however, we want to concentrate on a qualitative picture to achieve a simple understanding
of the particle forces.

Secondly, Daugherty et al. conclude in their work [126] small size of nano-particles validates
the assumption, that rqy < A, in order for the Debye-Hiickel potential to apply. Here the
dust radius varies between a few nano-metres and a few hundreds of nano-metres, whereas
the shielding length, assumed to be the linearized Debye length, was calculated in to
be A\ &~ 20pm.

Having those two points checked, the standard point-charge treatment with its roots in
Chandrasekhar’s calculations [140] can be used, where only scattering angles y = 0...90°
are considered. The according impact parameter for a stationary dust particle is then derived

to be:
eQq
2

4megm,Ug

bgo - (278)

with m, = mymq/(m; + mg), the reduced mass. The resulting ion scattering force is [133|
F, = njugmivgdmboy°T, (2.79)

making use of the Coulomb logarithm

1 2 2
I=-ln (M) (2.80)
2 be” + bgo

Comparing the contribution to the ion wind force, the scattering force dominates for very
small particles. The bigger the particle becomes, however, the more ions will collide with
its surface and contribute to the collection force. Finally, when the collection radius reaches
b. = Ap, the above given theory isn’t applicable any longer, but the scattering force decreases
to an irrelevant level anyway. The overall ion wind force is depicted in figure 2.14] where
this transition can clearly be seen.

Taking rqy = 10nm as example again, the ion wind force dependence on the ion drift velocity
vq has been calculated. When the drift velocity becomes high, the stiffness of the ion
trajectories starts to reduce the transferred momentum due to less deflection in the particle
field. Therefore, the overall ion wind force exhibits a local minimum for high ion speeds,
which in this case can be found at round about 3vg. Hence, for nano-particles smaller than
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Figure 2.12: The ion wind force, here calculated for r4 = 10nm, exhibits a local minimum
at high ion velocities due to stiffer ion trajectories at high speed, and thus, a decrease of
the contribution by deflecting ions. In the bulk plasma, however, it is mainly the scattering
force, that contributes, because the collection force becomes dominant only for vg > vg.

10 nm, the collisional term becomes only relevant in the sheath but not in the bulk. As the
local maximum of the ion wind force lies at 300...400m/s, particles close to the sheath
edge, where ions have already picked up a considerable amount of speed, should be exposed
to smaller drag forces than a little bit further in the bulk.

More advanced calculations have been done by Khrapak et al. [141] and Hutchinson [137]
for example. A detailed model on the spatial nano-particle distribution in silane plasmas
due to the acting forces was developed by De Bleecker et al. [142].

Neutral drag force In contrary to the above mentioned forces, the frictional neutral drag
force only occurs in a dynamic system, where the dust is moving through the background
gas or vice versa. The resulting friction has to be divided into two regimes, distinguishable
by the Knudsen number Kn = A\, /74, where Ay, is the molecule mean free path in the
neutral gas. For Kn > 1 the gas flow has to be described by gas-kinetic theory, because the
molecules move almost freely in space. It is the so called free-molecule region. For Kn < 1,
in the so called continuum regime, the flow is laminar and the problem has to be treated
like a fluid as firstly done in 1851 by Stokes [143]:

Fy = —6TpurqTel. (2.81)

Important is the relative velocity between the dust particles and the neutral background
gas Uy = Uq — Uy. The equation makes use of the viscosity u, that later was related to the
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Figure 2.13: Often carbonaceous nano-particles grown in discharges have a cauliflower-like
surface indicating a porous structure. From ;

Brownian diffusion coeflicient D

ksT,
=B (2.82)
67 g
by Einstein [144]. Translating the mean free path through gas-kinetic theory into
kT,
& (2.83)

Ampp = —2o
P \andp

with d = 0.106 nm for the covalent radius of argon and a gas pressure of 6 Pa the Knudsen
number can be calculated to Kn = 1.4-10° for nano-particles of size rq = 100 nm. So the dust
motion in the here described case clearly has to be described in the free-molecule regime.
This was first completely done by Epstein in 1924, who used the famous oil-drop
experiments from Millikan to verify his results. The momentum transfer between the
dust grain and neutral gas is dependent on the kind of reflection on its surface. If a neutral
particle undergoes specular reflection, it can transfer up to two times its initial momentum,
whereas in diffuse reflection the lower limit is only one time the initial momentum. Therefore,
in his model Epstein introduced the accommodation coefficient o, which is

(2.84)

5— 1 :specular reflection
1.44: perfectly diffuse reflection

for spherical particles. His model can be adapted in plasmas and, thus, the neutral drag
force is given as

4
F, = —5§7rr§mnnn@th7nz7re1, (2.85)
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where ¥, is the same as in equation and the thermal gas velocity can be expressed
as U, = (8kgTyn)/(mmy). Unlike as in the fluid system, where the relation is linear, the
neutral drag force increases with r3. The reflection of the neutral gas at the surface and con-
sequently the accommodation coefficient must differ for a smooth or a rough surface. Because
nano-particles grown in acetylene containing plasmas are known to have a cauliflower-like
morphology, see figure 2.13] a coefficient of 6 = 1.44 seems to be suitable. However, very
small particles often seem to exhibit smooth surfaces, and thus, the coefficient may differ
slightly.

In order to get a feeling for the order of magnitude of this force one can calculate the gas flow
velocity through 3/8-inch swagelok tubing system at 1sccm flow rate. Making use of the
ideal gas law the gas volume for experimental conditions corresponding to 1sccm at standard
conditions is:

1013hPa 300K

6Pa 273K
so that the minute-wise processed gas column in the tube has a height of 838 m. Consequently
the gas flow velocity must be 838/60 m/s. Assuming, that the gas velocity at the exit of the
tube, which is in the reactor, is the same as inside the tube, and that the dust particles are
at rest, the relative velocity is found to be v, ~ 13m/s. The resulting force is plotted in
figure As can be seen there, the neutral drag force can play an important role on the
shape of the cloud as it is one of the strongest forces in case of such high relative velocities.
In real experiments the coupling between the discharge parameters and the dust modifies
the plasma at the dust position and vice versa. Therefore, a precise calculation of the forces
requires a detailed model, that accounts for the effects of high density particle clouds on
the plasma, like for example in [147]. Here, a self-consistent model beginning with the
coagulation of particles, then describing the charging processes and finally calculating the
transport mechanisms by evaluating the forces has been developed.

‘/6Pa =

-1lem® = 1.86 - 10* em?, (2.86)
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Figure 2.14: An estimation of the forces acting on nano-particles in dependence of their size
rq; Obviously very small particles experience the best ratio of confinement by the electric
force from the sheath potential Fjye.in to the other forces. Especially the particle-particle
interaction Fyukawa and the ion wind force Fio.wina always act outward of the discharge
against confinement. The neutral drag force Feutralarag €xerted by a moving background
gas, here estimated for a gas velocity of v, = 13m/s for resting particles, acts in direction
of the gas flow and, therefore, depends strongly on the gas injection and pumping method.
The thermophoretic force Fipermo acts only upward (here estimated for powered electrode
temperature elevated by 10 K) and the gravitational force always acts downward (estimated
for mass density of particles of 1000 kg m~3). Interestingly, the ion wind force does not change
much for particles in the size range from 100 to 1000 nm, because that is the transition region,
where the scattering force becomes less relevant and the collection force starts to dominate.
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Chapter 3

Reactive plasmas

Many different techniques have been developed to deploy thin layers to any given kind of
substrate. Among the working horses in industry, which are the physical and chemical
vapour deposition (PVD and CVD respectively), also plasma based processes have become
increasingly important due to their unique and qualitative deposits. Here again a huge
variety of different principles and set-ups can be found. This chapter is only dedicated to
the plasma enhanced chemical vapour deposition (PECVD), because it is the kind of reactive
plasma used during this thesis.

The PECVD set-up is very similar to the classic CVD. The main difference is, that instead
of using heat, the chemicals are activated and transformed by the means of hot electrons
from a plasma source, whereas in a CVD this is done by a simple heat source. Therefore,
even if in some processes the substrate needs to be heated to elevated temperatures, the
process temperature can be lower in PECVD reactors. A good example is the deposition of
SiO, layers. In a classic approach 650 to 850° C are necessary to convert the precursor into
the desired product. In a PECVD reaction, however, it is sufficient to heat the substrate to
only 300 to 350°C [102]. This obviously has the advantage, that these thin layers can be
applied to more sensitive substrate materials, like SiOy as a non-permeable gas barrier to the
inside of PET bottles [148]. Moreover, lower temperatures are interesting for economical and
environmental reasons and, not less important, the coatings often exhibit a higher quality,
e.g. better uniformity and better adhesion [149).

Another example for the use of the PECVD is the deposition of diamond like carbon, DLC. It
is a very tough layer, used for example on machine tools or in car industry in order to improve
wear resistance, tribological properties and hardness. The mostly black thin coatings can
be produced by a mixture of gases, containing a carbon rich precursor, added to a halogen
plasma [150]. The necessary, diamond specific formation of sp>-bonds is initiated by an ion
bombardment with energies greater 100eV [101].

Because in most cases the electrons are assumed to be Maxwell-distributed, a small but
significant amount of them is highly energetic in the range of several electron-Volts. During
elastic and non-elastic collisions they can transfer energy to the participating molecule. This
leads not only to indirect heating of the gas but also to excitation, ionization and dissociation.
This in turn initiates a huge variety of chemical reactions in the gas phase and at surfaces,
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Figure 3.1: The principle of a PECVD process in a RF-reactor; Prior to surface reactions
the reactive species need to be formed by the means of plasma reactions and then have to
be adsorbed on the substrate. Once on the surface they can desorb again or participate in
the growth of thin films. In this kind of set-up vacuum pumps are necessary, which can deal
with reactive exhaust gas. After [151];

which challenges researchers to identify the main reactions in a process and to control the
chemical outcome of it. A good introduction into this kind of plasmas can be found in [15]
and [101].

In this chapter the zoo of different species for the so far known reactions in an argon-acetylene
discharge shall be discussed. Furthermore, the reader will be introduced into the growth of
nano-particles by the above given plasma, which can be divided into three consecutive steps:
nucleation, coagulation and accretion.

3.1 PECVD

Basis of any PECVD process is an essential admixture of a chemically reactive gas to the
chemically inert background gas. Whereas the reactive component does most of the chem-
istry, the background gas is mainly responsible for the physical properties of the discharge.
This way, at least in parts, the plasma properties can be decoupled from the chemical re-
actions, which gives more freedom in the set of adjustable parameters. A very common
background gas is argon thanks to its relative low costs and also relatively low ionization
energy with 15.76 eV compared to 24.59 and 21.56 eV for helium and neon respectively.

The reactive elements can be brought into the chamber directly as a gas, but sometimes it
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Figure 3.2: For crystalline and polycrystalline films three different growth mechanisms can
be identified: a) the Volmer-Weber-, b) the Frank-van-der-Merwe- and c¢) the Strankski-
Krastanov-mechanism. Graphic taken from [152];

is necessary to first evaporate or even sublimate the chemical. Once in the gas phase, those
molecules are called precursor, because they are the initial building blocks for any reaction
in the gas phase or on surfaces. If the evaporation process needs to be enhanced without
further heating, the partial vapour pressure can be lowered by transporting the vapour away
from the solid or liquid precursor. This is done by a carrier gas, which typically is the same
as the background gas. In this work the precursor CoHs is already available in the gas phase,
which simplifies its flow controlling. In some cases it can be useful to introduce a third gas
like hydrogen in order to steer the chemistry into a certain direction.

The necessary chemical steps for thin film formation can happen in the gas phase or on
the surface. It depends on the discharge conditions and the kind of precursor. For thin
films with good adhesion, the chemicals need to bond to the surface, which means, that the
reactants, which may appear as radicals, ions or neutral molecules, need to only be formed
in the gas phase but then to diffuse onto the surface, where they adsorb. On the surface
the reactants can further diffuse until they finally find vacant sites to bond covalently to. A
principal sketch of a PECVD process with its reactions is shown in figure 3.1}

On the way towards a covalent bond different loss processes counteract against thin film
formation. Firstly, during the diffusion towards the surface, the reactants can further dis-
sociate or in a collision combine to a bigger molecule. In the extreme case the combination
occurs mainly in the volume, leading to dust formation. They also may charge up nega-
tively, and thus, get trapped in the discharge or simply be pumped out through the exhaust
pipes. Secondly, once adsorbed on the surface, the molecules may also desorb again, upon
which they can come back again, decompose or also be pumped out. Etching of the surface,
actually used for semiconductor industry, can occur chemically or for plasma facing surfaces
also physically by energetic ion bombardment. If the time for diffusion on the surface is too
short, because the flow of precursor is very high, not all vacant sites will be saturated and
the films tend to be porous or to grow in a columnar structure.

In crystalline films the system tends to minimize the surface energy of the substrate, so
instead of looking for vacant sites, the ad-atoms tend to attach to atomic steps, which does
not further increase the surface area. Here three growth modes, see figure [3.2| are known,
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Figure 3.3: The structure zone diagram resumes the influence of effective energy of the
impinging species and substrate temperature on the structure of plasma based deposited
thin films. Figure from [153]; Here E*, T* and ¢* stand for the effective energy, normalized
substrate temperature and deposition thickness, respectively.

the Volmer-Weber mode, which is a layer by layer growth, the Frank-van der Merwe mode,
which desribes the incomplete coverage of the substrate material by formation of clusters on
the surface and the Stranski-Krastanov mode, which is an intermediate [152].

Of particular interest for plasma based deposition techniques is the influence of the process
parameters on the microscopic structure and quality of the deposited films. It is common,
especially for sputter deposition processes, to identify two main factors: the substrate tem-
perature and the energy of impinging ions and atoms. For the illustration of those two
parameters Thornton developed the famous structure zone diagram by describing the
energy of incoming particles with the process pressure. This has been modified by An-
ders , who rather uses an effective energy E*, also accounting for energetic ions. In the
resulting diagram, see figure the deposited film varies in thickness ¢t* mainly due to the
energy flux.

PECVD reactors can be realized in different set-ups. Ranging from DC plasma jets [155] and
electron cyclotron resonance ion sources to RF discharges, many industrial processes
for different films exist, each with a unique set of parameters. Consequently each set-up and
chemical process require other dissociation, recombination, reaction and diffusion rates. The
set-up used for this work is presented in chapter
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3.1.1 Film growth kinetics

Often for economical reasons the growth rate is one of the most important properties of a
process. For comprehensive purposes, the growth kinetics shall be introduced here for the
most simple case: species A becomes adsorbed with rate K, on a surface S, from where it
can desorb at rate Ky or form a permanent bond A-S with the surface at the reaction rate
K.. The prior synthesis of the reactant species A by means of dissociation at rate constant
Kaiss 1s regarded to occur only in the discharge centre and loss processes, like pumping or
recombination, shall not be discussed here.

For an extensive overview over surface growth mechanisms and models the reader may refer
to |15,/157], that were mainly used to derive the following paragraphs. For a complete
understanding the specific chemical steps and each of the rates need to be considered. This
has been intensively studied for example for the growth of silicon from silane during the 80’s
and 90’s. A brief overview over that topic can be found in [158].

To begin with, the species A first needs to reach the surface. Because the neutral density
is several orders of magnitude higher than the ion density in the plasma, the neutrals are
mainly contributing to most of the film growth. Therefore, the transport of A towards the
surface needs to be based on diffusion.

Gas kinetics Considering, that most of the neutrals are represented by the background
gas B, the species A must diffuse through it, so that the process can be described by the
diffusion constant via

kgT
Mrvap '

Dyp = (3.1)
Here the relative mass Mg = mampg/(ma+mp) and the collision frequency vap = npoapiap
with the mean relative speed v, = (8kgT /7 Mg)'/? have to be used. Doing so

T 1
Dy =<
8NBoAB

T
Uap = g)\AB@AB (3.2)

follows, where 045 stands for the collision cross section, which typically is in the range of
2-6-10719 cm?, and where A\4p = 1/npoap represents the respective mean free path.

When applying np = pp/kgT by the use of the ideal gas law, and further assuming the partial
pressure of the reactant negligible px < pg, so that pg = pit, the following dependence can

be established:
T3/2

Prot
So, increasing the pressure slows the diffusion down, whereas increasing the temperature
leads to a better transport of reactants from the center to the surfaces.

Considering the case of a one dimensional reactor with dimension [, so that at x = +1/2 are
the surfaces, Fick’s second law can be applied:

Dap (3.3)

on D 9°n
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Knowing, that in a steady state, the diffusion to the walls must be balanced by the production
of species A through the dissociation at the rate Ry of the precursor P of density np in the
chamber volume, where n,(0) = ne

Raiss = KdissnpTeo, (3.5)
one can find 5 o2
n A na
= Dap—— + Ryiss = 0. 3.6
ot AR T (3.6)
Thus, equation can be rewritten to
8271,4
T HMABTg 9 T Kaissnpneo (3.7)
by the help of equation . Considering I'4(0) = —Dap0Ona /x|y = 0, it has the solution
Rdisslz 41‘2
= 11— — 3.8
na(x) D1 ( 7 | Tt nas (3.8)

for the density profile of the reactant, with n4g being its density at the surface. Following
Fick’s first law and using an expression derived by Chantry [159] the flux of reactants close
to the surface must then be

l

= Rissz = ————NasVaB,; (3.9)
12 2 2(2-7)

GnA
r 2) = —Dsp —
a(l/2) AB

where the surface loss probability v was used instead of the reflection coefficient R =1 — ~
like in [159]. It varies from 0 to 1 for an absorbing surface but becomes negative in case
of a source of reactants. Making use of the ideal gas law again and inserting the mean
relative speed shows the pressure and temperature dependence of the reactant flux close to
the surface:

Ta(1/2) o %. (3.10)

Solving [3.9] for n4g yields the reactant concentration at the surface
2(2 — 7) Rdiss [ 2(2 - 7) KdissnPneO [

nAg = ——— = — X pp K gissNe LT3, 3.11
S Y Oap 2 v Skel/mMg2 e (3.11)

So the reactant concentration n4(z) now is expressed as a function of the dissociation rate in
the discharge center and the surface sticking probability, Rgiss and v respectively, for given
values of nqy, T', piot and partial precursor pressure pp. Exemplary the result is plotted in
figure[3.4]for three different pressures at a fixed ratio of precursor to argon as background gas.
As can be seen, the overall concentration of reactant A increases with increasing pressure,
which is due to the overall increase of precursor flow and due to a slow down of its transport
towards the surface at © = [/2.

The problem changes completely, when nanodust is present in the discharge. The reactant
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Figure 3.4: With increasing pressure the reactant transport is slowed down, so it can accu-
mulate in the discharge center at x = 0. Also at a fixed ratio of precursor to background gas
the total concentration of precursor increases with pressure, and thus, the dissociation rate
producing the reactant is enhanced.

faces a much bigger effective surface area than in a clean plasma, because each dust grain
behaves like a small floating surface, that is not far away from the source of reactive molecules
but actually right in the center of the discharge. Therefore, diffusion will not be the main
process determining the flux of reactants onto the particle surface. Instead the flux can be
simply described by the thermal motion of the reactive molecules [157], when neglecting a
back-flow due to a sticking coefficient smaller than one:

ba - pA
(27rmAl<:BT)1/2 T2

Ty = (3.12)

Thus, the same dependence on temperature and pressure as in the diffusion case|3.10|can be
found, which explains, why the diffusion model also is applicable in non-diffusive cases like
in very low pressure [15].

In the above case no volume losses for the reactive species were considered, which can be
a good approximation for low pressure reactive plasmas, where the reactant mainly collides
with inert argon atoms on the way to the reactor walls. Also, in order to have inelastic
collisions, which may result in reactant losses, the molecules must be able to release energy.
Therefore, volume reactions often take place through three-body-collisions, which are rare
in low pressure. However, if dense nanodust clouds are present in the discharge, the losses
onto the particles may be big, and thus, a second case accounting for volume losses Ry =
Kpssnan a shall be derived in the following.

Basis of the reaction-diffusion equation needed is the same formula as in but with a
second linear term, that describes the losses onto the nanoparticles of density nq with the
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intrinsic reaction rate K., that in more detail is a complex function of the surface sticking
coefficient, surface reactions and dust radius:

6nA 8271,4

—:D —+Riss_ROSS:0‘ 3.13
ot ABT 2 d : ( )
Hence, one can reformulate equation to an inhomogeneous linear differential equation:
*n
- DAB a])QA + KlossndnA = KdissnPneO- (314)

Because —Kjossna/Dap < 0 an exponential ansatz has to be made with the boundary con-
dititons

Ona(z)

LA(0) = —Duap — 0, (3.15)
or |,
0
L'4(l/2) = —Dap ng;@ = mnAST_JABa (3.16)
1/2

leading to a solution of the form

KOSS l KOSS
na(z) =C (cosh (W/ ll)AZd : 5) — cosh (,/ 11)AZd x)) + nas. (3.17)

with the constants nag and C' being lengthy expressions:

g NASUAR

2(2 o 7> V' D 4B Kiossna sinh (\/ Klossnd/DAB ’ l/2>
_ -1

B Kaissnpeo Y VAB ' \/— ))
nas = —Klossnd (1 + 2(2 — 7) \/m coth ( Klossnd/DAB l/2 . (319)
In order to demonstrate the correctness of this solution it shall be shown here, that it
converges to the simple case in the limit Kj.snq — 0 of no losses to particles.

Because the cosh-expression goes to 0, but C' goes to oo, their first derivatives need to be
taken in order to determine if the product converges. The first derivative d/d(Kjessng) of
the cosh-expression goes to

li d h K lossTd l h K lossTd
1m ———— | COS A\l = "5 | —COs \/—'.I
Klossnd_>0 d(KIOSSnd) DAB 2 -DAB

C:

>0 (3.18)

(3.20)
B 12 ] 47°
~ 8Dup 2 )’
whereas the derivative of the constant C' goes to
dC v
lim = DTasUAB _ Rjss, (3.21)

Kossma—0 d(KIOSSnd) (2 - /Y) l
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Figure 3.5: When losses are included, the reactant density decreases. Here arbitrary values
were chosen for the loss term and the same conditions as in figure are plotted.

where in the last step it was used that

. 2<2 - 7) KdissnPneO ! 2— i Rdiss
lim nys = - =

[. 3.22
Kjossna—0 ’y T}AB 2 ’y @AB ( )

Hence, one obtains the same equation as in if there are no losses either due to a very
low nanodust density nq or due to a low constant K., which can be the case for very small
dust grains. The resulting profile for an arbitrary chosen value of \/Kjossna/Dap - 1/2 is
compared to the case without losses in figure 3.5

Anyhow, it can be concluded for the opposite case of high losses Kj,nq — oo, that in
a simple 1-D model the reactant density nag close to the surface depends on gas tempera-
ture 7" and partial pressure pp by

lim Nag = 2(2 - '7) Kdissnpne() Dap x pPKdissneO . /T73/2 (323)
Kiossng—ro0 Y VAR Klossnd V ptotKlossnd ,

where relation was made use of. Thus, the dependence on the temperature is strongly
reduced compared to the case without losses. For the flux to the walls, however, it can easily
be calculated, that the relation [3.10]still holds true.

It is important to notice here, that the reactant density at the chamber walls is always
lower than in the discharge centre. This is also correct, when including significant losses
onto particles. Hence, by measuring the reactant flux onto the chamber walls, which is
proportional to the density close to those, the neutral reactant density in the discharge

volume is underestimated in both situations. However, if the losses are great, more precisely
if the argument in the cosh becomes \/Kiossna/Dagl/2 > 1, the ratio between reactant
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density in the centre and at = = [/2 becomes:

n.4(0) v lap 2
~ . + 1, 3.24
nal/2) = 32 =) 4Dan 11y Kumia Danl)? &2
which approaches asymptotically
0
nal0) _ (3.25)

im
Klossndﬁoo nA(l/Q)

So in this case, the density at the walls approaches the density in the centre. On the other
hand side, if no losses are assumed, meaning +/ Kjossna/Dapl/2 = 0 the ratio goes to

: n.4(0) v lvap
1 — 1> 1. 3.26
Km0 14(1/2) 22— ~)4Dap | (3.26)

Apart from the sticking coefficient + the thermal velocity v45 and diffusion constant D 4p are
functions of the ambient temperature. Its ratio determines, how much the reactant density
decreases towards the chamber walls by

h_}AB x Ptot
4D T

(3.27)

Hence, for high temperatures the profile n4(z) becomes flat regardless the sticking coeffi-
cient, but for high pressures the density decreases stronger towards the chamber walls. This
knowledge is quiet crucial in order to understand mass spectrometric measurements, that
can only capture a local species density, if no scan over the axis x is done.

Furthermore, the above described loss case can also be applied for the precursor gas, index
P with the exact same mathematical description. Assuming, that dissociation and losses
to the walls are the only sinks for the precursor, then the loss term has to be substituted
by the already described dissociation rate and the gain term needs to be substituted by the
precursor gas flow rate into the chamber Rp, so that equations and following can be
applied with the following substitutions:

nyg — np,
Klossnd = Kdiss”eOv (3 28)
Kdissnpneo = RP

Dyp — Dpp.

Also, another sticking coefficient v needs to be considered, of course.

Surface kinetics Once the species A has reached the surface it can then after being
adsorbed react with the surface at the vacant sites of density ng. In a growth process the
amount of vacant sites can be assumed to be constant, because each chemisorbed species
later can also provide a vacant site. So the rate of chemisorption must be proportional to
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the density of vacant sites, the density of physisorbed reactants, expressed by the surface
coverage 0, and to the reaction constant K, [15]:

RAS = Krn()@. <329>

Because in the concentration of physisorbed reactants A:S must be constant in a steady
state growth process, a link between the surface coverage and the reaction rate constants for
adsorption K, desorption Ky and chemisorption K, can be made by

dnA:S
dt

= 0 =

= KanAsno(l — 6) — Kdnoﬁ — Krn()@ =0
. (3.30)

1+ (Kq+ K,)/Kanas’

where the right hand side terms describe adsorption, desorption and reactions with the
surface respectively. For very fast surface reactions, meaning K4 + K, > K, n g the surface
coverage becomes very small § < 1. This is typical for low pressure plasmas, where the
initial density of reactant is relatively low and it is also referred to as mass transport limited
film growth. The opposite, 6 ~ 1, holds true for the case of fast transport towards the surface
but low reactivity of chemisorption, which can usually be found at atmospheric pressures.
Here the film growth is limited by the surface reactivity.

Inserting equation into these two cases can also be distinguished for the surface
reaction rate, which is just another expression of the film growth rate:

R — K.ng ) King K,nas > Kq+ K, surface reaction limited
BT (Kq+ K.)/Kanas % Kynas < Kq+ K, mass transport limited

Therefore, in the surface reaction limited case, the growth rate depends linearly on the re-
action rate K, which in turn typically scales with the respective activation energy F, and
surface temperature Ts to K, o exp(—FE,/kgTs). However, it is completely independent
from the gas kinetics, and thus, from the diffusion and dissociation processes. On the con-
trary, in the mass transport limited case, the growth rate increases linearly with the reactant
concentration close to the surface, which by equation scales with the precursor pressure
and gas temperature to nag o< ppT~%/2. Thus, in this case, the process time relies on fast
gas kinetics, which not only depend on temperature but also on pressure.

In thin film technology the uniformity is one of the important characteristics of any depo-
sition. So if a process runs in the transport limited regime, the gas supply and flow has
to be thought through very carefully in order to guarantee the same amount of reactant at
any place of the substrate. Therefore it may be favourable to work in the surface reaction
limited regime.

In the case of a nanodusty plasma, where each particle is a deposition surface, the length
scale [ between the surfaces is very small, in the order of some micrometres. Therefore,
after equation [3.11] the density of reactant A close to the particle surface is very low and
consequently K,ns s < Kq + K, expected. Thus, the process is probably mass transport
limited, so that the growth rate should mainly depend on the precursor supply. At a fixed
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temperature 1" the dependence is simply expected to be linear with the partial precursor
pressure pp according to equations and Also, as the relatively fast surface reac-
tions consume the reactant immediately, it is expected, that the partial pressure pp in the
dust cloud is relatively low.

3.1.2 Influence of pressure and power

As demonstrated in the section above, the transport of reactive neutrals depends strongly on
the temperatures of the gas and substrate, T" and Tg respectively, and also on the total pres-
sure and partial pressure of the precursor, pio; and pp respectively. But the neutral transport
additionally depends on the dissociation rate Ry, that is influenced by the plasma through
the electron temperature and density, 7, and n.. These in turn can mainly be adjusted by
the pressure and power of the discharge. Moreover, they affect strongly the ion formation
and transport, that also participates in the particle growth. Therefore, the effect of pressure
and power shall be described in the following subsection.

During this thesis a capacitively coupled RF reactor named ATILA was used for the nano-
particle formation. It is explained in detail in chapter 4, but here it shall already be men-
tioned, that it is a highly asymmetric plasma, as already introduced and specified in section
2.2.3l The in this section presented measurements concerning the discharge power and pres-
sure have been done in ATILA in the frame of the master’s thesis of Nils Lukat |160].
Increasing the power, more of it is delivered to the gas volume and, thus, the overall exci-
tation and ionization rate increases too. However, it does not strictly implicate, that the
electron density or the electron temperature in the discharge changes. In a rather large
chamber the overall amount of free electrons N, can also increase by an increase of the
effective plasma size V. A good method to study this, is to monitor the self-bias voltage
when the plasma potential is changing. According to equation their relation is strongly
linear in case of a fixed symmetry factor B/A between the grounded suface area B and the
powered electrode A. However, already by naked eye it can be seen, that for low power or
high pressure the intense glow region of the discharges becomes very localized towards the
powered electrode.

Therefore, the pressure and power have been varied in the here used set-up, while the plasma
potential has been monitored by the means of the ion energy via a mass spectrometer and
the self-bias voltage by the means of electrical measurements in the frame of a master the-
sis [160]. Subsequently one map for each of the two signals has been made for powers from
10 to 90 W versus pressures from 2 to 33 Pa. For measuring the ion energy, the impurity
H3;O0" was taken, because its low collision cross section made it possible to measure up to
34 Pa and it was confirmed, that the energy yielded the same plasma potential as the argon
ion energy.

As can be seen from figure instead of a linear dependence between Vi, and & an
almost inverse behaviour can be observed: With increasing pressure the plasma potential
rises, whereas the self-bias voltage drops down. The same holds true for decreasing power.
This behaviour is rather unintuitive, because in a rough approximation the plasma potential
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Figure 3.6: The plasma potential is a function of electron temperature and density as well
as the plasma size. Measurements in an argon discharge have been done in ATILA by a
mass spectrometer at the impurity of mass m/z = 19 (left). Also the absolute value of the
selfbias voltage (right) is sensitive to the upper mentioned parameters and behaves somewhat
inversely to the ion energy. Taken from [160] and modified to english;

can be assumed to follow the electron temperature linearly :

Te 2 e
By — by — 0Te <O.61 mn ) (3.31)

€ my;

with the last term contributing positively due to a negative logarithm. So the decrease in
@, with rising REF' power must be either due to a lowered electron temperature or due to a
smaller floating potential 5. However, the floating potential should always be close to zero,
because no net DC current is running through the capacitively coupled powered electrode.
This means, if the plasma is stable and does not accumulate further charges, no DC current
can run through the grounded electrode neither. Thus, the grounded electrode fulfils the
definition of being at floating potential with I, = I; and consequently the floating potential
must be &5 ~ 0. However, in reality measurements usually reveal a significantly positive
floating potential. One explanation might be the building up of stronger ion currents onto
edges than in front of a plane surface due to an enhanced collection area, that is defined by
the sheath edge in front of the wall, not by the wall surface area. Also, the measurement of
the floating potential may be slightly too positive due to the geometrical factor, when using
a cylindrical probe, see chapter

Because in ATILA the grounded electrode is made by the entire rest of the chamber its
geometry is rather complex having those edges and plane surfaces and even gaps. Therefore
the overall net current through the walls may be zero but locally a positive current will be
drawn through edges and a negative one through the plane surfaces, cancelling out in total.
However, in that case the definition of the floating potential is not fulfilled locally.

Another explanation for a floating potential not equal to zero may be a bad coupling of the
plasma to the grounded electrode, which means, that most of the charges are lost in collisions
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Figure 3.7: The ratio of the powered electrode facing surface A to the grounded electrode
facing surface B varies as function of the discharge power (left) and the discharge pressure
(right). It is related to a change in the plasma volume, inducing a change in B, whereas the
powered electrode surface A remains constant. After [160];

before they can enter the walls. This can happen at high pressures or at low powers, where
the plasma is located close to the powered electrode and charge carriers have to travel a long
way towards the walls. Not reaching the walls any more, the effective wall is located much
closer to the discharge, where the potential is not zero but slightly positive and, thus, the
reference potential is not clearly defined.

Recalling section [2.2.3] especially equation [2.36]

U,  (B\*
U, \4)"~
a way to quantify the volume change of the plasma is to access the factor B/A via U, =

D1 — Viias and U, = ®,;, where A remains constant throughout any parameter variation. So
the plasma surface in contact with B can directly be taken from

7\ /g
B=A (%) | (3.32)

if the exponent 1/q is known. Taking ¢ = 2.21 as introduced in chapter this was
applied on the data in figure obtained in ATILA [160] for a power variation at 4.6 Pa
and a pressure variation at 20 W. The result is presented in figure 3.7

In this parameter range B/A varies from 3.5 to 7.5. Assuming the plasma to be sphere
shaped, for a rough estimation, with a fixed surface area contribution from A this variation
would correspond to a volume change of Vi /Va & (r1/ry)% = (8.54/4.5A)%/? = 2.6. With an
increase in the discharge power P of one order of magnitude but a change in volume V' in
the order of 2.6 the power density P/V should increase roughly by four times.

So, a change in the plasma volume, as demonstrated above, could explain, that the self-bias
voltage and the measured plasma potential behave inversely and that in Langmuir probe
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measurements [161] the electron density and temperature increase with power at a fixed
pressure due to an increased power density.

In case of the pressure variation a strong reduction of the plasma volume with increasing
pressure is observed. Because the power is fixed in this case, the power density should be
enhanced, too. Another evidence for that is the increase in the plasma potential, that after
equation may indicate an elevated electron temperature 7.

The changes in electron temperature and density also affect a PECVD process. Higher
electron temperatures lead to the dissociation of chemical bonds with higher dissociation
energies and also to stronger ionization, especially of species with high ionization energy.
Resuming a high electron temperature can initiate chemical reactions with high activation
energy, whereas low electron temperatures allow a "‘softer"’ treatment, where mainly easily
initiated reactions occur. The electron density actually scales linearly with all the rates
associated with electron impact reactions and is therefore mostly desired to be as high as
possible.

Independent of the discussion above the pressure also plays an important role regarding the
mean free path of reactive, excited and ionized species. When important steps towards a film
deposition need to happen in the gas phase a high pressure should be favourable. However,
in some cases the collisions in the gas phase become so frequent, that dust particle growth is
initiated [162], which usually is undesired. Also at elevated pressures three-body-collisions
can happen and open new possible reaction paths.

3.2 Main reactions in acetylene discharges

After having build up a comprehensive picture of gas and surface kinetics the main reactions
in acetylene/argon discharges shall be discussed including essential steps for nano-particle
formation.
Acetylene, also known as ethyne, ethine, narcylen or vinylene, is a hydrocarbon consisting
of two carbon and two hydrogen atoms in a linear structure due to the triple bond between
the two carbon atoms:

H C=C H

It has a mass of 26.04u and the ionization energy for the direct electron impact ionization
to CoHy is 11.41 eV [163], which is below the one of argon.

Several reaction mechanisms in acetylene containing plasmas are already known. Experi-
mental works [67,/72,74,164-167] try to identify not only the main reactions starting from
the dissociation of acetylene but also to find the precursors for nano-particle growth ending
in hydrocarbons with several carbon atoms. A nice review including gas phase and surface
reactions has been written in 2010 by Benedikt [168§].

3.2.1 Reactions involving acetylene and acetylene ions

In a first step acetylene needs to be dissociated. This may happen upon electron impact
but also de-excitation of argon Ar* during inelastic collisions with acetylene. Especially

o1
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reaction type reaction rate const. | reference
/(em®/s)

e~ impact dissociation e +CyHy - CoH+H 4 e [169]
e~ +CyHy — Cy +2H + e~ ’169]
e + CQHQ — CQ + H2 +e ’169]

dissociative ionization e~ + CyoHy — CoHY + H + 2e~ [169]
e~ + CoHy — CoH + HT + 2e~ [169]
e + C2H2 — C2+ + H2 + 2e” ’169]

dissociative e~ attachement | e~ + CyHy — CoH™ + H [170]

dissociative collisions H* + CyHy — CoHT + Hy 4.3-107° [171]

CoHi + CoHy — CyHf +H, | 24-1070|  [171]
CoHy + CyHy — C4Hy + Hy 0.43-107° [172]
CoHi +Hy — CoHf +H 0.48-107° |  [173]
C(;H;_ + CQHQ — CgH; + H, 0.17-107° ’173]
Ar* + CQHQ — CQH + Ar + H 3.5- 10710
CoH™ + CoHy — CH- +H, | 1.0-1072| [i71]

dissociative recombination | CoHy + e~ — CoH+ H 5.0-107° | 168,174
CoHF +em 5 Gyt Ht H 3.0-10°% | [168,174]
CoH + e — CH+ CH 1.3-10% | [168,174]
CoHY + e — CHy + C 5.0-107° | [168.174]
CoHy + e — Cy + Hy 2.0-1079 | |168,/174]

Table 3.1: Various dissociation processes for CoH, in low temperature argon plasmas

important for those collision processes are argon metastables Ar™ as their life time is long
enough to account for a considerable amount of collisions. Another process are dissociative
collisions with a variaty of ions, where the ions possess enough intrinsic energy to initiate a
break up of the bonds inside the acetylene molecule.

The dissociation processes of neutral acetylene and its ionized form are summarized in table
B.I A very important reaction in CoHy plasmas is the dissociative electron attachement to
the acetylene molecule, where after it breaks into a CoH radical and one hydrogen atom.
The splitting of hydrogen is easier (threshold energy of 7.5€V) than the breaking of the triple
bond between the carbon atoms (threshold energy of 10eV), so it is the preferred reaction.
Dissociative recombination reactions are more pronounced in plasmas of very low electron
temperature and the given rate constants actually apply for ETP plasmas.

Not only do CoHj ions get lost by dissociation but also they tend to attach to other molecules.
Therefore this channel also accounts for losses of acetylene from the discharge via precedent
ionization. The ionization can happen by direct electron ionization [169]

e + C2H2 — CQH; + 2e” (333)
or by collision with argon ions [175./176|

Art + CQHQ — CQI‘IQ+ + Ar (334)
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attachement of | reaction rate constant | reference
/(em?®/s)
CoHy CoHy + CoHy — C4Hy + Hy 0.43-107% | [172]
CoHf + CoH — C,HY + H 1.4-107°
CoHy + Hy — CoHY + H 1.0-107 [171]
CQH;r + C4Hy — C4H; + CoHy 0.9-107° ll??)l
CQH; + CQHQ — C4H§r + H2 0.43 - 10_9 l1721
CoHs CoHy + CyHy, — C4Hy + Hy 0.43-107° [172]
CQH;)r + CQHQ — C4H§r + H, 2.4-107° ll?ll
CoHy +2H, — CoHy + H 0.48-107% |  [173]
C4HS + CoHy — CeHY 2.0-10710 | [1720178]
C@H; + CQHQ — CgHI + Hs, 1.2-107? ll??)l
C4H§r + CQHQ — CGHEr 2.2-10710 ll??)l
C(;Hjlr + CQHQ — Cgng 7.0 - 10_11 l1721
C,H+ CyH, - C,Hy, + H 1.3-10710 ll?ll
H+ CQHQ — C2H3 ll?ll
CyH™ + CyHy — C4.H™ + Hy 1.0- 10712 ll?ll

Table 3.2: Various attachement processes for CoHy and CoH, in low

plasmas

and hydrated argon ions

ArH™" + CQHQ — CQH; +H+ AI',

as well as in collisions with excited argon atoms

Apart from that, acetylene ions are formed during the following reactions [173}/177]:

Ar* + CQHQ — CQH;— +Ar+e”.

CQH; +H— CQH;r + H2

CQH; + CQH — CQH; + CQHQ

H+ + CQHQ — CQH;— +H
H; + C2H2 — CQH;r + H2

temperature argon

(3.35)

(3.36)

Another contribution to the losses of acetylene is its participation in neutral form in a variety
of reactions in which it is not dissociated but attached, resulting in bigger molecules. The

attachement reactions for ions and neutrals are summarized in table

Counteracting against the loss processes is the gas inlet of acetylene. Besides of that, several
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other production channels exist, given in the following reactions |171,]173/179,180|:

CoHy + e — CoH, ( )
CoHy + C4Hy, — C4HT + CoHy (3.42)
CoHi + CoH — CoHJ + CoH, (3.43)
C,HS + C4Hy — CHE 4 CoH, (3.44)
C,H3 + C,Hy — CgHy + CoH, (3.45)
H + CoH — CoH, (3.46)

Hy, + CyH — CyHy + H ( )
CoH™ +H — CoHy + e~ (3.48)
CoH™ + CHf — CoH 4 CyH, (3.49)

Special attention has to be payed to the vinylidene ion

which is an isomer of the acetylene ion. It has the same mass and chemical composition as
CoHy and yet it yields other reactions. Tt is probably formed in the ionization of acetylene
by argon ions where the charge transfer unleashes the energy difference of their ion-
ization energies E,os = Eion ar — Eion.come = 4.4eV [168]. The consequence becomes obvious
when looking at the dissociative recombination of this molecule, which preferably results in
CH, + C and subsequent C, + H + H instead of CH -+ CH and CyH + H as it is preferred for
the decomposition of CoHy . Therefore, the rate constants for dissociative recombinations,
described in table may need to be adjusted depending on the discharge conditions.
Summarizing, a huge bunch of basic reactions already has to be considered only account-
ing for first order reactions with acetylene or acetylene ions. In order to fully identify
the most important reaction paths the products of the above given reactions also need to
be analysed concerning their losses and gains while respecting all the reaction constants.
Therefore, a simulation, that models the chemical dynamics is inevitable. Theoretical works
dealing with hydrocarbon plasmas for thin film deposition but also for particle growth in-
clude [68,[171,|175/179,181-184].

3.2.2 Reaction paths towards nano-particle nucleation

In the following section the most important reaction pathways for the formation of big
molecules shall be discussed. They can be separated into three categories: reactions with
negative ions, positive ions and neutral molecules. Because during the process all possible
intermediate products are present the challenge of experimental works, like mass spectro-
metric investigations, is to identify the important pathways out of hundreds of possibilities
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Figure 3.8: Typical positive ion spectrum of an acetylene discharge at low pressure as ob-
tained by [67] and reproduced by [168];

leading to the intermediate compound.

One very specific feature of CoHy plasmas is the dominance of molecules with an even num-
ber of carbon atoms in all mass spectra, for negative and positive ions as well as for neutral
spectra [168|. This strongly indicates, that the triple bonding between the two carbon atoms
in acetylene stays intact during plasma treatment. In fact it was shown by IR absorption
spectroscopy, that even the less abundant odd-carbon-atom molecules still preserve the triple
bond [67].

Positive ions A typical positive ion mass spectrum of low temperature acetylene plasmas,
as obtained by [67] is shown in figure It is dominated by CoHy, C4Hy, C4HF and CgHy
ions indicating a reaction path with stepwise addition of CoHs:

— Czn+2ij

CoHSY + ConHSY — (CopgoHf)* — Copyolly + H (3.51)
— CQ,—H_QH;— + H,

Here the (¥) indicates, that either one of the reaction partners on the left side is an ion. It
was observed, that varying the discharge pressure from low to high, the dominant positive
ion shifted from low carbon number CoHj to longer molecules of higher carbon number
CeHj at 200 to 6700 Pa [185]. So for low pressures on the left hand side of reaction [3.5]]
may be written as CQH; + Co,Hs. The intermediate product is annotated with a star, that
stands for excitation. The de-excitation provides then enough energy to split of an hydrogen
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Figure 3.9: Typical negative ion spectrum of an acetylene discharge at low pressure as
obtained by [67] and reproduced by [168];

atom or molecule.

Because nano-particles immersed in a plasma are charged negatively from a certain size
on, these ions are expected to strongly participate in their growth by contributing to the
enhanced ion current and subsequent sticking to the surface. This happens during the last
phase of particle genesis, as described in the section In the earliest stage of particle
synthesis, the seed formation, however, the negative ions are thought to play a crucial role.

Negative ions Negative ions are of special interest in acetylene plasmas, not only because
they modify the quasi-neutrality equation by a reduction of n, but also because they are
confined in the plasma due to its positive potential. Therefore, they stay in the discharge as
long as their lifetime 7. From the negative ion mass spectrum , again obtained by [67],
can be seen, that the highest intensity was measured at m/z = 73, which corresponds to
CegH™. It is followed by CgH;, CsH; and C,H™ in descending order. The peak at m/z = 26
probably corresponds to the vinylidene anion

because the acetylene anion is not very stable [168]. The long residence time of anions leaves
them enough time to collide often enough to form very heavy molecules, finally ending in a
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small seed, and thus, initiating the nano-particle growth [186]. This corresponds well with
the observation, that anions are especially easily formed in acetylene plasmas [187).

The reaction mechanisms leading to those anions, however, is not well understood. In [168|
it is proposed, that like in the case for positive ions, based on reflections on the respective
collision cross-sections, the negative ions grow in a sequential addition of CoHy of this form,
also known as the Winchester mechanism:

CQnHi + C2H2 — an+2H7 + HQ. (352)

Also, the direct electron attachement to bigger molecules is more effective than to CoHy [171].
Meantime, the pathway towards HoC=C~, which supposedly is the first building block (n=1)
in the chain reaction according to [179], remains unclear and the additional question
arises, how it can result in alternating triple and single bonds between the carbon atoms
when in the vinylidene anion the carbon atoms share a double bond.

Neutrals Neutral molecules are by far the most abundant species in low pressure dis-
charges, because the ionization degree typically is less than 1%. Therefore, their reactions
determine essentially the outcome of any PECVD process including nano-particle synthesis
and surface growth on nano-particles.

As can be seen from table|3.2| various reactions can lead to the attachment of CoHs in order to
form bigger molecules of even carbon amount, which are also dominant in the neutral spec-
trum The only neutral-neutral reaction, however, is the reaction with CoH. Therefore,
it is believed [168,[179] to be the main precursor for poly-acetylene via

C2nH2 —+ CQH — C2n+2H2 + H. (353)

Another possible mechanism may be the electron-induced C-H bond breakage of large poly-
acetylenes and subsequent CoHs attachment:

anH + C2H2 — C2n+2H2 + H. (354)
However, De Bleecker and Bogaerts [179] leave open for discussion, how the possible reaction
CQan + H — CQnH3 (355)

due to the relatively high hydrogen content in the discharge contributes to film growth.
This idea was expressed by Doyle in [74], where he proposes CoH, C4H; and CgHj as main
precursors for thin film growth without further reactions in the discharge volume.

It should be noted here, that due to the conservation of the triple bonding, the resulting
long molecules exhibit alternating triple and single bonds, and thus, poly-acetylene is the
suitable term for the molecule of the sort

H—C==C-—H,

which is formed in the anionic as well as in the cationic and neutral reactions. Furthermore
Consoli et al. explain in [188| the existence of hydrogen-richer hydrocarbons. They argue,
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Figure 3.10: The neutral molecule spectrum of an Ar/He/CyH, discharge (a) at low pressure
as obtained by [76] has been transformed into partial pressures (b) via Bayes analysis. It
clearly shows the dominance of evenly numbered hydrocarbons. Taken from [76|;

that CyHy is the precursor for a number of parallel reactions not interfering much with the
above discussed pathways, because they observed an augmentation of dependend species,
namely CHy, C3Hy, C5Hy, CgHy, CgHg and larger molecules of sort C,,Hy. They determined
the origin of CoH,4 being an impurity in the acetylene bottle but more importantly also being
a sputtered species from carbonaceous surfaces during the plasma process.

Aromatic compounds In a mass spectrum the peak at m/z = 78u can be attributed
to a linear chain of carbon atoms consisting mainly of double bonds or more probable of
alternating triple and single bonds with termination on CHj:

HyC—— C=—= = CHs.
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Another possibility is the existence of benzene, the aromatic representation of CqHg

H H

H H

and in fact they have presumably been found by Stefanovié¢ et al. inside nano-particles [189).
Because benzene is a very stable compound it is also likely to be formed from an energetic
point of view. Its synthesis may proceed through acetylene addition to C,Hjs

C4H5 -+ C2H2 — CﬁHG +H (356)

and through the cyclization of CgHy and CgHg [190]. Consoli et al. [188] propose a fourth
pathway towards benzene by the reaction

C4H4 + CQH3 — CﬁHG + H (357)

based on their observations regarding the influence of CoH, on the acetylene chemistry.
The existence of aromatic rings may be crucial for the nucleation of dust particles. Their
stability, and thus longevity, enables the stepwise addition of acetylene to them, which is
followed by hydrogen abstraction and finally, by ring closure, resulting in naphtalene:

This way even bigger aromatic compounds can form and may also contribute to seed forma-
tion in low pressure acetylene plasmas [190].

3.3 Particle growth in three steps

As already mentioned polymerisation does not only occur on surfaces but can also proceed
in the gas phase, if the respective precursor concentration is high enough. The subsequent
seed formation then finally leads to small particles, the nanodust. In 1993 firstly suggested
by Bouchoule et al. [191] for silane plasmas SiHy, it is now widely excepted, that the growth
of polymer particles takes place in three distinct steps [27,192/193]. Of course, the chemistry
behind silane plasmas is totally different from acetylene chemistry and yet most people have
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Figure 3.11: The collision rate coefficient k; ; is a function of the size of the participating
bodies in terms of mass and cross section. The bigger the size difference the more frequent
are the collision events. After [25];

adopted the three step model for the growth of carbonaceous particles. The basis for a
transfer from silane to acetylene is the purely physical description of the seed formation and
the following steps.

Growth phenomena in acetylene often are governed by a cyclic response of the discharge
properties, which can be linked to successive generations of dust particles [166,168,194]. So
in many experiments the three steps cannot take place at the same time.

In the following section those steps towards nano-particles shall be introduced.

3.3.1 Nucleation phase

The first phase of particle growth is called nucleation phase. Besides its purely physical de-
scription it is marked by plasma chemistry, namely the ability of the precursor to form long
living radicals and negative ions. The role of negative ions and formation of large molecules
has intensively been discussed in section [3.2

Those large molecules consisting of i elementary units, for acetylene the elementary unit
would be either two C-atoms or one benzene, shall be named A;. On their diffusive way
through the discharge chamber they collide with other molecules of size 7. With a cer-
tain chance those two clusters can attach to each other and form an even bigger molecule
consisting of ¢ + 7 monomers:

() ()
A7+ A — A(Hj). (3.58)
Because the relative thermal velocity between A; and A;, as already used in equation [3.2]
scales with their relative mass My like M§1/2 and inserting Mg o ij/(i + j), the collision
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rate coefficient must obey [25]

I 1
kii =k /Z + 5 G +j1/3>2, (3.59)

where it was also used that the collision cross section is proportional to the area given by
the sum of each individual cluster radius o< i'/%. Besides the fact, that the absolute collision
rate also depends on the densities n; and n;

»J 7]

the coefficient k; ; exhibits a minimum for ¢ = j for any size of the cluster A;, illustrated in
figure The most effective combination for collisions, therefore is the collision between
large ¢ and small j and vice versa. It is the reason, why the large molecules collect reac-
tive monomer on their way through the discharge. In [25] a critical size of ¢ = 10...100
monomers is given, from which on the collecting speeds up significantly, without any chem-
ical considerations.

Not only can small clusters grow, but they also can get lost. Large molecules can break
apart again, they can evaporate and they can get lost to the walls or electrode by diffusion
and convection. External forces can drive the molecules out of the discharge, like a high
pump rate or a high gas throughput. From a certain cluster size on a hot electrode might
exert a thermophoretic force pushing the clusters towards the chamber walls.

As long as the loss terms outweigh the production of clusters, the nucleation stops before
the critical cluster size is reached. Only, if the lifetime of large molecules is long enough and
collisions occur sufficiently frequent, then nucleation is efficient enough to initiate particle
growth. Because of the drastic change in collection efficiency once the critical nuclei size has
been reached, the discharge behaviour is expected to also change drastically and suddenly
with only a slight concentration increase around the according critical precursor concentra-
tion.

Impurities in the discharge can ultimately change the ability of a discharge to form parti-
cles. If for example an impurity reacts with the end-group of a large molecule, no further
monomer can attach, and thus, chain reactions like [3.53| are terminated before reaching the
critical cluster size. From above considerations it also becomes clear, that the chamber vol-
ume or more precisely the chamber volume in relation to the discharge pressure is a crucial
parameter. In large volumes the residence time of reactants can be large at a given pressure
and consequently more collisions can occur for a molecule before being lost to the walls by
diffusion. Thus, the larger the chamber, the higher the risk to deal with particle formation
even at lower pressures.

Another crucial point during the nucleation phase is the role of negative ions. As they are
trapped in the positive plasma potential due to their low energy at room temperature, their
residence time in the reactor is determined by their lifetime but not additionally shortened
by diffusion to the walls. When bonding to a neutral molecule it may keep its charge like in
the chain reaction and then still be trapped. Growing bigger, the above given argument
of enhanced collision probability for larger molecules now makes even more sense. Their
participation in nucleation reactions, therefore, may be strongly enhanced.
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Figure 3.12: Different initial values of the cluster density nq result in different evolutions and
final densities. In (a) the density evolution is plotted, whereas in (b) the respective particle
growth in terms of particle or cluster radius is shown. Also the ion density n; is modified as
a consequence of the permanent charge of particles after the coagulation event. From [195];

3.3.2 Coagulation phase

During this step the charge fluctuations as described in section 2.3.2] are of importance.

At certain cluster size, their collision with electrons is not that much determined by the wave
functions of the molecule outer electrons, but can be stochastically described like collisions
with hard micro-spheres. This size in the order of rq4 ~ 1nm, which corresponds to a
volume of =~ 1000 A* or in other words round about 1000 atoms, that is, in case of acetylene,
500 monomer units. The charge fluctuations produce negative clusters as well as positive
ones and, hence, provoke a mutual attraction between the small clusters.

This has been described in more detail for low pressure plasmas for example by Kortshagen
and Bhandarkar [195], who developed a model, which explains the coagulation of aerosols in
a discharge. They don’t only take the electron and ion currents into consideration but also
the emission of electrons due to photoelectron and secondary electron emission. Therefore,
the charge distribution on the clusters is shifted towards more positive values.

The mutual attraction leads to coagulation, which can happen on a very short time scale in
the order of one second, as demonstrated in figure It terminates, when all the positive
charged nuclei have vanished by forming bigger particles. Those bigger particles then are
permanently charged negatively and, therefore, repel each other. Here, a basic principle of
particle formation is already imposed upon this model: As soon as the coagulation takes
place, no significant amount of new nuclei is formed in the discharge any longer. Otherwise,
after coagulation, there would still be a certain amount of positively charged clusters and
coagulation does not stop.

The termination of nuclei formation may be explained by the high density of newly formed
nano-particles, and hence, the big surface area, that suddenly appears in the centre of the
discharge. It collects many of the reactive molecules, before they can collide with other
precursor molecules in the volume, suppressing any kind of chain reaction. As can be seen
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from figure [3.12] a high initial nuclei density leads to a small final particle density and a
low initial nuclei density to the opposite, because then the resulting particle radius after
coagulation is much bigger.

According to the model of Kortshagen and Bhandakar [195] the particle density nq evolves
with ¢7%/5 during the coagulation phase. Therefore, the particle radius must increase with
an inverse behaviour rq o< t2/°, because of the preservation of total particle mass:

nq(t)r3(t) = const. (3.61)

For low discharge powers the model predicts strong decreases in the particle density during
coagulation, and thus, large particles, when it is finished. The reason is the little charging
of particles due to low plasma densities. As a rule of thumb the authors state, that the
coagulation terminates, when the particle density has roughly reached the ion density ng ~
n;.

Whereas the ion density changes only slightly, the electron density is massively reduced after
the coagulation due to the collection of electrons by the bigger nano-particles. In order to
keep the discharge alive, more energy is transferred to the residual electrons on average.
This is plausible in a global sense, as the power density delivered by the generator does
not change. The sudden increase in average electron energy often is referred to as the a-
v’-transition [27,/196]. Fridman et al. [27] demonstrated in a model, that the transition is
caused by a change of the electron loss mechanism. Whereas in the a-mode most of the
electrons are lost to the reactor walls due to ambipolar diffusion, the majority is lost to the
dust particles in the y’-mode. In other words, the increase of electron losses provokes a rise
in electron temperature. Consequently, they calculated, that the electron temperature can
rise up to three times of the initial value.

In the a-mode electrons are heated through the small RF fluctuations in the bulk plasma,
called ohmic heating. Usually in RF-discharges electrons can also be heated by the strong
electric fields in the sheath region above the powered electrode. Here, the cyclic sheath
collapse and expansion can kick electrons into the bulk plasma with high velocities. The
latter heating mechanism is called stochastic heating and dominant in the y-mode, which
should not be confused with the 7’-mode. The ~’-mode simply serves as an analogy to
the above described distinction of the heating mechanisms, which often exhibit an abrupt
transition. During particle growth the a-v’-transition also is very sudden. Furthermore,
discharges in the a-regime are marked by a more resistive phase angle ¢ between current
and voltage, than in the ~-mode, where the discharge becomes highly capacitive. For the
a-7’-transition, however, it appears, that the 4’-mode is more resistive due to high losses of
electrons onto the particle surfaces.

3.3.3 Accretion phase

At the end of the coagulation phase the particle size is in the range of a few tens of nanome-
tres. Hence, they behave like solid bodies in the plasma and charge up to the floating
potential, forming a sheath around them. In this dusty plasma, as qualitatively described
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in chapter [2.3] the further growth process can be described like thin film growth on a sub-
strate.

The peculiarity of nano-dusty plasmas is the high surface area, that is provide by dense
particle clouds. Additionally this surface is situated directly in the plasma volume, where
dissociated reactive species originate from. Thus, the reactive molecules, like radicals and
positive ions, are almost instantly consumed by the particle surface. Several measurements
show, that the dust radius increases linear in time during this last growth stage [84,/197.[198].
Only when the dust density in the volume has decreased significantly is the precursor con-
sumption not focussed on the particle surface any longer. Then new seed formation can
happen as a result of increasing precursor concentration. This way a cyclic synthesis of
nano-particles can be observed in many discharges.

Often, the old dust generation doesn’t need to disappear completely from the discharge,
before a new generation is born. If a void of sufficient size is formed, so that diffusion in it
is slow enough to cause a sufficient amount of collisions between reactive molecules before
reaching the dust cloud, a new generation can be born inside the void. This growth regime
shall further be referred to as multiple generation growth, whereas in the single generation
growth the seed formation can only proceed after complete vanishing of the former genera-
tion. A crucial parameter to switch between the two regimes is the discharge pressure, that
mainly influences the diffusion length for reactive molecules.
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Chapter 4

The plasma chamber ATILA

The main work of this thesis has been done on the PECVD reactor ATILA. Breaking down
its complex geometry, its size can be estimated by a vertically aligned cylindrical tube of
height 32 cm and a diameter of 44 cm. The entire chamber walls are grounded and therefore
form the counter part of the powered electrode at the chamber bottom. The latter is embed-
ded in a ceramic for insulation and of 12 cm in diameter. All the plasma facing components
are built of stainless steel, except for small contributions from insulators and for the chamber
windows, that are made of acrylic glass or conventional quartz glass.

The power is supplied via a matching network from Advanced Energy™, that is fed by the
Cesar® Power Generator equally from Advanced Energy, which delivers up to 100 W at
13.56 MHz to the discharge. Because the electrode is capacitively coupled to the generator,
it can charge up, which is monitored in the matching network and then passed to the gener-
ator via a RS232 interface. The generator then picks up the selfbias-voltage, forward power
Pryq and reflected power P,eq and transmits them to a LabVIEW program on the computer.
Here the matching network can be chosen to either match manually or automatically. For
particle growth experiments the matching network was always used in the automatic mode
in order to keep the forward power stable, and thus, the power in the discharge.

At the same time an additional detector of the applied voltage and current is available in
order to detect the phase angle between those two directly at the electrode. The instrument
from Advanced Energy is called Z-Scan and is mounted between the matching network and
the electrode, measuring in-situ and non-invasive. The phase angle can be capacitive (-90°),
resistive (0°) or inductive (4+90°). In this particular set-up it is mostly capacitive in the range
of -80°.

The data obtained by the Z-Scan and the self-bias voltage, the electrical measurements, serve
as process monitor as they are sensitive to any change in the reactor. Variations in pressure,
power and gas mixture as well as the growth of nano-particles lead instantly to changes in
the electrical characteristic of the discharge.

The vacuum in the reactor is obtained by a two stage pump system consisting of a dry
scroll pump, which is an Edwards nXDSi pump compatible for reactive gases, and of a turbo
molecular pump from Varian, which is fitted with magnetic bearings, running at a frequency
of 200Hz. The turbo molecular pump can be tuned up to 800 Hz of turning speed, but in
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Figure 4.1: The experiment is mainly computer controlled and monitored by three different
programs. Whereas the software for the Z-Scan and the turbo molecular pump are com-
mercial, the LabVIEW software was developed in the workgroup plasma technology at the
University of Kiel.

order to keep the gas fluxes low, 200 Hz was found to be a good value, resulting in round
about 1072 Pa base pressure.

After each experiment, the vacuum chamber is flooded several times with air and evacuated
through a bypass, that connects the chamber directly to the scroll pump in order to avoid the
turbo from getting filthy as good as possible. Furthermore, this way residual nano-particles
are washed out of the chamber volume, minimizing health risk when opening the reactor
besides wearing protective clothing and masks. After being flushed through the bypass the
particles are collected in an additional filter in front of the scroll pump, because the carbon
rich dust wears of the pump tip seal quickly and in order to reduce the dust load of the
exhaust gas. Additionally a bypass in the scroll pump is used to dilute the process gases,
which also is supposed to protect the seal from wearing of. Using the filter and the pump
bypass the minimum intermediate stage pressure comes to round about 10 Pa, which is suf-
ficient for operating the turbo molecular pump.

A MKS dual pressure gauge consisting of a Pirani and a Penning sensor covers the entire
pressure range from 1075 to 10° Pa. Additionally for better sensitivity in the process pressure
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Figure 4.2: The principle setup of ATILA: While the nano-particle growth is monitored by
the self-bias voltage measurement, here Upc, different diagnostics can be applied through
various flanges. Exemplary shown here are the simultaneous measurements with a Langmuir
probe and a mass spectrometer.

range from 1072 to 102 Pa a MKS baratron measures independent of the gas type.

As the turbo molecular pump rotates continuously at 200 Hz the pressure needs to be con-
trolled via the gas flow. Therefore, four MKS gas flow controllers of size 100, 50, 20 and
10scem can simultaneously be used for four different gases, respectively. With the help of
LabVIEW™ they are computer controlled via the MKS Multigas Flow Controller, which also
transduces the baratron signal. A controlling scheme is shown in figure [4.1]

A number of different flanges are available for conducting various measurements as demon-
strated in figure During this work flanges have been modified in order to mount a
Langmuir probe, windows for phase resolved camera measurements and laser light scatter-
ing diagnostics, a mass spectrometer, a quartz crystal microbalance for monitoring deposition
rates and movable substrate holders for the collection of particles. Those measurements will
be presented separately in the following chapters including a theoretical overview for the
comprehension of each technique.
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4.1 Particle growth regimes

Depending on the collision rate R; ; between the reactive precursor dissociation products 4
and j in the discharge volume, different particle growth regimes can be realized in ATILA.
Recalling equation that describes the amount of reactions per volume and time, we can
find the total amount of collisions per time C;; between those two species by multiplying
with the reactor volume V:

Ci,j == nmjk:mV. (41)

Assuming, that the densities n, and n; are each directly proportional to the partial pressure
of the precursor p,,
Oi,j X pf,V (42)

can be concluded. Thus, a big reactor is suitable for many collisions and with a given reactor
size the only way to change the amount of collision events per second between reactive
radicals, is to adapt the precursor flux, and thereby, changing the partial precursor pressure.

Thin film deposition regime If almost no collisions occur, the molecules can not attach
to each other in the gas volume, but they deposit on the reactor walls and electrodes.
Therefore, at very low precursor concentrations, no nano-particles are formed. Instead the
conditions are suitable for thin film deposition. Using acetylene, in ATILA the thin film
deposition regime can be achieved at precursor flow rates of I'cops < 1scem.

Single generation particle growth At intermediate precursor concentrations, sufficient
collisions on the molecules way towards the walls occur, so that nano-particles are formed
before the reactive molecule is lost from the gas volume.

As already described in chapter [3.3] the dust particles, once having reached a critical size,
repel each other and grow further by surface deposition of radicals. During the surface
deposition phase, the precursor is almost completely consumed, so that its partial pressure
pp decreases strongly, and thus, no further nucleation can occur. In other words, the process
switches into the thin film deposition regime, but with the already existing particles immersed
in the plasma. It is only when the particles reach a size, that they are pushed out of
the discharge, that the precursor concentration can recover and new nuclei can be formed.
Because this only one generation of particles grows together at a time, we call this growth
regime single generation particle growth.

It requires flow rates of round about 1scem < I'oope < 2 scem.

Multiple generation particle growth Special attention needs to be paid to the void,
that can be formed in the discharge center. Here, precursor consuming particles are absent.
Therefore, its concentration can be locally higher than in the dust cloud. If the void volume
Vioia OVercomes a critical size, one can again apply equation [1.2] but by replacing the reactor
volume V with V,uq. It becomes obvious, that the free void space may provide a cell for
particle nucleation inside another dust particle generation, if the precursor concentration is
sufficiently high.
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Thin film growth Single generation growth

increase

Figure 4.3: Four principally different growth regimes can be achieved by varying the precursor
flow I'come and thereby changing the partial precursor pressure p, in the reaction chamber.
Also the choice of the chamber size V' plays a role.

Because the new nuclei then also grow together like the first generation, but the generations
do not intermix with each other, and thereby form a seperate dust generation, we call this
regime the multiple generation particle growth. In ATILA it can be obtained at values
of Dcoma 2 2sccm. However, as the void shape and size also depend on other discharge
parameters like the total pressure and discharge power, it may vary slightly.

The multiple generation particle growth can include two or more generations at a time,
because a new void can also form inside the dust cloud in the void. Using laser light scattering
systems, as will be described later in chapter [6] onion-like structures can be observed in this
case.

Continuous particle growth For very high precursor concentrations, the growth slowly
moves into the continuous particle growth regime, where even small dust-free spaces fulfil
the condition for nucleation. Then new nuclei are constantly being formed, and thus, the
generations cannot be seperated from each other. This regime produces a huge quantity of
dust in a short time, but it is much less controllable than growing particles in successive
generations. The required precursor flow rate is rather large I'cogs > 2 scem.

A principle sketch of the four different growth regime is depicted in figure During this
study, the single generation regime was chosen. It has the advantage, that any experiment
is correlated to only one particle size of the actual single generation, that is present.
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Chapter 5

Electrical measurements and particle
size correlation

Throughout the thesis all measurements have been time-correlated to the simultaneously
obtained self-bias voltage signal and it is therefore the basis of the experimental work. The
self-bias voltage is part of the electrical measurements, which also include the phase shift
between voltage and current at the powered electrode, as well as the forward and reflected
power of the discharge.

Because the growth of nano-particles causes very distinct patterns in the electrical measure-
ments, they can be utilized to estimate the progress of the actual particle generation or to
identify the growth regime, e.g. they allow to distinguish between multiple and single gener-
ation particle growth, which have been desribed earlier in chapter Deriving quantitative
results for plasma properties from these measurements, however, is a more challenging task
and requires the use of additional diagnostics.

As already mentioned, this thesis concentrates uniquely on the single generation growth
regime. It’s cyclic behaviour allows to compare different measurements over several growth
cycles, because of the process stability. The process can run for several tens of minutes be-
fore switching to an other growth regime or before other significant changes can be observed.
Typically, the deposition of dust and thin films on the chamber walls and electrode leads
to an increase of precursor material in the gas volume by sputtering with ions. Therefore,
after a rather long time, the process tends to shorter cycle durations and in extrem cases
can switch to the multiple particle generation growth regime.

Furthermore, the conditions, at which single generations can be achieved, are relatively tight
set in terms of the freedom in pressure, power and gas mixture. Therefore, already the ev-
idence of working in the single generation particle growth mode ensures similar discharge
conditions, and hence, good comparability between measurements of different experimental
runs.

When starting a new process, however, a certain conditioning of the reactor can be observed,
which mainly is the deposition of a thin film on the cleaned chamber walls and electrode.
Therefore, in most experiments the first growth cycle differs from the following ones, and
thus, often is not used in the diagnostic procedure.
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CHAPTER 5. ELECTRICAL MEASUREMENTS AND PARTICLE SIZE
CORRELATION

5.1 Self-bias voltage and power

In figure the principal shape of the the self-bias voltage in the single generation particle
growth regime is shown together with the measurement of the reflected power in front of the
RF generator. The yellow spheres sketch the growing particles, as confirmed by ex-situ SEM
measurements, obtained in co-work with A. M. Hinz [84], where an average cycle duration
of T'= 166 4+ 20s was determined. The evolution of the voltage can be divided into three
separate phases as also depicted. The choice of the distinction was purely made upon the
signal shape. Whereas the self-bias voltage during phase I is stable and close to the the value
of a pure argon discharge, it then rapidly increases during phase two, towards more positive
values. Note, that the absolute value of the voltage decreases due to its negative polarity.
The slight decrease at the beginning of phase I can be attributed to a small pressure increase,
as will be presented in chapter [9]
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Figure 5.1: The self-bias voltage cycle can be divided into three distinct phases. In phase I
particles start to form and the voltage is relatively stable, during phase II a rapid increase
towards to smaller absolute values takes place and in the last phase, III, the signal slowly
recovers towards its initial value. During the rapid change in the discharge characteristic at
the end of phase I, the automatic matchbox reacts too slow to match the discharge to zero
reflected power.

Depending on the discharge conditions, the voltage change during phase II is immense, in
the here given example a drop from roughly —280 to —100V, in fact it is too strong to
originate from an effective discharge power or pressure change, see figure [3.0] in chapter
3.1.2) Therefore, a drastic change in the discharge characteristic needs to be considered
at the end of phase I. Recalling equation [2.39| any decrease in the self-bias voltage can be
linked to a decrease of the plasma potential or a decrease of the symmetry factor B/A of
the plasma facing electrodes. Whereas the first is not trivial to obtain, the latter can be
attributed to a change of the plasma size during particle growth, as already quantitatively
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described in chapter [3.1.2] Indeed it can be seen easily by naked eye, that the intense plasma
glow approaches the electrode and is actually the closest, when the self-bias voltage is at its
maximum, further confirmed in chapter

The sudden transition from a stable plasma in phase I to the fast changing electric signals
may be related to the permanent negative charging of the nano-particles. The permanent
charging is the outcome of the coagulation phase as described in chapter which is an
event on a short time scale in the order of one second. So it is quiet consistent with the fast
transition of an undisturbed plasma in phase I to a disturbed one in phase II. Furthermore,
as also discussed in chapter the end of the coagulation phase is associated with the
transition of the a- to the y’-mode. This in turn is caused by a change of the electron loss
mechanism, which again might be linked to the loss of electrons onto the particle surfaces.
Another feature displayed in figure [5.1] is the small reflected power at the transition from
phase I to II. It is probably related to the inertia of the automatic matching unit. In
fact the change of the plasma happens to be so drastic, that the electric motors adjusting
the capacitors in the match box can not react quickly enough. However, the percentage of
reflected power is in the range of 10 % of the forward power and therefore sufficiently small to
be insignificant in the overall process. Nevertheless, it demonstrates the rapid modification
of the plasma by particles, that pass a critical size.

5.2 Phase angle

¢/°

400 500 600 700 800
t/s

Figure 5.2: The phase angle ¢ resembles much the qualitative evolution of the self-bias
voltage. Being relatively stable at an almost purely capacitive value of —89° during phase I
it changes rapidly in phase II towards a slightly more resistive value of —84°. It then slowly
recovers to the initial value during phase III.
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CORRELATION

Another measurement indicating the a-v’-transition is the phase angle ¢ between the
applied voltage and current. As presented in figure it qualitatively resembles the evolution
of the self-bias voltage. In detail the phase angle is also stable during phase I, increases
drastically in phase IT and recovers slowly during the last phase. Also the small jumps at
the beginning and end of phase I are visible.

The phase angle is the result of a complex plasma resistivity linking the applied voltage and
current:

U(t) = Z- I(t). (5.1)

The real part of Z
Z=R+jX (5.2)

is the ohmic resistance R, produced by the limited drift velocity of the charge carriers in
the bulk plasma. The imaginary part X consists of a capacitive, C', and an inductive, L,
component:

1
X=—-—— L. .
wC’+w (5.3)

The inductive component originates from the charge carriers inertia upon the time varying
external field, whereas the capacitive part is mostly determined by the sheath. Here the
charge of the electrodes faces the plasma potential in a distance of the sheath thickness, like
two charged parallel plates separated by a certain distance in a capacitor.
Consequently, a by 90 ° negative angle indicates a perfectly capacitive discharge with a low
resistivity in the plasma bulk. Two possibilities are favoured to explain the transition towards
a more resistive discharge in phase II: Either the bulk plasma becomes more resistive or the
sheath capacitive impedance decreases. Both explanations have the same idea in common:
The power is less dissipated in the sheath and more in the bulk, in other terms the electron
losses become more important in the bulk.
It is obvious, that the sheath capacitance must change, because the self-bias voltage also
changes, and thus, the sheath voltage: U = Vj;.. Taking Child Langmuir’s law we can
see, that

U3/? o ji - d? (5.4)

this needs to induce a change in the sheath thickness, if the current density doesn’t adjust
in exactly the same way as the tension. So in general a lower absolute value of the self-
bias voltage induces a smaller sheath in front of the powered electrode, and therefore, the
capacitive impedance must decrease, too.

Furthermore, also an increase in the plasma resistivity is plausible as the nano-particles,
once charged, act as an additional sink for ions and electrons. In other words the electron
density n, decreases. What’s more, the electron-neutral collision frequency v,. may increase
due to more energetic electrons in the dusty plasma [84]. Both parameters influence directly
the plasma conductivity [15]

Nee?

O —

(5.5)

meyne

towards smaller values, and hence, a higher ohmic resistivity.
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5.3 Particle size measurement

a) cooling reactor
chamber 5.5 Pa

5¢10° Pa

200 K

valves

5 sec _QS

Figure 5.3: The sampling of nano-particles was done by the aid of a second chamber at lower
pressure (a). By opening the valve in between the reactor and the cooling chamber a neutral
gas flow transported the particles out of the reactor and onto a cooled sample (c). Taken
from and modified to English;

In order to determine more precisely at which critical size the transition between phase
I and II occurs, a collection experiment in co-work with A. M. Hinz was conducted. The
technical details are described in [84] and shall not be discussed here. In short, the following
collection concept was applied: A second chamber was installed next to the reactor, contain-
ing a cooled sample holder, where two silicon wafer pieces were mounted, one with its surface
normal pointing towards the reactor, the other one with the surface normal perpendicular
to it.
Because the pressure in the cooling chamber was kept five orders of magnitude below the one
in the reactor, a significant gas drag acted on the particles upon opening of the intermediate
pneumatic valve. The nano-particles were then pushed onto the substrates. A schematic
drawing of the sampling method is shown in figure [5.3] The substrates were cooled down to
200 K in order to enhance the sticking of the dust.
The rapid pressure decrease when opening the valve left traces in the electrical measure-
ments, which allowed for determining the exact point of time of the collection ¢.,y. This
point of time was then correlated to the precedent growth cycle, so that the reduced time
treq Within the period of one growth cycle T' could be calculated:

tcoll
T
The ex-situ analysis of the samples by SEM measurements then allowed to derive the exact
size distribution of the particles at different reduced collection times within the growth cy-
cles. The resuming result is presented in figure Some experiments were done without

(5.6)

tred =
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Figure 5.4: The particles grow almost linear in diameter, when plotted versus the reduced
collection time. The full check sign data stand for particle growth experiments after having
the reactor cleaned with an oxygen plasma, the empty circles represent experiments without
having the reactor cleaned before. The corresponding phases within the growth cycle are
denoted with I",II",TIT" and TILITI, respectively. Taken from [84];

having the reactor cleaned before and for others an oxygen plasma was used to clean the
electrode and chamber walls. This resulted in different cycle durations, especially phase I
was much longer for the latter case, as also shown in the above mentioned figure.

This result can be explained in two ways. The oxygen plasma basically burns all the surfaces
it is in touch with, which means it can act on molecules by splitting them into small pieces
and oxidizing them, in this case to either COy or HyO in principal. Because the plasma also
is in the volume in may additionally remove any residual seeds from the gas phase, like big
molecules, that by hazard have not been pumped out. These seeds may speed up the first
phase of nano-particle formation and therefore lead to shorter cycle times.

The other possibility is, that the removal of relatively volatile products from the cham-
ber walls and electrode reduce the amount of sputtered reactive species during the particle
growth process. In fact, it was observed, that after long process times the plasma is able
to generate stable growth cycles without any addition of acetylene, only by sputtering. Be-
cause the reactive species concentration is especially crucial during the first phase of particle
formation, clean reactor walls may also lead to longer growth cycles.

However, both conditions lead to similar results, that can be summarized as follows: During
phase I particles start to form, the exact onset of particle production cannot be determined
by the electrical measurements, but no small particles were found in the end of phase III, so
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they need to start growing some-when in phase I. The smallest detected size in this set of
experiments was 20 nm in diameter, however, smaller ones down to 10 nm have already been
found.

During phase IT they grow from round about 40 nm to 50 nm in diameter. Therefore, it can
be concluded, that the critical size at which the particles start to influence the discharge is
shortly below 40 nm. It is a relatively large size at which, taking classic considerations [2.57]
the particles should already carry around 70 elementary charges.

In phase III the particles grow steadily up to round about 150 nm. Here the growth mecha-
nism is clear, it corresponds to the accretion phase dominated by the deposition of radicals
and ions on the particle surface. Nevertheless it is unclear, why the self-bias voltage slowly
recovers in this phase, whereas the particles still grow, and thus, attract more and more
electrons. This question and also the jump of the voltage at the end of phase I1I will partly
be answered in chapter [6]

One very critical problem arises from the particle size measurements, which questions, that
the particles undergo the coagulation phase as described in chapter [3.3.2] From a simulta-
neous coagulation for all particles one would not expect any effect on the discharge before
the coagulation but due to the permanent charge a significant influence afterwards. That
would correspond to the transition from phase I to II. However, it then cannot be explained
how relatively large particles of 20 nm can even be found before the transition, because they
are too big to be considered as primary cluster in the nucleation phase.

In order to resolve the paradox more precise information about the dust density and distri-
bution and also about the plasma parameters, e.g. the electron and ion densities, n, and
n;, respectively, as well as the electron temperature 7, and the plasma potential &, are
required. The following chapters present some measurements with exactly this aim in mind.
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Chapter 6

Laser light scattering at dense particle
clouds

Apart from the induced changes, which may result in a stronger light emission or a change
in the plasma sheath thickness, nano-particles are not visible for the human eye. Therefore,
a laser beam or laser sheet is commonly used in scattering (LLS) experiments. The typical
set-up consists of the laser, in some cases some optics, and a camera, that detects the scat-
tering signal. Often a filter in front of the camera is used in order to suppress the background
from the luminous plasma. For very small particles the scattering needs to be described by
Rayleigh scattering, when the particle size is in the order of the light wavelength Mie theory
needs to be applied [65/198,200-202] and for big particles the scattering becomes a subject
of geometric optics.

The laser light scattering experiments have been performed in 2017 together with Zahra
Marvi during her stay as a guest scientist at the Institute of Experimental and Applied
Physics of the Kiel University.

LLS experiments can be done in transmission mode, where the extinction of a laser is mea-
sured or in scattering mode. The first is much easier to set-up by simply using a laser and
a light detection instrument [203] and it has already been done in former works [55]. How-
ever, it can not resolve spatially as it remains a line-integrated method. Hence, here the
scattered laser light, coming back from the nanoparticles, was recorded with a camera in a
90° angle. Because no information on the polarization state and no angular variation has
been performed but only the green part of light has been recorded, the measurements can
be resumed to be of photometric nature. For an extensive overview over photometry the
interested reader may refer to the handbook of optics from Bass et al. [204].

Rayleigh scattering Rayleigh scattering is based on the electric dipole moment p’ of the
scattering particles. If the wavelength of the light A = 2wc¢/w > 10rq is greater than the
dimension of the particle, its dipole moment is excited in the passing electromagnetic field of
the light, absorbing it partly and emitting the same wavelength with an intensity distribution
and polarization according to the emission from a dipole antenna. Therefore, the scattering
intensity in direction of the incident light (0 = 0) is maximal, whereas half of that intensity
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Figure 6.1: Due to the induced directional charge fluctuations inside the nano-particle, the
Rayleigh-scattered light is linearly polarized for a 90° scattering angle. From [199]

can be found orthogonal, § = 7/2, to it:

o P

I(6,r) = 327m2e0c3r2

(1+ cos®6) (6.1)
Here gy denotes the absolute permittivity in vacuum, ¢ the according speed of light and r
is the distance to the scattering particle. The term in the brackets consists of share of light
with polarization perpendicular to the scattering plane (1) and parallel to it (cos®6). For
practical reasons and a good signal to noise ratio, the camera usually is mounted in a 90°
angle to the optical laser axis and a laser of high frequency w is of advantage. Then the
scattered light is exclusively linearly polarized perpendicular to the axis of the incident laser
beam, as depicted in figure [6.1]

Often, an already polarized light source, e.g. a laser is used. Also in this case, only the per-
pendicular component is scattered, so that, for a high scattering intensity, the polarization
direction of the light source needs to be chosen correctly.

Following [205,206|, equation can be rewritten by the use of the scattering cross sec-
tions for perpendicular and parallel to the scattering plane polarized light, oy, and oy,
respectively:

_ 2
A g lm?—1 7S
Os0 = a’ | —= X~
Y0 Am?T |m2+2 A4
] (6.2)
r
— 2 d
Osp = OpoCOS~ 0 X oeE
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where the coefficient « is the often used size parameter

2mry
= 6.3
o= (63)

and m is the complex refractive index of the dust material:

m =n — ik. (6.4)

The use of an average complex refractive index m in equation simply accounts for the
possibility of different sphere materials, like Ny and O, for the scattering of sunlight in the
atmosphere. Here, the value used in publications of Greiner et al. |66,198| of

m = 1.54 4 0.02i (6.5)

can be applied for carbonaceous nano-particles grown from acetylene.
The scattered intensities can then be related to the cross sections as a function of the
incoming laser beam intensity [, as

[s,o - ]O_QUS,O
T

1
Lip = IOﬁU&p

(6.6)

Consequently, as follows from equation [6.2]the scattered intensity is dependent on the particle
size to the power of six. Therefore, Rayleigh scattering is difficult to observe for very small
dust grains.

For extinction measurements it is useful to know the extinction cross section oe. All light,
that is either scattered or absorbed, gets extinct in forward direction, so it must be

Oext = Osca T Tabs; (67)

where 04, and 0,5 stand for the total cross sections of absorption and scattering, with the
latter being the integral of o5, + o5, over all possible scattering angles 0:

222 |m?—1]°
Osca — 75— —
3 m?+ 2
Y S (6.8)
Oabs = —a® - Im m .
T m2 4+ 2

As long as the imaginary part k of the refractive index m is not negligible, the extinction
is strongly dominated by the absorption at particles due to the o dependence versus a® in
the case for scattering, keeping in mind, that a < 1 for Rayleigh scattering. Here, however,
the particles are almost perfectly dielectric and therefore have a very small imaginary part
in the refractive index as given in thus they are not absorbing. Then the extinction is
defined by the scattering of light:

Oeoxt N Ogen X —. (6.9)

81



CHAPTER 6. LASER LIGHT SCATTERING AT DENSE PARTICLE CLOUDS

That’s why in dust clouds from acetylene, extinction measurements are equally sensitive to
the dust radius as scattering measurements, and hence, also difficult to measure for very
small dust grains. Another obstacle in dusty plasmas may be multiple scattering, which
depolarizes the scattered light and also leads to a more isotropic intensity distribution.

If the beam passes through a particle cloud, the scattering of multiple spheres needs to be
summed up. Assuming a dust density distribution nq(z) across the beam path [ through
the dust cloud, the detectable transmitted intensity I;,, of a laser beam passing through the
dielectric cloud is given by the Lambert-Beer law to

!
Iy = Iyexp (—aext/ nd(z)dz> (6.10)
0
or

R
Iy = Iyexp (—QUeXt/ nd(r)d'r) (6.11)
0

for a radially symmetric cloud shape nq(r) with » = 0 for the discharge centre and r = R
for the outer cloud boundary.

From above given considerations about the polarization state of scattered light, it becomes
obvious, that care needs to be taken of linearly polarized incident light, as it often is the case
for LLS experiments. When setting the polarization parallel to the scattering plane, ideally
no intensity will be scattered sidewards in a 90° angle. In the opposite case of perpendicular
polarization the forward and sidewards scattered intensities are equal in the scattering plane.

Mie Scattering When the dust size reaches the same order of magnitude as the laser
wavelength 0.1\ < rq < 20\, the scattering becomes more complex. Hence, using a green
laser, typically at a wavelength of 532nm, the Mie scattering slowly starts at a particle
size of rq =~ 50nm or a diameter of ~ 100nm already. Because here the polarization and
intensity distribution /() are strongly dependent on the particle size, it can be utilized for
in-situ particle size and density detection [63,/66,/198|. However, multiple scattering for the
case of optical dense clouds challenges the precision of this technique [66,207] and makes
it necessary to develop new models. It shall be mentioned here, that the scattering of
light at nano-particle clouds is not only a laboratory problem, but also of strong interest
in astrophysics. Therefore, existing models describing transmission through and scattering
at interstellar dust clouds can be adopted here [207] to the usually even simpler laboratory
dusty plasmas. In low temperature plasmas the particles can mostly be assumed to be
spherical, the incident light can be chosen to be monochromatic and all scattering angles
can be observed.

In this study, the maximum size of grown particles was found to be ~150nm in diameter,
which is roughly 0.25) for the wavelength 532 nm of a green laser. Up to this ratio, the Mie
theory results in similar intensities as the Rayleigh theory and the more handy expressions
of the latter can be applied. Therefore, the Mie theory shall not be discussed in detail here.

Geometric optics In the geometric limit r4 > 20 the scattered light becomes a complex
function of the dust size and the refractive index of the scatter medium, which is of interfer-
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Figure 6.2: A laser beam is widened to a 2D-sheet illuminating a central cut through the
nano-particle cloud. A CCD camera is mounted in a 90° angle, here in z-direction in order
to have the image plane in x-y orientation with focal point in the 2D-sheet. The image area
is 32x25cm?. A bandpass filter blocks most of the discharge emission but transmits the
laser reflection to the camera.

XIMEA CCD camera

12Hz

ence nature. A popular example for this case is the diffraction of sunlight in water droplets,
leading to rainbows. In the case of the particle sizes produced during this work, however,
the geometric limit is not of interest and shall not be further discussed.

6.1 Setup

The setup for LLS measurements consists of a 350 mW strong green laser at 532 nm wave-
length coupled into the reactor by a quartz window. The beam shape optics for generating
a two dimensional beam in the x-y-plane of 30° opening angle are mounted right behind.
Perpendicular to the laser sheet, in z-direction, a high resolution CCD camera from XIMEA
can record at a frame rate of up to 12 frames per second at the given light intensities. For
better signal to noise ratio a bandpath filter is mounted in front of the camera optics, trans-
mitting green light.

The laser is supplied by a proper power supply, designed for fast laser on and off switching
rates, which in turn is controlled by a square wave voltage from a frequency generator. The
square wave delivers +5V for the laser to be switched on an 0V for it to be switched off at
a rate of 2Hz. Therefore, running the camera at its highest frame rate, three frames can be
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taken during each laser on and laser off time, which is necessary for the post processing of
the videos.

In order to minimize the noise by diffuse reflections of the laser light at the chamber walls,
carbon fiber velvet, a vacuum compatible tape consisting of carpet like micro carbon fibres,
was installed at the exposed spots. It almost completely absorbs the incident laser light.
The XIMEA camera with a CCD chip of 2048x2048 pixels resolution is mounted in front of a
quartz window with a zoom objective focussed onto the electrode centre. For laser safety the
beam path is completely enclosed in metal housings and the camera window and optics are
installed inside an impermeable textile shielding, so that no laser light can leave the setup.
The videos are recorded in uncompressed RGB colour format, using a LabVIEW™ program
after setting the camera parameters adequately in the National Instruments Measurement
& Automation Explorer. For good light sensitivity a maximum frame rate of 12 Hz corre-
sponding to an exposure time of 80 ms was chosen.

6.2 Post processing of the laser light scattering videos

In order to subtract the background originating from plasma emission and from laser reflec-
tions at the chamber walls, the raw video data need to be processed. A MATLAB™ routine
is developed, that half-automatically detects the laser off and on times, does an averaging
of the frames within those times and produces a black and white video of 2 Hz frame rate
corresponding to the laser on times. Finally the collected data can be correlated to the
electric signal of the self-bias voltage. In the following section the processing method and
its difficulties shall be introduced and discussed briefly.

At first the LLS video needs to be read in into Matlab as well as the corresponding self-bias
voltage signal together with the respective times and dates. A synchronization makes sure,
that the time axis of the electrical measurements fits to the frame times of the movie file.
The movie file is then converted into a black-and-white video by picking the green pictures
out of the three RGB pictures per frame. This minimizes the calculation time for processing
the data.

In the next step a region of interest (ROI), defined by two x-y coordinates, is chosen man-
ually by clicking into an exemplary frame of the movie, in which a strong laser reflection at
the electrode can be seen. The ROI needs to contain a region of strong reflections in order
to serve for the detection of the laser on and laser off frames in the next step, as indicated
in figure [6.3

The detection of the laser period is done by averaging the intensity of the ROI and plotting
it against the frame number. The signal clearly fluctuates at the frequency of 2 Hz, which
corresponds to 6frames. A threshold intensity is defined, below which a frame is sorted
to the laser off time, represented by the black stars in figure [6.4l All the other frames are
considered as taken during the laser was switched on (red stars). This way frames, that are
taken when the laser switches on or off and therefore are not illuminated throughout the
entire exposure time, are considered as laser on frame. As a smoothing of those data (solid
red line) reveals, this turns out to result in a more stable intensity than using a threshold
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Figure 6.3: The laser beam is strongly reflected on blank surfaces. This is used to determine
the frames taken during laser on and laser off period from a region of interest, here marked in
red. From the 2048x2048 available pixels only 1848x1448 pixels are used in order to increase
the frame rate and to minimize storage usage.

for the laser on frames as well (solid green line).

The upper step is one of the most critical and difficult during the post processing of the raw
image data. Because the laser off frames are used for background subtraction it is necessary
to sort them correctly. As the background intensity varies in time due to a constantly chang-
ing plasma emission, the threshold for detecting those frames has to be changed accordingly.
Therefore, the threshold is redefined every 12 frames using a percentage (for example 110 %)
of the minimum intensity within those 12 pictures. Another difficulty, as can be seen in fig-
ure is the strong instability of the laser. It is not clear, where the instability originates
from, but it may be the power supply from the 220V power grid, which already supplies the
discharge. Using all residual frames, which have not been sorted to the laser off times, and
averaging over all frames within one laser on period (red solid line), results in an intensity
evolution with the less fluctuations due to rather good stochastic. However a slight flickering
still remains after this treatment.

Having all frames during each laser on and laser off period averaged, the data are now ready
for subtracting the background. The laser off pictures directly yield a video of the plasma
emission, that passes through the filter in front of the camera at a frame rate of 2Hz. The
laser on frames, however, contain not only the LLS signal but also the plasma emission.
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Figure 6.4: During laser off times, the background intensity is given by the plasma emission
(black stars). When the laser is switched on, the intensity is much less stable due to laser
instabilities. Therefore an averaging of all frames within each laser on period (red stars)
has to be done (solid red line). If a threshold is used for detecting the laser on times,
the smoothed signal (green solid line) fluctuations are higher than if all frames, that don’t
correspond to laser off, are considered as laser on (solid red line).

Thus, each laser off picture P, is subtracted from the following laser on frame P, and,
hence, the LLS signal is extracted, resulting again in a video with frame rate 2 Hz.
This is where the calibration file comes into play. Because the LLS signal still contains noise
from reflections of the surrounding walls and the electrode, a single picture P., is obtained
by averaging the laser signal in the same way but having the plasma shut off. It is then
subtracted from the LLS signal, so that the resulting video frames P(¢) can be summarized
by:

Pris(t) = Pon(t) — Pockg(t) — Peal. (6.12)

In a final step the videos can not only be synchronized with the self-bias voltage but also
with the other electrical measurements. In this chapter slight changes in the gas pressure
shall also be presented.

6.3 Experimental results

Several LLS measurements for different pressures, flow ratios of argon to acetylene and powers
have been done. For the scope of this work, it is sufficient to present only one measurement
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Figure 6.5: The three dimensional data (x-y image plane and time ¢) can be presented in three
different manners. Whereas the upper plot delivers precise information about the spatial
distribution, the two lower plots allow a more precise analysis of the temporal evolution
along one spatial dimension.

and to further discuss the principal influence of the above given parameters.

Here, LLS signals for argon and acetylene flow rates of 10 and 1.3 sccm respectively, resulting
in 4Pa gas pressure and for a discharge power of 10 W shall be presented. At the given
conditions growth cycles of an average period of 115 4+ 6 seconds have been established
during the measurement. Hence, a time resolution of 2 Hz is easily sufficient to resolve the
particle cloud evolution.

The 3-dimensional data, x, y and time, can be presented by slices along each of these
dimensions. For comprehension a scheme of that is shown in figure Here three slices
along the x-y-plane and two slices each along the y-t- and x-t-plane are depicted.
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For a better resolution along the dimension of interest, eight slices of each dimension are
then assembled to a bigger picture as given in figures [6.6] and [6.8] which is sufficient to
get an overview of the dust cloud evolution. Additionally all the slices are correlated in time
to the self-bias voltage, which allows for a rough size estimation of the particles at any given
time, following chapter [5]

6.3.1 Dust distribution

Under all the tested different discharge conditions the same general behaviour of the particle
cloud has been found. A new generation of dust starts with a relatively low plasma glow
that increases sharply after some tens of seconds and decreases in volume at the same
time by approaching the powered electrode. At this point of time the self-bias voltage
increases drastically and a very small increase of diffuse scattering in the entire chamber can
be observed, as well evidenced in figures and Because the scattering signal to the
background noise ratio is so tiny it is difficult to use the signal as evidence for early particles.
However, it doesn’t take long for a small void in the lower centre of the discharge to appear.
It can already be seen, when carefully studied in the upper right picture in figure at
25 seconds, which corresponds to a particle size of 40 to 50nm at the end of phase II, see
chapter

As the void provides a sharp boundary between a volume without particles and a region
with particles, it is a useful tool to improve the visibility of the dust cloud.

Later on in the growth cycle a dust free channel starts to appear ranging from the top of the
discharge out of the laser sheet down to the void. It is slightly asymmetric shifted to the left
side of the reactor from the camera perspective. From this series of measurements it cannot
be seen, where the channel ends towards the top, because the laser sheet does not range high
enough. Then both, the channel and the void slowly grow in size, with the channel taking
form of a v-shape towards the end of the cycle, well depicted in figure [6.6]

Finally a kind of explosion takes place, where the void opens up very radically in the matter
of one frame, corresponding to a time scale of half a second. After this event the upper
region of the discharge seems to be free of particles and the residual dust can be found in the
lower outer region of the plasma and within a thin layer of dust above the electrode. Slowly
the residual dust is pushed further and further outside and depending on the conditions it
can completely vanish from the illuminated region.

The correlation with the self-bias voltage now shows the reason for the voltage drop at
the end of phase III. It falls at the same time as the void explosion takes place. So the
effect of the dust on the discharge diminishes in a sudden event and therefore leaves a
drastic footprint in the electrical signals. In the here shown series the time resolution of the
electrical measurements is not very good, in fact it is only 0.2 Hz, because the computer was
not capable to process the video data and the electrical measurements quicker. Therefore,
the voltage drop does not seem as drastic as presented in chapter bl although it actually is.
Before getting into the details of the obtained data one last issue shall be discussed. An
intensity drop can be expected due to the opening angle of the laser sheet, reducing the laser
intensity towards the right. This can lead to the impression of an asymmetric dust cloud
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Figure 6.6: The evolution of the particle cloud throughout one growth cycle, as seen after
the image processing; For according plasma emission, see figure
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Figure 6.7: The evolution of the particle cloud throughout one growth cycle, as seen for
different positions of x; For according plasma emission, see figure m
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Figure 6.8: The evolution of the particle cloud throughout one growth cycle, as seen for
different positions of y; For according plasma emission, see figure m
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Figure 6.9: Theoretically, the incident beam looses intensity towards the right side of each
frame due to the 30 ° dispersion in y-direction. The scattered light then obeys the same loss
in intensity, as it is proportional to the incident beam intensity.

shape. Having a 30° opening angle of the laser in one dimension (y-direction), assuming no
dispersion in the second dimension and measuring the height of the laser sheet to be 5.4 cm
at the entrance of the image plane (I(z = 0) = Ij), the intensity decrease can be estimated
to be:

2.7

102.7 + z/[cm] - tan(15°)

I(x) = (6.13)
This results from trigonometric calculations and is depicted qualitatively in figure There-
fore, the incoming laser intensity is reduced by a factor of almost 4 from the right to the
left in the image plane. Due to an unknown offset however, no corrections to the scattering
signal have been done.

The sheath thickness in front of the powered electrode changes throughout the growth cycle.
As the particles are strongly repelled by the electric field within it, they accumulate at the
sheath edge and above, but they do not enter the sheath, phenomenon well known from
dusty plasmas with microscopic particles. Thus, the absence of dust can be interpreted as
sheath region. Taking the series of pictures in figure the image at x = 11.2 cm shows the
development of the sheath thickness, however, it is difficult to see clearly due to the reflection
of the laser on the electrode. Therefore, another slice has been made and a close-up of the
sheath development and the plasma particles above has been performed as depicted in figure
6.101

Marked in green is the zero level along the y-axis, which corresponds to the electrode surface.
Also plotted alongside is the self-bias voltage evolution in red for orientation. During the
first half of the cycle the sheath is not clearly visible, because the laser scattering at the
particles is too small to give a good contrast. From second 60 on, however, it seems, that
the sheath expands linearly in time until there are no particles left anymore.

In numbers the sheath thickness can be measured to 6 mm at ¢ = 60s and then increases
with a speed of 0.05mm/s to 8mm at the end of phase III. Another feature, that can be
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Figure 6.10: The sheath tickness in front of the electrode increases linearly in time throughout
the second half of the growth cycle, as marked in green. The horizontal green line marks the
electrode level. Shown in red is the time correlated evolution of the self-bias voltage.

seen very well in this close-up is the increase in brightness at the beginning of phase 1T and
the exact accordance of the void explosion with the drop of the voltage at the end of phase
III. The increase of brightness may partly be due to an imperfect subtraction of background
noise, but also to the first glimpse of the growing particles, where they are still in the range
of less than 40 nm in diameter.

Last but not least, apart from the channel, that slowly moves into the slice in the upper
right part of the figure, it seems, that the intensity evolution is not the same in the lower
region of the discharge, than in the upper one. Towards the end of phase II the brightness
in the lower part is much stronger than in the upper region, whereas it was almost the same
in the beginning. That’s why the intensity evolution at different heights in the discharge is
compared in figure [6.11

Together with the evolution at different heights at the right hand side of the void, the inten-
sity evolution inside the void is plotted in blue. This serves as a reference, if one assumes,
that the void is completely dust free. One can see, that inside the void the intensity does
not vary greatly throughout the cycle, except for the end of phase III. Here, probably the
subtraction of the background was not performed perfectly due to the difficulties described
in section

Whereas all the regions outside of the void evolve similarly in quality and quantity for the
first 60 seconds, they seperate in the second half of the growth cycle. Interestingly, the time
at which the curves start to separate coincides with a very slight change in the slope of the
self-bias voltage during phase III. This change of the self-bias voltage can sometimes be seen
much stronger, especially for low pressures.
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Figure 6.11: The measured light intensity is evolving differently at different heights above the
powered electrode (y-values) outside the void. As a reference, where there are no particles,
the intensity inside the void can be taken (blue line). In general the high regions loose
intensity after half of the cycle duration, whereas shortly above the electrode the intensity
increases up to the end of phase III.

Then in the second half the upper regions loose in intensity and the lower ones still gain.
In fact, the lowest depicted point at 1cm of height, which is just above the sheath (see
figure continues from the onset of phase IT until the end of phase III to increase almost
linearly in luminosity. With the void explosion all observed points turn dark, but the lowest
one at last, because some particles are still trapped shortly above the electrode as can also
be seen in figure in the last frame at ¢t = 115s.

6.3.2 Particles from former cycles

In the very outer region of the discharge there is a small dust cloud, that never vanishes. Tt
can still be seen during phase I. It is located very low, next to the grounded part, that is
enclosing the powered electrode. The same series of snapshots as in figure is given for
a close-up in figure |6.12| The fact, that the dust remains in a very low position and that
it always scatters more light than the rest of the cloud leads to the conclusion, that it is a
group of relatively big particles. Gravity lets them sediment downwards and the scattering
signal is stronger for big particles.

Evidence for a small amount of particles, that does not fall out of the discharge during phase I
has already been found in [84], where usually besides the dominant actual generation another
population of dust has been collected in little quantity. The size of the second population
corresponds well the extrapolated size according to scheme from the precedent growth
cycle. An example of such a particle is given in the SEM picture in figure [6.13]
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Figure 6.12: To the right next to the grounded electrode a small group of particles does not
retreat throughout the entire growth cycle. The relatively bright scattering signal it emits,
speaks for a group of relatively large particles.

However, it seems that the quantity is small enough to not affect the plasma significantly.
No footprint of this dust can be identified in the characteristics of the electrical measure-
ments. Normally the quantity of these large particles collected is exceeded by some orders
of magnitude by the quantity of smaller primary particles. Nevertheless, the term single
generation particle growth does not seem to be absolutely correct.

6.3.3 Plasma emission

The emission of light from a plasma is strongly related to the density of excited atoms and
molecules. When de-exciting they can release a photon of a specific energy. Therefore, the
wavelength provides information on the excitation levels and the intensity on the amount
of excited species. This can be used to study the electron density and energy, as often
the electrons are the main responsible species for the excitation processes. With a known
electron energy distribution function, e.g. maxwellian, and an elaborated energy-dependent
excitation cross-section, those two parameters can principally be calculated.

However, three-body collisions and excitation through other channels like collisions with
metastables complicate the matter. Therefore, it is difficult to obtaine quantitative results
by this method and advanced models have been developed. Among those techniques are
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Figure 6.13: Usually in collection experiments besides the generation from the actual growth
cycle a few particles from the former cycle can be found, here the big particle among the
small ones.

the collisional-radiative model, that already has been applied in argon plasmas, for example
in [208-213], and the line ratio method [214-216]. Whereas the first requires sophisticated
calculations, the latter lacks accuracy, when inelastic collisions, recombination and diffusion
are not negligible for radiative processes. Therefore, in this chapter, the plasma emissivity
shall only be regarded as an indicator, where a high luminosity stands for either high electron
densities and/or high electron temperatures.

Although a green filter was used in order to minimize the detection of plasma emission by the
camera, it was not possible to remove it completely. Therefore, a lavish subtraction method
by chopping the incident laser beam was applied as explained in detail in section A
beneficial side product of this method, however, is the detection of the plasma emission at
the wavelengths, that can pass the optical filter. Here, a filter with a bandwidth (FWHM) of
20 nm around the laser wavelength of 532 nm was applied. Even if the region around 532 nm
provides a good window, where argon only emits weakly, several Ar I and Ar II emission
lines are located around there. Although the intensities are not very high, a plasma emission
stronger than the scattering signal was observed. Those lines are resumed in table

intensity wavelength / nm type | intensity wavelength / nm  type
100 514.18 II 20 521.68 I1
70 514.53 IT 7 522.13 I
5 515.14 I 5 542.14 I
15 516.23 I 10 545.17 I
25 516.58 II 25 549.59 I
20 518.77 I 5 550.61 I

J

Table 6.1: Argon lines passing through the green filter, taken from |
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For consistency the same series of images as for the dust cloud in section was produced
for the plasma emission, yielding figures [6.14] |6.15|and [6.16| Remarkably, as a general obser-
vation it can be stated, that the plasma luminosity correlates quiet well with the evolution
of the self-bias voltage. At the transition from phase I to II it becomes suddenly very bright
and inversely it becomes darker at the end of phase III. So only by watching the plasma
emission, the effect of particles is noticeable.

Another observation, that can be made, is the descending of the bright plasma region above
the powered electrode. First of all it seems more localized, apart from also being much
brighter (650 a.u. instead of 350), but also it approaches the electrode. That means, that in
the discharge centre the bright glow descends, which can be well seen in figure [6.15] at the
distances x = 8cm to x = 17.6 cm.

Therefore the same plot as in figure but for the plasma light emission has been repeated
in figure where the green lines still correspond to the sheath thickness determined
by the dust cloud presence. As can be seen better in the close-up of the distance
between the electrode and the point of highest emission intensity I,,.., the point of highest
plasma luminosity y(Iyay) is roughly two times higher than the sheath edge, and thus:

y(Imax) % 2- d, (614)

where d denotes the sheath thickness. In more detail, the plasma descends in phase 11, is the
closest at the transition from II to III and then rises slowly up to the end of phase III. Here,
it reaches its maximum height, even higher than during phase I, when it obtains a shortly
stable medium distance to the electrode.

However, attention has to be paid to the position of the camera, that is some tens of cen-
timetres above the electrode level. Therefore, in contrast to the laser light scattering mea-
surements, the camera now images a line of sight, and thus the intensity observed is an
accumulation of the intensities along this line of sight. Because the camera is elevated it is
looking down at an angle, the observed maximum of intensity is slightly closer to the elec-
trode than in reality. Nevertheless it is the closest to the electrode, when the self-bias voltage
is at its maximum and vice versa, indicating, that the sheath thickness behaves similarly.
For completeness the intensity evolution has again been plotted for the same coordinates as
used in section in figure Here the similarity, or in other words the correlation,
between the time evolution of the self-bias voltage and the intensity of the light emission can
clearly be seen. Also, the void region does not show any anomalous behaviour and again the
general trend, the lower the brighter, can be observed.

The void, in contrary to some other experiments like in [218], does not emit more light than
the rest of the plasma. Therefore, one can assume, that the electron density and tempera-
ture, which essentially affect the excitation rates, do not differ significantly inside the void
from the surrounding dusty plasma. However, in this set-up only a small spectral range of
the emission is recorded. Because the excitation channels for the different argon lines are
not fully accessible, no conclusions on other argon lines can be drawn from these results.
And thus, a complete overview over the plasma emissivity is missing, that is necessary to
determine the electron temperature and density by optical means.

A more extensive chapter on the plasma emission will follow in [§] which is entirely based
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Figure 6.14: The evolution of the plasma emission throughout one growth cycle, as seen
after the image processing; For according dust cloud, see figure
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Figure 6.15: The evolution of the plasma emission throughout one growth cycle, as seen for
different positions of x; For according dust cloud, see figure
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Figure 6.16: The evolution of the plasma emission throughout one growth cycle, as seen for
different positions of y; For according dust cloud, see figure
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Figure 6.17: (a) The green lines mark the sheath thickness above the powered electdrode
as a function of time determined by the dust cloud shape in section [6.3.1] The background
image depicts the plasma emission through the green filter at x = 10.8cm. The emission
intensity increases sharply with the onset of phase II and decreases again at the end of phase
IT1. Additionally the intensity maximum (blue line) is the brightest but positioned the lowest
when the self-bias voltage is at its maximum. (b) A close-up of the distance between the
region of maximum brightness and the powered electrod y(l,.x) (blue line) together with
the self-bias voltage (red line);

on the plasma emission and where the camera is mounted on the electrode level in order to
minimize the projection error of the line of sight.

6.4 Discussion of the results

Resuming the precedent section [6.3.1| a comprehensive picture of the dust cloud evolution
as a function of the particle size can be drawn.

Phase I During the first phase of the growth cycle the plasma emission is low and no
particles can be detected by laser light scattering. However, collection experiments and
SEM measurements revealed the presence of small, rq4 < 40nm, dust particles. Because
the self-bias voltage is in a plateau during this phase, one must consider the influence of
the particles on the discharge as negligible. Hence, either the particle charge or the particle
density is too low to modify the quasi neutrality 2.43]significantly. In other words, the overall
particle surface does not yet act as an effective electron sink and the plasma loss mechanisms
stay almost unchanged compared to a dust free plasma.

From particle collection experiments it follows, that the nucleation occurs in this phase.
However, it remains unclear, if the coagulation also takes place. The linear growth already
within this phase suggests, that the coagulation event already finishes some when during
phase I. Thus, it is not detectable neither by laser light scattering nor by the electrical
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Figure 6.18: The measured light intensity is evolving similarly at different heights above the
powered electrode (y-values). The higher, the darker is the plasma though. Also inside the
void (blue line) there is no noticeable difference. The shape of the curves resembles very
much the shape of the self-bias voltage (red line).

measurements. However, it is puzzling, why the plasma undergoes such a drastic transition
from phase I to II, where the electrical signals change as well as the plasma emission and
where the particle cloud starts to appear in the LLS signal.

The following suggestion shall be made to resolve the question: nucleation can occur as
long as the precursor concentration is high. At this point it can only be assumed, that
the precursor concentration does not reduce until the end of phase I. Detailed observations
by mass spectrometric means will follow in chapter [0 Thus, the nucleation could happen
throughout the entire phase I. If also the coagulation happens throughout the entire phase I,
then it is not such a particular event as described by theory in chapter[3.3.2]and consequently
particles continue to accumulate in phase I. Taking this picture this phase is marked by a
considerable increase of particle density. A dust grain, that is formed early will then continue
to grow due to surface deposition until the end of phase I, whereas a particle formed by a
coagulation event at the end of phase I enters phase Il without further surface deposition.
Assuming, that any particle leaves the coagulation event with the same size ry and then
grows further with a constant deposition rate Rg.¢ until the end of phase I, it obtains the
size

a1 = To + Rsurf WAV (615)
during the residual duration At of phase 1. Therefore, the size difference
Arq =ra1 — ra (6.16)

between the first particle rq;, that leaves the coagulation and the last r4o, just before phase
I, must be

A’f’d == RsurfAt = Rsurf(TI - tO)a (617)
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Figure 6.19: Plotting the duration of phase I versus the size dispersion of the particles results
in a linear dependence. The dotted lines denote the goodness of the fit (solid line) in means
of the standard deviation, which is equal to a confidence interval of 68.27%.

where 77 denotes the duration of phase I and ¢, the point of time, when the first particle
appears during phase [. Assuming, that ¢, is a value, that depends on the discharge param-
eter, but is the same in each experiment, the size dispersion Ary of the dust at the end of
phase I can be linked linearly to the duration of phase I:

Ard = RsurfTI - RsurftO (618)

If the surface deposition rate is the same for the entire dust population in the following
growth phases, there should be no correlation to the duration Ty; and Ty of the other
phases.

This hypothesis has been applied to the collected particles already described in chapter
bl The standard deviation o, size distribution of the collected samples, which was already
determined in a previous work [161], can be connected to the size dispersion by

Arq = 20, (6.19)

and then be plotted against the time duration of each of the three phases, for I depicted in
figure for II and III in figures [6.20(a)| and [6.20(b)] respectively.

Indeed a dependence can be found, yielding a deposition rate of Rg,¢r = 0.32nm/s and a
x-intercept of tg = 9.6 s, which corresponds to the point of time, when the first particle comes
out of the coagulation event, because here the size dispersion must be Argq = 0.

Plotting the dust particle size evolution once again against the time of collection, but this
in time in absolute time units, allows to find the particle size at time ty = 9.6s. The linear
behaviour can be seen even better than in the plot with reduced collection times, see figure
5.4 and the linear fit matches well the experimental findings within a 68.27 % confidence,
as presented in The fit yields a growth rate of Ry, = 0.39nm/s, which is satisfyingly
consistent with the growth rate obtained from the size dispersion above. Assuming a constant
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Figure 6.20: In no significant correlation between the duration of phase II and the
size distribution of collected particles can be found. The same holds true for phase IIT in
6.20(b)l In fact the standard deviation is too big to even fit into the chosen axis.

growth rate as soon as the particles leave the coagulation, the time ¢y, = 9.6s in the fit of
then gives an initial particle radius of r49 = 12.6 nm.

Although the standard deviation of the linear fit, marked by the dotted lines in [6.19] is
rather big due to bad stochastics, and thus, a precise determination of ¢y is not possible,
a linear trend can clearly be seen. Nevertheless, the fit seems to be sufficiently precise to
obtain a similar value for the surface growth rate as when plotting the averaged dust particle
radius rq against the absolute growth cycle time. For the other two phases, however, the
correlation is not evident as expected. Thus, the here presented theory of simultaneous
nucleation, coagulation and accretion during phase I is strongly supported by the findings.
Furthermore, if the theory holds true, major questions can be answered by this method:

1. The particle size rqo after the coagulation event can be estimated to be round about
13 nm in radius, which is rather big, but in the range of the expected. Convincingly, it
represents round about the size of the smallest collected dust population (rqg = 10nm).
However, smaller particles have been found in the SEM, that may be either attributed
to particles being in the process of coagulation or to the insufficient precision of ¢y, and
thus, a possibly lower value for rq9. Nevertheless, it possibly does not

2. The coagulation event does not happen only during a very short time, but as long
as the precursor concentration is sufficiently high, which is during the second half of
phase I, as will be discussed in chapter [9}

3. The plasma starts to be influenced not directly after the coagulation event, but later,
when the accumulated dust charges start to reduce the electron density significantly.

The here suggested picture of parallel nucleation, agglomeration and accretion can be better
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Figure 6.21: Plotting the duration of phase I versus the size dispersion of the particles results
in a linear dependence. The dotted lines denote the goodness of the fit (solid line) in means
of the standard deviation, which is equal to a confidence interval of 68.27%.

understood, when taking spatially different processes into account. When the first nanopar-
ticles reach a size big enough to carry a permanent negative charge, they move towards an
energetically favourable position, towards high plasma potentials. Hence, the dust position
and origin must not strictly be the same. Further formed particles then add up to the early
dust, so that a permanently charged dust cloud may grow in size close to the discharge
center.

However, possibly in the outer regions of the discharge nucleation and coagulation still can
take place due to a sufficient distance to the bigger particles, that consume most of the reac-
tive ions, molecules and small clusters in their close vicinity. The nucleation and coagulation
then stops, when either the permanently negative dust cloud has grown to an extinct, that
no space for it is left, or when the discharge switches into another mode, e.g. from the a-
into the v’-mode.

Phase IT TImmediately at the onset of phase II the self-bias voltage, phase angle plasma
emission and also the position of the maximum in the plasma emission change radically.
Hence, the nanodust all the sudden influences the discharge. Regarding the continous particle
growth as presented in chapter it is mysterious, that the transition happens so quickly
and that the induced changes are so big. Also the above presented theory on simultaneous
coagulation and accretion does not give any answer on this question. The only prediction,
that this theory can make, is that the dust density should constantly increase throughout
phase 1.

Thus, it shall be proposed, that the transition from I to II, or in other terms the a-v’-
transition, does not coincide with the coagulation of the dust, but rather with a critical
combination of dust density and size. The suddenness of the event still remains surprising,
however it is also well known for the a-v-transition, that it happens discontinuously with
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sudden jumps in the discharge characteristics [219]. Here, the critical factor is the sheath
voltage, that responds like a dc-breakdown if a certain voltage is exceeded. Then, in the ~
regime, the discharge is driven by the fast electrons in the sheath, which substantially are
secondary electrons.

Something similar may happen during the a-v’-transition. According to Fridman et al. [27]
the bulk electrons are consumed by the particles, so that the o process is no longer the
dominant ionization process, or it is also possible, that the increasing particle charge and
consequently increasing energy of impinging ions produces a significant amount of secondary
hot electrons.

In order to get a better insight into the heating mechanism of the discharge phase resolved
camera measurements were done, presented in chapter

At the end of phase II a first glimpse of dust can be taken, as the second picture in
shows. The void can already be seen from this first moment on, so it remains unknown
to which point of time it is formed. It is possible, especially regarding the second picture
in that the void is intrinsic and the very centre of the discharge always is dust free.
Anyhow, the entire rest of the discharge volume experiences an increase in the scattering
signal, indicating, that the dust cloud is well distributed in the entire chamber.

Phase III The third phase is the longest one and follows the point of maximal dust influ-
ence at the transition between phase II and III. In the LLS signal a channel can be noticed
ranging from the top of the chamber into the void. It is hard to see, when the channel forms,
but it might well be at the beginning of phase ITI, following picture number four in
The channel structure is a result of the incoming gas stream, which is supplied from the top
of the reactor. In order to test this hypothesis, the gas supply has been moved in a series
of experiments. The results shall not be presented here, but the channel position followed
very consistently the nozzle of the gas supply. Therefore, the neutral drag force along the
channel must point out- and downward, which is very plausible. Additionally the force must
be considerably high in order to gain the upper hand against all the other forces. Indeed the
rough estimations from chapter reveal, that it may be necessary to also consider the
neutral drag force as dominant one.

The values used to estimate this force are actually based on the supply tube diameter and
the flow rate. What is quiet special in this set-up, is the fact, that the neutral drag force
even has to be applied to resting particles and is not dependent on the dust velocity but on
the gas stream velocity. This particular result may motivate industry to use neutral drag
techniques to remove unwanted dust from the discharge.

In the course of phase III it can then be seen, that the channel structure and the void widen
up. Two mechanisms may drive this evolution, based on the growth of the dust. First of all
the continous growing results in heavier particles, and hence, the gravitation becomes more
and more important. It results in a sedimentation-like behaviour, where the LLS signal be-
comes lighter in the upper region of the discharge, see figure but a continuous increase
in the lower parts.

Because the particle collection experiments revealed a continuous growth of the particles,
an intensity decrease can only be explained by a reduction of the local dust density. This
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may then lead to a reduction of the Yukawa repulsion between particles making it easier for
the neutral drag force to push the dust aside. Additionally the drag force increases with the
dust radius.

Another mechanism is the growth of the dust charge. With increasing charge, the electro-
static force between the particles must also increase, which at some point may overcome
the trapping potential. As the plasma density is expectedly lower in the upper part, the
trapping is not as good as in the near electrode region. Consequently the upper part looses
more particles then in front of the electrode, where additionally the strong sheath potential
ensures a good trapping.

The void obviously needs to grow in size, as the dust does so. Because the void edge is
defined by an equilibrium between the electric force originating from the plasma potential
profile and the ionwind force, the edge needs to move, when one of the forces is changing.
As the ionwind increases up to a particle radius of several hundred nanometres, given in
calculations in chapter the dust is pushed further outside. This void enlargement and
even successive voids, that one by one enlarge in time is well known from other experiments
as well [220-222]

Taking a closer look at the intensity development Pps(f) in the lower discharge regions, it
can be noticed, that it inreases rather linearly in time. Taking equation and because the
dust radius also increases roughly linearly in time ¢, it is possible to write:

t oc P o< ngr$ oc ngt® (6.20)

and consequently
ng o< t°. (6.21)

In order for that to hold true it must be assumed, that the CCD chip of the camera has an
output linear to the incoming intensity. The dust density reduction in time, is surprisingly
high, and thus, a significant deposition of dust on surfaces inserted into the discharge is ex-
pected. In order to investigate this deposition rate measurements have been done, presented
in chapter This result is in contradiction to earlier works from Beckers and Kroesen, who
measured a constant particle density during a certain growth phase in their experiments [223|
by the exact same method. It shall be noted here, that the LLS-signal is relatively noisy.
Therefore, expression should be considered with caution.

At the end of phase III the void explosion takes place, leaving a trace in the electric signals
and in the plasma emission intensity. It then is followed by the vanishing of the residual
particles, except for an insignificant quantity in the very outer discharge regions. The void
explosion is as abrupt as the transition from phase I to II, and therefore, it should be con-
sidered, that here the inverse +’-a-transition occurs.

With the void explosion the dust free space, where a-ionization occurs, suddenly opens up.
Consequently, the discharge should run into the a-regime. The stronger a-ionization then
may induce an increase in the ionwind force, which accelerates the event. As a consequence
it is a self-amplifying process and no surprise, that it happens abruptly.

Electrode current density In figure|6.10[an enlargement of the sheath thickness in front
of the powered electrode during the second half of phase III was observed. It is the result of
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Figure 6.22: According to the Child-Langmuir law, the ion current density j; can be calcu-
lated from the sheath potential U = @+ V}as and the sheath thickness d. Presented are the
solutions by using the sheath thickness, obtained from the LLS measurements as given in
figure |6.10, and the simultaneously registered self-bias voltage, according to the low pressure
case (dashed line) and the intermediate pressure case (dotted line), from equations and

respectively.

the sheath potential U = @} — Viy,s increase, which follows directly from the Child-Langmuir
law, as introduced in chapter [2.2.1]

Estimating the plasma potential to be at around ®, ~ 20V, which is almost negligible
compared to the self-bias voltage, and taking the pressure to be p = 3.9 Pa, as measured
with the Baratron when the image in figure [6.10| was taken, the ion current density j; can
be calculated. The results for the low pressure formula and the intermediate pressure
have been calculated comparatively as a function of the self-bias voltage Vi,.s, depicted
in figure [6.22] For both solutions the ion current density decreases through the last half of
phase III, however, the relative reduction is bigger for the intermediate pressure case due to
the ratio of the exponents for U and d.

A decrease of the ion current density may be attributed to the change in two parameters, the
ion density and the electron temperature, because those are the only two variables regarding
the ion flux density at the sheath edge (index s):

Ji = enigvg = 0.61len;g kBTe, (6.22)
my
see sections and [2.2.2] So, during the last half of phase III either the electron temper-
ature decreases or the ion density. In order to find out, which of those two plays the more
important role, more diagnostics need to be applied. Especially Langmuir probe measure-
ments, which will be treated in chapter |7} allow to determine all the necessary basic plasma
parameters.
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Figure 6.23: The point of highest intensity is not only changing its distance to the electrode,
as demonstrated in figure [6.17(b)] but also its luminosity at A = 532nm. The change of a
factor of roughly 2 is correlates very well to the self-bias voltage evolution. The change of the
plasma brightness is caused by a change in the plasma temperature. With particles being
present, the discharge is more luminous, which indicates an elevated electron temperature
in this experiment.

Emission intensity As already described in section the plasma emission intensity
can be used as an indicator for electron density and temperature. Because in general one
can assume the electron density to decrease with the presence of nanoparticles, a higher
plasma emission intensity indicates an increase in the high energy tail of the electron energy
distribution (EEDF). This can be related to a change of the EEDF but also to an overall
more excited electron population, thus, a higher electron temperature.

Obtaining quantitative results from the emission intensity though is much more complicated,
because metastables can also excite the argon atoms and stepwise excitation cannot be ex-
cluded neither. Furthermore, a low spectral resolution may make it impossible to separate
argon lines from molecular lines of reactive species. Those, however, are additionally depen-
dent on their species densities.

With the green filter mounted in front of the camera lenses, argon lines around 532 nm, as
described in table can be observed. Figure [6.23| shows that the maximum intensity of
the discharge varies by a factor of round about 2 throughout the growth cycles as a function
of the particle influence. It correlates perfectly with the self-bias voltage, any deviation may
be attributed to the poor time resolution of the self-bias voltage measurement. Thus, a sig-
nificant electron temperature increase needs to be considered. However, in other yet similar
works [224] even an increase by a factor of ten has been observed for the 750 nm argon emis-
sion line. Hence, the temperature change can not be registered by only one emission line,
but for addressing the problem appropriately, advanced emission spectra techniques need to
be applied, as mentioned in section [6.3.3]
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Chapter 7

Langmuir probe measurements

What is useful for various applications on one side, is causing dramatic changes in the plasma
on the other side: the accumulated particle surface strongly modifies the loss channels for
electrons, ions, radicals and even photons. To get a grip of the magnitude of this additional
surface, one only needs the dust density ngq and the dust radius rq giving the single particle
surface area Ag:

Aq = 4. (7.1)

The accumulated dust surface of all particles together in the entire discharge volume Vieactor
then needs to be
Atotal = nd‘/;eactorAd- (72)

This surface area can be compared to the reactor wall surface area, which may be approxi-
mated by a cylindrical chamber of 32.4 cm of height and 22 cm in radius: Ay = 7520 cm?.
Although the nanodust cloud provides its surface directly inside the plasma, and thus, can
have an even bigger impact on the plasma itself and the chemistry, the ratio © of the wall
surface to the one of the dust can give a first impression on the importance of the dust:

(7.3)

Taking various values from [63}/147,225,226| in different plasmas for different dust sizes a
range of ng = 0.2...1500 - 10 cm~2 can be evaluated. The closest match in terms of con-
ditions may be the experimental observations by Tadsen et al. [63], who observed dust of
196 nm radius at a density of 4.6 - 10" cm ™3 grown by a radio frequency acetylene discharge,
which ultimately yields a surface factor © = 1.48. Hence, the particles provide a surface
area roughly the same size as the chamber walls and, enlarging the impact even more, this
surface is situated directly inside the plasma.

In order to quantify this impact, a fundamental question is the change in the electron tem-
perature and density. Several techniques can be applied to access those values among which
are microwave interferometry, absorption and emission spectroscopy. However, probe mea-
surements are able to fully capture the entire electron characteristics with a rather simple
set-up. Here Langmuir probes [80-83| and multipole resonance probes [227,228| are the best
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known methods, whereas Langmuir probe measurements are one of the oldest, and therefore
very well established, technique to obtain extensive data. Besides the electron temperature
and density, the ion current density, the plasma and floating potential as well as the electron
energy distribution can be measured.

The high output of information but also the relatively simple set-up of Langmuir probes
are the reason, why it was utilized in this work. However, many approximations and sim-
plifications have to be made for it to be applicable and the set-up needs to be adapted to
rf-discharges as well as to the reactive, dielectric depositing plasma environment. Therefore,
a fundamental understanding of the probe theory is inevitable. It shall be discussed in the
following section together with all the assumptions, that need to be made, and the difficul-
ties, that have to be overcome.

Later the used set-up will be presented and also the results obtained before a discussion
closes this chapter. The Langmuir probe measurements were performed in collaboration
with Yerbolat Ussenov from the Al-Farabi Kazakh National University in Kazakhstan in the
frame of a 3 month stay at the lab facilities in Kiel Germany.

7.1 Langmuir probe theory

Since its first description by Irving Langmuir and Mott-Smith in 1926 [114], different theories
around the small electrical probes, inserted into a plasma, have been developed in order to
account for different probe geometries and various sorts of plasmas. Reviews and extensive
descriptions can be found elsewhere [90,/150,229-232|, here some fundamentals shall be
discussed in order to understand the challenges when applying electric probes to a nano-
dusty reactive RF plasma.

Three basic single probe designs exist, planar, cylindrical and spherical probes, see in figure
(a), (b) and (c), respectively. Inserting them into a plasma, they pick-up the ions and
electrons from the discharge. In other words, a current I ohe(Uprobe) = Li(Uprobe) + Le(Uprobe)
in dependence of its potential Upiobe = Pprobe — Pp1 can be measured. Doing a voltage sweep
for Upobe from negative to positive values three different regions can be attributed to the
resulting current curve: For strongly negative values ions are attracted but electrons repelled.
This is called the ion saturation regime, see region I in figure

Increasing the voltage, more and more of the hot electrons can reach the probe. All electrons
at energies below kg7, = eUprone, however, are still repelled. It is therefore called the electron
retardation regime. The floating potential ®q falls within this regime and is defined by equal
ion and electron currents I; = —I,, and thus, Ione = 0. From this point on the electron
current dominates for further potential increases.

The last region is called the electron saturation regime, which starts at ®pohe = ®p1, and
thus, Uprone = 0. Having a positive potential against the plasma, the cold and low energetic
ions cannot reach the probe any longer but the electron current saturates. For positive
potentials the different probe shapes make the current response differ strongly. Whereas
planar probes exhibit a plateau-like electron saturation, cylindrical probes are marked by a
further steady increase in the current for this region. And for spherical probes, the bend at
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Figure 7.1: Three basic probe shapes are utilized for Langmuir probe measurements, planar,
cylindrical and spherical, (a), (b) and (c¢) respectively. The conducting metal wire is shielded
by an insulating tube. Taken from [150];

the plasma potential can’t be seen any more.

The three different regimes shall be discussed and quantified in more detail in the following
subsections. All calculations presented relate to the most simple case, which is a collision-free
case with only one sort of single positively charged ions and with a maxwellian electron energy
distribution. Trying to provide more exact solutions can quickly extend the calculations to
a degree, that does not fit into the frame of this work any more, and thus, shall not be done
here.

7.1.1 The ion saturation regime

The ion saturation current simply depends on the amount n; ¢A of ions, that cross the sheath
edge in front of the probe surface A, and their velocity, which must be the Bohm velocity at
that point. It therefore can easily be determined to be

kB Te

my

Ii,sat = 7’Li756’UBA ~ 0.61 Nijp€ - A, (74)
where the approximation from equation [2.35] was used. However, attention must be paid
to the surface A. Whereas for a planar Langmuir probe the area of the sheath edge A
equals the probe surface, this does not hold true for cylindrical and spherical probes. As the
ion current is dependent on Ag rather than A, consequently a correction factor needs to be
introduced for the two latter designs.

In order to understand the ion motion around and towards a cylindrical or spherical probe
the Orbital Motion Limit (OML) model can be applied very similar to what has already
been introduced for the particle charging in section Therefore, we will make use of
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Figure 7.2: The I-V-curve, here for a planar probe, can be divided into three regions: I for
small potentials, here represented as to kg7, normalized energy eUpobe, 11 for intermediate
potentials and III for positive values. At the floating potential, here represented by its energy
equivalent 7, the ion and electron current contribute to equal parts, and thus, cancel each
other out. Taken from [90] and nomenclature modified;

equation directly, which describes the effective cross section for the collection of ions by
a dust particle in terms of the effective collection radius b.. Although equation treats
a sphere, one can use the same relation between the radius r of a cylindrical object and its
effective collection radius b.. Taking the square root of that equation yields:

20Dy 1/2
b. = 1— : 7.5
" < mu? ) (7.5)
Now, replacing the initial ion energy with %mzﬂ = kgT1; and using the probe potential

Dprobe — Pp1, referenced to the plasma potential @), and radius a rather than the dust
potential &4 and rq4, respectively, one obtains the real collection radius, see figure [7.3

e(q) robe — ) l) 12 el robe 1z
bC _— 1 — p p = 1 - p— . 76
‘ ( koT, ‘ koT, (76)

Because the potential drop towards the probe Upobe = Pprobe — Pp1 yields a negative value,
the effective collection radius is enlarged for ions. Hence, for cylindrical probes the probe
surface area needs to be replaced with A. = 27b.l, where [ denotes the probe tip length.
Consequently, the ion saturation current is no longer independent of the probe potential:

k Te U robe
Ii,sat,cyl = 0.61 nype - B . QWGZ\/j
- i (7.7)

kBTe GU robe
= 3.83 aln; N —y
o Oe\/ m; \/ ks'T;
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Figure 7.3: Cross-sectional view of the Langmuir probe of radius a: The collection radius bq
according to OML theory describes the collection cross section as seen from far away of the
particle, see left side of figure. The OML theory looses its validity, if the collection radius is
outside of the plasma sheath of thickness d, as depicted on the right side. This may happen
for big probe radii, for example.

In order for this equation to hold true for all values Upone < 0, the effective collection radius
should not exceed the sheath edge radius much b. < a + d, where a + d is the probe radius
plus the sheath width d, see figure [7.3] If it exceeds the sheath edge radius by far, shielding
from the plasma needs to be taken into account and the effective collection radius would
need to be smaller. The sheath width can be expressed by the Child-Langmuir law for the
current between two coaxial cylinders [98,/103] of radius a and 7o:

87v/2 Ul
= 8V2_ e Upnoy (7.8)
9 m;  af?

with the dimensionless parameter

3/2
)

B3 = 4.6712% (log% — log \/5) for ro/a > 10. (7.9)

The radius 7y stands for the sheath edge radius, thus, r = a + d. If the sheath thickness
is smaller than d < 9a the equation becomes less precise, meaning an error greater than
1%. Here, the values provided by Langmuir and Blodgett [103|, given in table at the
end of this chapter, need to be applied. The unit of the current density ¢; is [A/m]|, which
corresponds to a current per length along the cylinder axis.

Because the ion current density j; = i;/(27rg) at the sheath edge is plasma dependent rather
than dependent on the probe potential, it can be assumed to be constant for constant plasma
conditions, and hence, the value 32 needs to adjust to a varying probe potential Uprohe. SO
the sheath thickness changes as a function of the probe potential. Now, in order to validate,
that b, < a +d = ry, b./a and ro/a, obtained from (2, are plotted together in graph . To
do that, the ion mass was set to be the one of argon, the probe radius was set to a = 50 yum
and the ion current density at the sheath edge is found to be j; = 0.61 njpevg. Combining

with equation

1 2 Uplo =
const = j; = 0.61 nypevy = —eoy ) — - —220 . <@62> : (7.10)
9 my a

a?
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Figure 7.4: Numerical solutions for the sheath width, represented by ro/a are obtained for

two different electron temperatures T, = 2eV and 6 eV according to the Child-Langmuir law,

described in [103|. It is compared to the effective probe collection radius b., also normalized

to the probe radius a, as calculated from the OML theory. The collection radius exceeds the

sheath edge radius by a factor of more than 2 for any probe voltage Upyope-

which can be solved numerically for ro/a as function of the probe voltage Upyobe for different
T. = 2eV and 6¢eV but a fixed ion temperature of 7; = 0.03eV. Together with njy = 4 - 10%°
it reproduces the values used in chapter 2| and can then be compared to b./a obtained by
using the same values in equation [7.6]

As can be seen from figure the collision radius from the OML theory as given by Piel [90]
exceeds the sheath width by a factor of more than 2 for any given probe potential. Therefore,
the OML theory may be erroneous, when applied to cylindrical probes with big diameter
(here 100 pum). An overestimation of the collection radius leads to an underestimation in the
ion density in the plasma bulk. What’s more, it does not take collisions into account, that
may decrease the real ion current, which would lead to a further underestimation of the ion
density. The discrepancy between the b. and ry becomes worse with increasing ion density
and increasing electron temperature and vice versa.

Therefore, another expression, derived by Mott-Smith and Langmuir [114], and summarized
by Chen [233] shall be used instead. It actually is the same expression as equation
when replacing those parts coming from the sheath condition, e.g. using the bulk density n;o
instead of the sheath edge density 0.61n;y and the thermal ion speed (kgT;i/27m;)'/?) instead
of the bohm velocity vg. It is valid for small ion temperatures 7; < T, and Upone < 0 and
takes the compact form of:

k ﬂ U, robe U, robe
L sateyl = Qﬂalnioe\/ BYi _ Clprobe 2\/§alnioe\ / _ Sprobe (7.11)
my my m;
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This equation shall be used to fit the ion current in this work. However, although it gives a
reasonable fit, that is more precise than a simple linear fit through the ion saturation region,
the absolute values of ny turn out to be too high. This is due to the fact, that this formular
also relies on a collection of ions, that originate from a region beyond the sheath edge, where
shielding would need to be accounted for.

Therefore, under the assumption that the non-radial velocity component is negligible, the
ion density needs to be found from equation after having determined ro. This can be
done by setting the fitted ion current to the probe oy chen €qual to the total current crossing
the sheath edge according to

Iion,Chen(Uprobe> - 27T7”0l : ji(Uprobe7 TO) (712)

for all negative probe potentials Upohe. It needs to be solved numerically and yields the
sheath radius in dependence of the potential 7o(Upobe), as well as the ion current density
at the sheath edge in dependence of the potential j;(Upone). Ideally, the latter should be a
constant, which turns out to be not exactly the case. However, as has been compared during
this thesis, it yields a more constant ion density j; than the collisionless planar probe sheath
theory the intermediate pressure sheath theory or the collisional Mott-Gourney
law

This confirms, that the here chosen cylindrical sheath approach may be the most accurate
solution for the determination of the ion density. Nevertheless, the obtained ion current
density at the sheath edge is not perfectly constant, so its mean value in the measurement
range is taken for the determination of the ion density:

Ji

= — 7.13
0.61levp ( )

Nio
But first, the electron temperature needs to be obtained in order to fill in the correct Bohm
velocity vg.

7.1.2 The electron saturation regime

In the electron saturation regime the probe is biased positively against the plasma potential.
Therefore, all ions, which are little energetic, are repelled but all electrons attracted. Thus,
the measured current equals the electron saturation current. For a planar probe the electrons
contribute solely with the velocity component v, = v, sin #, where 6 describes the inclination
angle between the probe surface normal and the electron trajectory. After proper integration
over a halfspace and all velocities in the maxwellian distribution one obtains [90]:

1 1 Ry
Ie,sat = _ZAeneOr(_]th,e = _ZAene(] - ) (714)

T Me

where ¥y, stands for the mean thermal velocity of the electrons and A again is the plane
probe surface area.
However, as for this work a cylindrical probe was used, the electron saturation current also
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needs to be discussed for this case. Here, the electrons can orbit around the probe, so the
OML theory needs to be applied exactly in the same way as for the ion saturation current.
One only needs to replace the thermal ion energy kgl; with electron energy kg7. in the
collision radius in order to account for a bigger effective probe area:

U\ V2
b — 1 probe . 1
c=a ( + T, ) (7.15)

Now, of course, Upyobe is positive, so again the effective collection radius is enlarged. Because
the electrons are much more energetic than the ions, their trajectories are stiffer, and hence,
they are not that easily collected. Therefore, the collection radius is much smaller than for
ions and shielding by the plasma like for the ions does not need to be accounted for.

However, for a probe potential ®,one = Py there is neither attraction nor repulsion, so no
orbiting takes place. Thus, the electron saturation current equals equation with setting
A = Ay = 2mal. For higher probe potentials the radius a is enlarged and the electron
saturation current for a cylindrical probe of length [ can completely be described by

2 [8 kpT, Usrone | /2
[e,sat,cyl = _Zﬂ-aleneo ; ;l : (1 + ekBp—Tb> . (716)

The easiest way to find the electron density from Langmuir probe measurements therefore is,
to find the deflection point in the curve, that marks the plasma potential. Then the electron
current Io(Upone = 0), that almost equals the total current [0 = I + I; at this point,
because the ion contribution shrinks to almost zero, gives the electron density according to
equation for Uprobe = 0.

In real measurements, however, it can be quiet challenging to measure the plasma potential
., because the deflection point may be hard to read for cylindrical probes. Also, when a
huge quantity of electrons is drained from the discharge by collecting them onto the probe, it
can affect and modify the discharge. In order to reduce the invasive effects to a minimum, the
probe should not be biased strongly positive but only far enough to clearly see the deflection
point. Additionally, the tip length can be reduced to a minimum, which reduces the surface
area and therefore limits the currents, but kept long enough to have significant currents for
negative probe potentials, that can further be read out by the electronics. The probe tip
length becomes the more relevant the lower the plasma density is, because in this case the
currents are already low, which requires a long tip in order to have a good signal, but the
plasma also is more sensitive to the drainage of electrons as it already only possesses a few.
Because different probe designs draw different saturation currents, the Langmuir curves
look different, too. A comparison of planar (P), cylindrical (C) and spherical (S) probes is
resumed in figure

7.1.3 The electron retardation regime

The electron retardation regime lies in between the two saturation regimes. It is when only
energetic electrons can reach the probe due to its repelling potential. The ion contribution
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/ Ie,sat

probe

Figure 7.5: The shape of the Langmuir curve varies from one probe design to another, ac-
cording to the OML theory. Demonstrated here are the mathematical solutions for spherical
(S), cylindrical (C) and planar (P) probes at T, /T; = 100. Taken from [90] and nomenclature
modified;

for this region has already been defined in section [7.1.1] so for understanding the total cur-
rent [one = I + I; only the electron current still needs to be developed.

Assuming a maxwellian electron energy distribution, with negative probe potential the
amount of electrons, that can reach the probe potential, must be shrinked to the amount of
electrons, that have exactly this energy or greater. Therefore, the electron current simply is
the saturation current reduced by the Boltzmann factor from the energy distribution:

el robe
Ie(Uprobe> - e,sat(Uprobe - 0) - €Xp prob . (717)
kg7

Taking the natural logarithm a linear dependence on the probe voltage can be deduced:

]e(U robe) €
| P = U robe- 7.18
" Ie,sat(ov) kBTe prob ( )

This can be utilized to find the electron temperature. As can be seen from equation [7.18]
the inverse slope of a semi-logarithmic plot of the electron current relates to it by being
proportional to kgT./e.

In many cases, however, the relation between the logarithmic electron current and the probe
voltage does not appear perfectly linear. It is an indicator for a non-maxwellian electron
population. Then the entire probe theory as developed is not reliable and the errors of the
measurement may be rather high.

To get an insight into the electron energy distribution function (EEDF) the well-known
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Druyvesteyn method can be applied. It makes use of the second derivative of the measured
current d2]pmbe /dAUprobe, that can be obtained numerically from the taken data. However,
for calculating the second derivative numerically requires very good data with little noise,
because the noise becomes enhanced. As for this work the data are not clear enough, the
Druyvesteyn method was not used and shall not be discussed in further detail. The work
presented in the following sections is restricted to the above explained theory due to the
poor signal to noise ratio. Consequently, the error bars can be expected to be rather large.
Another method to roughly determine the electron temperature is to measure the floating
and the plasma potential, &g and @, respectively. The floating voltage is very easy to obtain
as it simply reads as the probe potential at zero current Ione(Us = ®a — 1) = 0, because
the ion and electron current cancel each other out

Ii(Up) = —1.(Un)

. . Aprobe 8 kBTe eUﬁ
= 2mro(Un)l- Ji(Un) = = ne0eq [ - = - exp (kBTe (7.19)
U [ksTe  Apore  [SkgT. U
= 0'6]—Apr0be@nioe :;L — p4 b Nep€ % ;jl - eXp (: ; ) )
; e Ble

where equations [7.10| and for cylindrical probes were used and rg can be determined
experimentally from equation Because the electron temperature in the square root
cancels out, this can be simplified to:

. eUﬂ
In (0.61720) /572 [

It is the same expression as derived for plane probes in [90|, but the additional ro/a term
in the denominator corrects for a cylindrical probe according to the the cylindrical Child
Langmuir law.

Additionally in some cases the ion density does not equal the electron density. This may
occur in strongly electro negative or in dusty plasmas. Therefore, the coefficient njy/neo
needs to be defined properly, which can be done by reading the saturation currents and using
equations and [7.7] Because this involves the electron temperature kg7, again, according
to equation [7.13] the upper expression cannot solely be applied for the determination of the
electron temperature. However, it is a great comparison to the slope method [7.18] which
may be used to check the consistency between the obtained plasma potential ®,; = 5 — Uy
and the electron temperature 7T,. If the plasma potential has been analysed correctly in a
previous step and the ion density is correctly obtained as well, the electron temperatures
found by the slope method and equation [7.20] should be equal.

Often, quasineutrality, njo/ne = 1, in the bulk plasma can be assumed, so that for a planar
probe, where ro/a — 1, the expression simplifies even further to [90]:

eUﬁ
In (153, /)
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Often, this equation is applied for cylindrical probes, too. However, in contrary to expression
it is wrong, as also described by Chen and Arnush in [234], for example.

7.2 Setup

The principal set-up of a Langmuir probe consists of a metal wire, which is exposed to the
plasma, and a current and voltage measurement unit. The exposed tip of the wire is 12 mm
long in this experiment and its location is centered at 2441 mm above the powered electrode.
A principle scheme is shown in figure in chapter

The tip length has been chosen to be of this length in order to draw significant currents
from the discharge but to keep the currents as small as possible at the same time, so that
the plasma is disturbed as little as possible. The height above the electrode matches well to
be inside the bulk plasma and inside the dust cloud below the void, as can be compared to
chapter [l Therefore the probe measures inside the plasma during phase I as well as during
phases IT and ITI. However, during phase IT and III the probe tip is exposed to the nanodusty
plasma.

Anyway, these are not the only aspects, that need to be considered when doing Langmuir
probe measurements. What’s more, different probe designs require different mathematical
descriptions and the probes need to be adapted to specific plasmas. As in ATILA the
plasma is generated by an RF-source, the plasma potential varies slightly in the plasma bulk
according to the RF frequency, see section

(bpl — (I)pl(t) = (i)pl + A(I)pl(t). (722)

This is problematic, because usually it is not possible to measure faster than the shifting
plasma potential. In the following is presented, how this is resolved technically.

7.2.1 RF compensation

Due to the slow measurement process, a time averaged current is measured, which in other
words is the average over many different probe voltages as @ (t) — Pprobe = Uprobe(t) now
is a sine wave with unknown amplitude, due to the shifting plasma potential ®,,(¢) around
its time average <I>p1. Consequently, the measured current is not well defined like depicted in
figure Sharp features are smeared out, which especially affects the electron retardation
knee, so that the resulting electron temperature is too high. Additionally the RF can cause
the measurement electronics to fail or to be disturbed, so it needs to be kept out of the
current signal as well.

In order to get rid of the RF distortion a passive RF compensation can be utilized. It
comprises a low-pass filter, that suppresses the RF fluctuations directly behind the probe
and an additional pick-up probe, that is a floating object in the plasma, which picks-up
the RF fluctuations A®,(¢) and transmits them via a capacitor to the Langmuir probe.
The pick-up probe must have a much bigger surface area than the Langmuir probe and the
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Figure 7.6: A time varying probe potential lets the probe current flucutuate as well I = I(t).
Therefore, in RF plasmas the measured current is time averaged if no RF compensation is
used.

capacitor size must be chosen according to the plasma generator frequency, so that it acts
as a high-pass filter, that cuts-off any DC-current but let’s the RF pass through. This way
the Langmuir probe is galvanically separated from the pick-up and an external voltage can
be supplied to it without transferring it to the pick-up probe.

The use of the pick-up probe is, that it sets the plasma potential fluctuations A®,(t) onto
the applied probe voltage @probe. Then the real probe potential is time dependent and can
be written to

CI)probe(t) = (i)probe + ACI)pl(t) (723)
This way the probe voltage, referenced to the plasma potential, stays stable throughout the
RF cycle:

Upmbe = (I)probe<t) B (I)pl<t> = ((T)Probe + A(I)pl(t)) - ((i)Pl + A(I)pl(t)) (724)

= Cﬁprobe — &, = const.

In this work the pick-up probe is realized as a second tungsten fiber of same diameter as
the Langmuir probe, but of more length. It is winded in spirals around the actual probe
tip in order to pick-up the RF in the closest vicinity of the Langmuir probe. However, the
spiral diameter is in the order of centimetres, so that it does not have much influence on the
plasma condition around the probe tip.

An electrical circuit of the used probe is shown in figure together with a schematic
overview of the set-up. As can be seen the pick-up probe was equipped with the additional
option to be biased with an external DC power supply. This was used to draw high electron
currents at a positive potential from time to time. Thereby, the probe starts to glow and
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Figure 7.7: The Langmuir probe together with the pick-up probe and the passive RF filters
is mounted inside the vacuum vessel. The pick-up probe can be set to an external potential
as additional option. The Langmuir probe is controlled via external electronics that are
managed with Lab VIEW™ and an AD/DA converter from NATIONAL INSTRUMENTS™.

evaporate any dirt from its surface.

However, on the pick-up probe the dielectric depositions don’t pose a big problem, because
the RF current can still be transferred like through a capacitor. During the measurements,
of course, the pick-up probe needs to be floating, hence, it is disconnected from any outer
potential. In order to fabricate a much greater collection surface than the Langmuir tip
surface, the pick-up probe can be bend to a spiral, and thus, be several centimetres long.
The bending of the tungsten fiber to a spiral was achieved by carefully winding it into a
screw threat. After releasing the fiber it stays in this shape.

The RF filters are mounted inside a metal housing for proper shielding from the plasma in
the vacuum vessel in order to be as close as possible to the probe. There are four filter units,
two for the first harmonic at 13.56 MHz and two for the second harmonic at 27.12 MHz of the
RF. They have been properly tuned after assembling the Langmuir probe, so that any stray
capacities are taken into account. The probe itself consists of a 100 um diameter tungsten
wire, that is shielded with a ceramic tube. An additional inner tube makes sure, that the
wire does not come into contact with the exit of the tube, where a conducting deposition
could cause a short circuit to ground or enlarge the effective probe surface area.

The measurement electronics, developed at the Institute of Experimental and Applied Physics
at the Kiel University, comprises four different current measurement resistances Rc.s and
subsequent amplification electronics. The resistances serve for the probe current measure-
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ment and they are chosen to maximize the measured voltage Uyes = RmeasIprobe Up to 1V, but
not to saturate the amplification electronics. This way the current measurement is as precise
as possible but because the resistances are directly set into the circuit between plasma and
probe voltage supply, the real probe voltage is calculated from the supplied voltage ®guppiy
by:

Ures
Iprobe = Rmeas (725)
(I)probe = (I)supply - Ur687 (726)

where @probe is defined as in equations and

The supply voltage Usyppiy = Psupply — Pend = Psupply — 0, which is referenced to ground, on
the other hand is generated by an amplification of the AD/DA converter signal Uy, through
the measurement electronics. Here, 10V are transformed into £150V for the probe volt-
age, referenced against ground. By applying the amplification factor G to the analog output
of the NI card the applied voltage is then simply obtained as Usyppy = G - Uoyt-

The analogue digital converter is controlled by a LabVIEW™ program on the computer
and does not only send the output voltage but also captures the current measurement. The
data are correlated and collected by the LabVIEW™ software and can then be processed by
MATLAB™.

7.2.2 Process specific challenges

Due to the reactive environment some challenges have to be overcome. One of them is the
deposition of dielectric material onto the probe surface during the process. When measuring
this cannot be avoided. However, in between each measurement the probe can be biased ei-
ther strongly negative or positive. Thereby, either an ion or an electron current, respectively,
is drawn. Whereas the objective of a strong electron current is to glow the tungsten wire
tip thanks to electric heating just like in a light bulb, the objective of a strong ion current
is rather sputtering thanks to the energetic ions. The current of the latter method remains
relatively low due to the limited saturation current, but the single ion energy increases lin-
early with the applied probe voltage.
To make sure, that the probe does not get dirty during the measurement process itself, the
only optimization possibility is to sweep the voltage as fast as possible and then return into
the high current mode quickly. The time resolution of the electronics was tested by wiring
the analogue output to the input and checking for a linear response. It was found to deviate
from the expected behaviour at a voltage rise of 100V at a rate of f, = 40kHz, meaning at
a slope of 4000 V/ms. Therefore, any faster voltage scan was avoided. The resulting probe
sweep time Tiyeep then depends on the number of measurement points N per curve and can
be calculated to

Tsweep = N/f (727)

and should be kept in the range of a few seconds.
In this particular experiment the nanodust also contributes to a dielectric deposition. In fact,
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Figure 7.8: In nanodusty plasmas the dust particles can be attracted by the probe. In case
of hydro-carbonaceous precursors this leads to a dielectric deposition, that not only hinders
the probe currents but also changes the probe geometry in a matter of a few minutes.This
picture, taken with an optical microscope shows the effect of an Ar/CsH, plasma in ATILA.

when the nanodust is present it can consume high amounts of precursor, thereby reduce its
concentration, and hence, reduce the surface deposition of dielectric material. Thus, in
nanodusty experiments, deposition by dust particles is the main contribution. The resulting
deposition rate can be as huge, that the probe is completely covered in a thick layer of
blackish dielectric material after a few minutes of use, as seen under an optical microscope
in figure [7.8]

This does not only change the measured currents due to the insulating deposition, but also
due to a strongly modified probe geometry. Last but not least, the probe surface may not be
on the set potential due to surface charging. A mono-layer of particles generates a deposition
thickness in the order of a few nanometres. From other collection experiments we know, that
this can easily be obtained in the matter of a few seconds, when applying a positive bias to
the probe.

Therefore, the collection of particles needs to be prevented by all means. A method to keep
microparticles from being attracted to the probe, has been tested and applied by Klindworth
et al. [80]. They applied a negative voltage, to the probe when not measuring and an arbitrary
sweep pattern for measuring rather than a linear voltage sweep. This means, that the probe
is biased positively only for very short times distributed arbitrarily throughout the measuring
time. They proved, that the probe stays clean even after several measurements using this
method. The key for this to work is, that the probe is biased positively during a time scale
Ts, which is shorter than the time scale at which the dust particles can react with respect to

their inertia. The inertia can be described using the dust plasma frequency from equation
2. 15
€0Mq

nq Q?i

(7.28)

!
Ts < Tpd = 27 -

Whereas in the case of Klindworth et al. a time scale of 7, = 40ms was sufficient due to
the high inertia of big particles, the response time of nano-particles is significantly smaller.
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Figure 7.9: The principal sweep pattern of the Langmuir probe is not a linear ramp but
a complex pattern, that is at ground potential Uprobe = 0V = @44 on average, which is
negative against the plasma potential ®,; > 0V and biased positively only during short
intervals 7, < 7pq (equation |7.28)).

This has two reasons: Firstly, the particle density is much greater, decreasing 7,4 according
to and secondly, when applying approximation and mq = 3mpary, equation m

becomes

copdld [nm]* o T—d, (7.29)

Tpd A 2T - \/0.34 .
€°Ng ng

which obviously decreases with smaller dust radius rq. Bilik et al. [83] predicted the response
time to be of the order of 7,4 ~ 0.7ms, which is two orders of magnitude below the case of
Klindworth et al.. The challenge in this work therefore is to perform a voltage sweep with
an arbitrary voltage pattern, that fulfils the restriction for each sample on the sweep
curve and to keep the probe clean in between the measurements or even to clean it actively
from the deposition caused by radicals and ions from the additionally reactive environment.
The sweep pattern used in this experiment is shown in figure [7.9} On average it is on ground
potential Uprobe = 0V = ®,,4, which is negative against the plasma potential ®g,q < P
This way the dust particles can only feel a repulsive potential exerted by the probe and
cannot be extracted onto the probe surface.

Because the nano-dusty plasma possesses only few free electrons, the electron current is not
sufficient to heat the probe enough for an effective cleaning. Instead it was found, that a
strongly negative probe can be cleaned by sputtering from the fast ions as long as it is not
too dirty. Therefore, in this experiment, the following procedure was chosen:

1. ignite argon plasma, probe is biased positively
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Figure 7.10: Comparing the Langmuir curves before (blue) and after (red) one growth cycle
reveals changes in the probe due to deposition of dielectric material. These curves were
taken during phase I of two consecutive growth cycles with several measurements in between.
Obviously the curve shapes deviate from each other.

2. glowing of probe, to make sure it is clean in the beginnning

3. bias probe strongly negative

4. introduce acetylene to plasma

5. do measurements with the complex sweep pattern throughout one growth cycle

6. keep the probe biased negatively in between the measurements for cleaning by sput-
tering

A way to test, if this procedure is capable of keeping the probe operational in the difficult
environment, is to track changes in the I-V-curve, when keeping the discharge conditions
stable. Here, it was done by comparing the Langmuir curve shape during phase T before
and after the measurements throughout one growth cycle. The result ideally is the same.
A comparison for an unsuccessful procedure, where the two Langmuir curves deviate from
each other due to a strong deposition after the growth cycle is shown in figure [7.10

7.2.3 The dust plasma frequency

As it turned out, a key role for keeping the probe clean is the duration 75, at which the probe
is biased positively. With increasing measurement rate and thereby decreasing duration 7
the curves become more and more similar until the curve after one growth cycle falls exactly
onto the first one. This is the case, when the measurement rate becomes faster then the dust
plasma frequency, or in other words, when 7, < 7,q.

Hence, under the assumption that the current to the probe deviates for ws < wpq deviates
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from the pure ion and electron current, this method provides a possibility to measure the
dust plasma frequency wpq = 27/7,q, from which plasma properties of high interest might
be deduced, at least approximately. For example, taking equation [7.28] one can see, that the
dust plasma frequency is related to the particle mass, density and charge, which are three
crucial parameters and a hot topic at the moment.

In this discharge, at 9 W of discharge power, a pressure of 5.6 Pa from 7.7 sccm of argon and
0.5scem of acetylene flux, we found an agreement of the two Langmuir curves for a duration
7o = 0.3 ms. This points to a maximum dust plasma frequency of wpq &~ 18.8 - 10*s™! under
given conditions during particle growth, which is even two times greater than the value given
by Bilik et al. [83]. Without further measurement, however, it is not sure, when during the
growth cycle this value is reached. Possibly, as equation [7.29)suggests, this value is met in the
beginning of the cycle, where the particle radius is small but the density high. From equation
7.28)it also becomes clear, that the frequency increases with the dust charge. Therefore, the
highest value should be achieved, when

1. the particle density is high
2. the particle size is low

3. the particle charge is high.

Because point 1 and 3 coincide with the prerequisites for a highly affected plasma, it shall
be suggested here, that the plasma frequency reaches its highest value, when the self-bias
voltage deviates the most from its undisturbed value. That is at the transition from phase II
to phase III. At this point of time the particles have reached a size of rq ~ 25 nm, according
to chapter

Using this size, a roughly estimated mass density of pqg = 1000kg/m? like in section m
and using equation the dust density can be calculated approximately to

2
Wpd€0pPd
2

ng ~ 0.34 - -25- [nm’] = 1.04- 10 m™’. (7.30)

e
This is in the low range of what has been observed by Tadsen et al. [63] by means of Mie-
analysis, and thus, despite the many assumptions and approximations it may be close to
reality. However, it is a very vague value. For example an overestimation of the particle
charge (4 leads to a strong underestimation of the dust density, because it contributes
with the square of its value, see equation It may explain, why with above given
approximations, the dust density is found to be only in the lower range of what has been
observerved by Tadsen et al. [63], although in the here presented thesis the particle size is
smaller. The dust charge, however, is expected to be much smaller than predicted by the
model in equation due to the low electron density, as also found experimentally by the
above named authors. They concluded, that the dust charge is reduced to 2...8% of the
from equation [2.57] predicted value.
Taking an exemplary charge reduction to 10 % into account would lead to a hundred times
higher dust density of

ng ~ 104 m=3, (7.31)
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7.3. COURSE OF ACTION FOR DATA ANALYSIS

7.3 Course of action for data analysis

In the following, it shall be summarized how the values ne, ni, T,, ®, and ®g have been
obtained from the probe measurement data in this work with the help of MATLAB™. This
way the reader may be guided step by step through the probe analysis, because the order in
which parameters are retrieved is non-trivial.

1. In the first step the data are loaded into the matlab environment and an offset scan,
that depends on the chosen current measurement resistance is subtracted from the
data. The offset is an additional voltage, that is on top of the current measurement. It
results from the OP amplifiers in the measurement electronics and can be determined
by measuring a voltage sweep without plasma, giving a current value, where it should
actually be zero.

2. Then, the plasma potential is determined by building the first derivative of the probe
current. In order to do that, the IV-curve needs to be smoothed for noise reduction
first. The plasma potential @, is at the voltage, where the current is at its maximum
in the first derivative.

3. As next the ion current is fitted according to the expression from equation [7.11] Here,
the above obtained plasma potential is used as Uprope = Pprobe — Ppi. This way it does
not need to be fitted as an additional parameter and makes the fit much more reliable.
Thus, the only fit parameter is the ion density n;y. Additionally, the ion temperature
is set to 0.025eV. Although the resulting ion density is not reasonable with up to one
order of magnitude above the electron density, the fit will serve as physically founded
approximation in order to distinguish the electron from the ion current. The ion density
will finally be determined differently as follows later.

4. The floating potential ®q is found by smoothing the total probe current and reading
the potential at the zero crossing. It is actually the simplest parameter to obtain.

5. Now the ion current can be subtracted from the probe current, so that only the electron
part remains.

6. Having the pure electron current identified, it can be plotted in a semi logarithmic
graph, in which the linear region representing the electron retardation region can be
fitted linearly. The inverse of the slope then yields the electron temperature 7T, accord-
ing to equation This is the first of two here applied methods to find the electron
temperature, and thus, will be referred to as T, in the following sections.

7. Subsequently the electron density can be calculated according to equation by
making use of the above obtained electron temperature and by inserting the value of
the electron current at the plasma potential I.(P;):

. 4[e((1)pl) ™ Me

= T Me 7.32
eo Ae  \ 8kgTs (7.32)
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10.

11.

A comparison of the real probe data and the sum of the ion current fit and the the-
oretical electron current (taking the obtained density and temperature values for a
maxwellian EEDF) in a plot can now be done. This way the experimentalist can
validate the correctness or goodness of the until here obtained values.

In order to determine the ion density, the sheath thickness around the probe tip must
be known. It depends on the applied voltage and, therefore, it must be calculated for
each applied voltage. This is done numerically by finding 7y, so that the theoretical
ion current according to Langmuir and Blodgett [103], in particular e, = [ - 4; with
i; from equation [7.10] equals the experimental ion current in the ion fit curve.

Once the sheath thickness is known, the ion current density across the sheath edge
can be calculated through equation Ideally j; should be independent on the
probe voltage. This, however, is not the case. A comparison to the earlier described
other sheath theories shows, that this method yields the most constant ion current
density with the smallest relative deviations, nevertheless. Hence, it shall be considered
to be the most accurate description in the case of this work.

From the ion current density across the sheath edge, the ion density can now easily be
found according to equation A good validation of the ion density can be made by
doing a probe measurement in a simple argon plasma, where n, = n;. If the measured
density values agree well, the above described analysis method is accurate. Indeed, it
could be verified, that the densities agree within a few percent for a clean and pure
argon plasma at different powers in the same pressure range as during the particle
growth process. However, an additional parameter may be adjusted in order to bring
the two densities into agreement: The factor 0.61 in equation which describes
the relative plasma density at the sheath edge, may vary for different plasmas. Often
it is experimentally found to be 0.5 due to ion losses in collisions in the pre-sheath.
Therefore, one may use this factor as margin to adapt this method to a specific plasma.

At last another useful test can be done on the obtained parameters. Making use
of equation , which applies 79, Ug = ®g — P, ni = njp and ne, the electron
temperature Ty, can be calculated as a comparative value. Yielding approximately
Ty =~ T.s, it serves as a confirmation for the correctness of all the measured values as
an addition to the similarity between the fit curves and the real probe data.

The above described steps have been applied to all the evaluated probe curves. It has been
found, that the difference between T.; and T,, never exceeds 10% of the absolute value,
which is rather satisfying.

7.4 Experimental results

This section will present the results of the Langmuir probe measurements. All the measure-
ments have been time correlated with the simultaneously taken self-bias voltage. This way
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Figure 7.11: The floating potential ®gy (green circles) decreases drastically to even negative
values at the onset of phase Il and then recovers slowly during the second half of phase
III. The plasma potential @, (black squares), on the contrary, increases at the beginning of

phase II and stays on a high level or even increases slightly further until the end of phase
I1I.

the obtained plasma parameters can be put into the context of the particle growth cycles. A
general problem has been encountered during the probe measurements: The presence of the
Langmuir probe, in particular the additional grounded and floating surfaces as well as the
biased probe tip, has an influence on the discharge conditions. The additional surfaces act
as electrodes and so any Langmuir probe measurement is always invasive. This is especially
critical in this experiment, because the electron density is already drastically reduced due
to the collection of electrons on the nanodust. With only a few electrons left, any further
electron current drawn from the discharge may effect the plasma even more.

Hence, the self-bias voltage signal does not exactly evolve as usually, when there is no probe
in the discharge. Nevertheless, qualitatively the evolution stays the same with its three dis-
tinct phases. Only the absolute values seem to be disturbed by the measurement, leading
to a less pronounced change in the self-bias voltage. Whereas under standard conditions
it usually varies from ~ —290V during phase one to ~ —100V at the transition between
phase two and three, it now only reaches up to ~ —200V at the transition. Nevertheless, the
self-bias voltage still is useful to identify those different phases and to correlate the Langmuir
probe measurements to the growth progress during each nanoparticle cycle. Here, the results
for the first growth cycle of an experiment shall be presented.

In a first plot the plasma potential @, in black squares and the floating potential ®q
in green circles are shown. The self-bias voltage Vj;.s is plotted simultaneously for compar-
ison, and hence, the phases I, IT and III are marked in bright, medium and darker violet,
respectively. During the first phase, which is represented by the first and the three last
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Figure 7.12: The different analysis methods, from the slope of the electron retardation cur-
rent (red squares) and from the floating voltage (green circles) yield similar results. Whereas
the electron temperature is low with 2...3eV during phase I, it increases drastically during
phase II and has its maximum in the first half of phase III at round about 15¢eV. It then
slowly reduces and drops significantly at the end of phase III.

measurements, the plasma potential can be localized at ~ 18V, while the floating potential
is relatively high at ~ 10V. This changes abruplty in phase II, where the plasma potential
increases and the floating potential decreases rapidly. Already in the very beginning of phase
IT or at the transition between phase I and II, both values change significantly. Throughout
the third phase both potentials remain relatively stable. To be more precise, the floating
potential reaches its minimum with ~ —4V roughly in the middle of phase 111, whereas the
plasma potential exhibits a relatively large fluctuation but seems to grow slowly up to the
end of phase III to around ~ 30 V.

It shall be mentioned here, that the fluctuations of the plasma potential do most probably
not represent real changes in the discharge but originate from difficulties to determine the
plasma potential properly from the first derivative in case of a dusty plasma. With dust
particles present (phase II and III) the maximum in the first derivative of the electron cur-
rent is smeared out and may therefore have large error bars in the range of £5V. However,
by plotting the theoretical probe current according to the obtained values, only little devi-
ations between the theoretical curve and the real measurement could be found. Hence, the
potential evolution as shown in graph [7.11] shall be assumed to be qualitatively correct.

As next the electron temperature as obtained from the slope in a semi logarithmic plot of
the electron current Ty (black squares) is shown together with the temperature Ti, obtained
from the floating voltage Uy (green circles) and again the self-bias voltage in figure It
can easily be noticed, that both temperatures yield almost the same values throughout the
entire growth cycle. This confirms the consistency in the above discussed theory and the
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Figure 7.13: The ion density as calculated with the aid of T, (blue triangles) does not
differ significantly from the one determined with help of Ty, (green circles). Both decrease
significantly at the beginning of phase II to ~ 5 - 10" cm™3, then stay relatively stable
throughout phase III at ~ 1.810" cm~3. The electron density n. (black squares) is drastically
reduced during phases II and III.

measurement.

Moreover, a small difference in the electron temperature can be seen between the very first
measurement (7, ~ 1.5eV) and the last two (7, ~ 2.5¢eV). Hence, a small drift in the mea-
surement or the discharge condition can be found. This may be due to a conditioning process
of the discharge, because the presented growth cycle is the first one during this experiment.
Thus, at the end of this cycle a few of the particles might reside in the discharge, while a
new generation is formed. Hence, the condition in the beginning of the first and the second
cycle is not identical, and the slightly elevated temperature in the second phase I indicates
a residual influence of some nanodust.

Nevertheless, a principal trend can be resumed as follows: The electron temperature is rela-
tively low during phase [ with 1.5 to 3eV. Then during phase II it shoots up very rapidly to
enormous temperatures of more than 10eV. It reaches its maximum roughly in the middle
of phase III with values as high as 15eV and finally drops down slowly during the rest of
phase III in order to recover to the low value of phase I.

The fluctuations in the determined temperatures are fairly small and can be roughly esti-
mated to £2eV, which corresponds to ~ +15% at high electron temperatures.

At last, in figure the density evolution for the electrons and ions is shown. While, as
described above, the electron density is taken from the current at the plasma potential, the
ion density has been obtained by equation [7.13] Here a choice for the electron temperature,
that is hidden in vg needs to be made. Therefore, two different ion densities are plotted,
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using either T},; or T,,. However, due to the little difference in those two, the ion densities
are equally closely matched.

Another feature is striking, though. During phase I the electron density is higher than the
ion density, which is unexpected and not reasonable. Only two possible scenarios could ex-
plain n; < ne.. One of it may be charge exchange collisions in the sheath around the probe
tip, which would reduce the effective ion velocity and thus their current. Another possibility
is the presence of high mass ions due to the polymerization to longer hydrocarbon chains.
Because argon is difficult to ionize, the presence of other gases may change the ionized species
away from argon to easily ionizable trace gases. The dominance of heavy hydrocarbon ions
has for example been calculated by Schweigert ef al. in [175]. Those authors identify CgHj
CgHZ and C,H; as equally important main ion species in a similar CCRF argon/acetylene
discharge, followed by CgHg and C4HZ. Argon ions, however have been calculated to con-
tribute only to less than one percent to the total ion density in the discharge centre.
Taking a mean mass of the tree most important hydrocarbon ions yields an average ion mass
of 67.7amu. Considering the next important ion to be of even greater mass, one can round
this value up to 70 amu, which is significantly higher than the argon ion mass, and hence, af-
fects strongly the calculated Bohm velocity, which contributes to the ion density calculation
through equation Thus, a higher mass yields a smaller Bohm velocity and therefore
a higher ion density. Note, that it has no effect on the calculated electron temperature 7;;
found by method 1 though, which is the inverse of the slope in a semi-logarithmic plot of
the probe current, but a slight effect on T through m; in the logarithm of equation [7.20]
However, as we do not know the exact ion composition in the probe region, we will keep
the ion mass fixed throughout the entire growth cycle to be the mass of argon ions as a
classical and conservative estimation. At this place, however, it may probably explain, why
the electron density is measured to be higher than the ion density during phase I.

7.5 Discussion

Summarizing, a method to avoid probe contamination was found and successfully applied.
Furthermore, as a by-product, the dust particle plasma frequency was determined to be
wpa < 18.8s7! throughout the growth cycle. This limit is two times greater, than the value
found by Bilik et al. [83], and thus, it is almost in agreement with her work. Using a
particle size of rq = 25nm and a mass density of pg = 1000 kg/m? the measured dust plasma
frequency allows to roughly estimate the dust density to be in the order of ng ~ 1-102m=3,
which is lower than the measurement results by Tadsen et al. [63]. However, a charge
reduction to 10 % due to electron rarefaction would lead to a 100 times higher dust density,
and thus, the value of ng ~ 1-102m™2 can be regarded as a lower limit for the real density.
It shall also be mentioned here, that the dust plasma frequency measurement is independent
of the applied method of evaluating the Langmuir probe characteristics.

In further studies it may even be possible to measure the dust plasma frequency time resolved
during the growth cycle. This is particularly interesting, because when both, the dust size
and the dust plasma frequency, can be measured time resolved, the dust density can be
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determined at each point during the growth cycle. By a spatial scan, this measurement
may become a spatio-temporal tool, in order to investigate the dust cloud in great detail.
However, it would require the following changes to the here applied method:

1. The probe surface needs to be kept clean passively before and after the experiment.
An active cleaning after the experiment would risk to destroy any thin film, that was
intentionally deposited in order to measure, that the probe frequency is still below the
dust plasma frequency. It could be realised by a moveable shield, that is put in front
of the probe before and after each probe measurement.

2. A more advanced method to quantify the deposited particles on the probe surface
might be necessary.

One possibility to measure the deposited dust on the probe surface might be electron mi-
croscopy, which would have the great advantage, that the size of the dust can be perfectly
correlated to the dust plasma frequency measurement. Furthermore, it would allow to dis-
tinguish between a thin film formation from vapour deposition and a thin film through dust
deposition. Here, it may be interesting, to use a planar probe surface instead of a cylindrical
one. However, these investigations are beyond the scope of this thesis and shall only be given
as an outlook for further research.

In order to overcome several difficulties in evaluating the Langmuir probe data in this par-
ticular plasma and configuration a method was developed, which brings to consistency two
different widely used methods to retrieve the electron temperature:

The first method makes use of the inverse of the slope in the semi-logarithmic U-I-plot ac-
cording to equation This method was applied without any changes to the standard
theory.

The second method makes use of a dependence of the voltage difference between floating and
plasma potential on the electron temperature. Here, the standard theory has been extended
and adapted to cylindrical probe designs and to plasmas, where n. # n;. For the calculation
of T.» equation was applied, which necessitates to know

1. the effective probe collection radius at the floating potential o(Uy),
2. the electron density n., which can easily be obtained through standard theory,
3. and the ion density n;.

The effective collection radius has been calculated numerically according to works from
Langmuir [98,|103] on the space charge sheath around coaxial cylinders. The result then
permits to retrieve the ion density by comparing the total measured ion current to the
sheath edge surface.

The so obtained two electron temperatures 7,; and 7., are in great agreement throughout
the entire growth cycle, as shown in figure which is a good indicator for the validity
of this model. Nevertheless, with maximum 15eV the temperature is very high and out
of range of simulation results [175,235]. Furthermore, in a similar experimental work of
Bilik ef al. [83] the obtained electron temperature of T, ~ 4.5eV was far lower in the dusty
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argon /silane plasma.
Furthermore, the electron density decrease of a factor of round about 10 from phase I to
phase II is higher than in above mentioned measurements (factor of 3). However, this is in
better agreement with microwave interferometric measurements from Hinz et al. [77], where
ne was out of the measurement range during the last two growth phases in a similar reactor
and similar conditions, meaning a density reduction of a factor of round about 40. The
different reactors and chemistries, therefore, are not necessarily comparable by quantitative
means, but it shows, that the here obtained values are in a reasonable range.
From this an important conclusion can be drawn: For the electron density calculations the
most critical is to identify the plasma potential correctly, and thus, a correct electron density
is a further indicator for the validity of the plasma potential measurement. Consequently,
by making use of equation to calculate the electron temperature and comparing it to
the method making use of the slope in the semi-logarithmic U-I-plot, the obtained values
seem very consistent within the obtained data.
The difference between the ion density and the electron density is a measure for the dust
charge density according to equation [2.43] This reaches its maximum in the beginning of
phase III, where there is also the biggest deviation in the self-bias voltage compared to an
undisturbed plasma. Here, the ion density is n; ~ 1.7 - 10" m~2 while the electron density
reduces down to n. ~ 0.5 - 10" m~3.
The absolute difference between the two must then be attributed to the dust charge density,
being in the order of

Zng ~1.2-10"m™>. (7.33)

Taking into account the rough estimate nq > 1-102m™3, as obtained from the measured

dust plasma frequency wyq, it can be concluded, that each dust grain accumulates Z ~ 1200
elementary charges at that time of the growth cycle. From equation [2.57] on the contrary, a
dust charge number of 120 would be expected for isolated particles of size rq4 ~ 35nm.
This discrepancy may be caused by a wrong dust material density estimation pg ~ 1000 kg/m?
or by a charge reduction of the dust charge, which then affects the calculation of the dust
density in equation [7.28] Freely assuming a charge reduction to 10 % of the theoretical value
as described above, the dust density needs to be 100 times higher. Then, the dust charge
number would on the one hand side reduce to Z ~ 12 after equation but on the other
hand it would also meet the condition to be 10 % of the theoretical value after equation [2.57
This is another nice consistency check of the here performed Langmuir probe measurements.
Hence, a charge reduction of 90 % to Qq ~ —12¢ at the beginning of phase 11T and a simul-
taneous dust density of ng ~ 10'* m~3 shall be proposed here.

According to equation [2.61] an approximate Havnes value P can be calculated from above
estimations for the beginning of phase III. Having nq/n. =~ 0.2, a dust radius of 7q,,, ~ 0.035
and an electron temperature of T, ~ 15 a value of

P~T3 (7.34)

can be determined. Hence, with a of P > 1, the plasma is strongly affected by the particles
in terms of the Havnes parameter, too.
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Although these values need to be interpreted as rough estimates, it demonstrates, how pow-
erful the Langmuir probe measurements can be, when combined with the electron microscopy
and when time correlated to the self-bias voltage. The reader may note, that a dust charge
reduction of 10 % due to the electron rarefaction is still a conservative estimation compared
to the values given by Tadsen et al., the Havnes parameter is in the same order of magnitude
with a maximum of P = 50 in their case, though.

If a time resolved dust plasma frequency measurement was available, this way not only
plasma potentials, ion and electron densities and electron temperature could be determined,
but also the dust density and charge at any time in the growth cycle. Even a spatio-temporal
resolution is possible. Therefore, the Langmuir probe can potentially resolve all the basic
parameters of a dusty plasma apart from the chemical composition.

Special attention needs to be paid to the fact, that the nanodusty acetylene-argon plasma
is more or less electronegative. The negative dust particles as well as negative ions like
CoH™ contribute to an electronegative part of the plasma. This affects the description of the
plasma sheath by a modified sheath potential due to a smaller Bohm velocity [236]

kBTe 7’L17ST,
my ne,sTf + n*,STe’

(7.35)

v} =

where the index s stands for the according values at the sheath edge and the index — for
the negative ions.

Various theories for Langmuir probe measurements in electronegative plasmas can for exam-
ple be found in [236-239|. However, finding the appropriate model, adjusting fit parameters
and verifying its validity can be a PhD study for itself, which is why this thesis goes without
a more extensive Langmuir probe model and remains rather simple. More general aspects
of electronegative discharges can be found in [240].
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ro/a B3? ro/a B3? ro/a  B* |rofa  B* |roJa 3

1.00 0.00000 | 1.4 0.14856 | 2.4 1.5697 | 3.8 5.3795 | 5.8 13.407
1.01 0.00010 | 1.5 0.2282 25 1.7792 | 4.0 6.0601 | 6.0 14.343
1.02 0.00040 | 1.6 0.3233 | 2.6 19995 | 42 6.7/05| 6.5 16.777
1.04 0.00159 | 1.7 0.4332 | 2.7 22301 | 44 7509 | 7.0 19.337
1.06 0.00356 | 1.8 0.5572 | 2.8 24708 | 4.6 8.2763 | 7.0 22.015
1.08 0.00630 | 1.9 0.6974 | 2.9 2.7214 | 4.8 9.0696 | 8.0 24.805
1.10 0.00980 | 2.0 0.8454 | 3.0 2.9814 | 5.0 9.8887 | 85 27.701
1.15 0.02186 | 2.1 1.0086 | 3.2 3.5293 | 5.2 10.733 | 9.0 30.698
1.2 0.03849 | 2.2 1.1840 3.4 41126 | 54 11.601 | 9.5 33.791
1.3 0.08504 | 2.3 1.3712 | 3.6 4.7298 | 5.6 12493 | 10 36.976

Table 7.1: 3% as a function of radius, with a probe radius, 7y sheath edge radius, taken
from [103];
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Chapter 8

Phase resolved imaging of the electrode
sheath

As not only the particles themselves but also the plasma provides indirect valuable infor-
mation about the growth process of nano dust, it can be useful to broaden the diagnostic
methods. Combining different in situ as well as ez situ methods is one route to investigate
growth phenomena [84,241|. Phase resolving cameras are another very powerful tool to get
an insight into spatial and temporal excitation patterns and hence into the excitation and
de-excitation mechanisms of an RF plasma. Introduced by de Rosny et al |242], they have
already been applied in combination with a spectrograph for phase-resolved optical emis-
sion spectroscopy (PROES) [243] to investigate electron beams and excitation patterns in
RF plasmas [244-247] and to determine quenching coefficients for emitting states of various
species [248]1249] or combined with laser Stark spectroscopy for space and time resolved
electric field measurements [250]. For an extensive literature overview on PROES in RF
plasmas the reader may refer to Schulze et al [251].

The principal of phase resolved camera measurements is based on such a high time resolu-
tion, that a sufficient amount of photographs can be taken during one RF cycle (13.56 MHz)
of duration 7,y = 74 ns. In this work, a fast camera from ANDOR™ Technology was able to
resolve this cycle down to gate lengths of 2ns by the use of an electronic shutter. This way
it is possible to visualise emission patterns evolving during the growth of nanoparticles from
an argon-acetylene plasma in the sheath region in front of the powered electrode.

8.1 Camera Set-up

Since the latest processes [84] were run at 9 W discharge power and at a total pressure of
p ~ 5...5.5Pa and an argon-acetylene ratio of 10:1 to 10:2, the same was chosen for this
experiment. The principal Setup is also the same as in previous experiments above in chap-
ters [0] and [7] However, in order to avoid a distortion of the plasma, no invasive diagnostic
like the Langmuir probe was employed at the same time. Therefore, one has to rely onto
the reproducibility of the experiment to make comparisons to the former experimental runs.
A small window was mounted at one side of the reactor, in order to get a straight side view
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Figure 8.1: Sideview of the setup: The camera is focussed in the center of the discharge and
aligned with the height of the electrode.

to the sheath in front of the powered electrode, as shown in figure

During successive particle growth cycles the plasma sheath was optically recorded with a
fast gating camera. The New iStar ICCD (intensified charge-coupled device) camera from
ANDOR™ Technology model DH320T-18U-A3 has an image intensifier mounted in front of
the common CCD sensor. It consists of a photo cathode, a MCP (micro-channel plate) and
phosphor screen. Incoming photons are thereby firstly converted into electrons, which can be
multiplied by the micro-channel plate and then back-converted into photons by phosphor-
luminescence [252|. The sensitivity or quantum efficiency (QE) of the intensifier tube is
dependent on the wavelength of incoming light. Whereas low wavelengths are limited by the
transmission properties of the input window, long wavelength light is cut off by the photo
cathode. Efficiency curves are plotted in figure Here the camera model with a photo
cathode of type Gen III - FL (EVS, -A3) was used.

By using the cathode voltage as an electronic shutter, the camera can be fed with the trigger
output signal from the RIF generator. The gating time 7,4 during which the electronic
shutter is open can be as small as 2ns and an internal digital delay generator was used to
add an offset to the external trigger signal. The delay time 7.4, Was increased in either 2 or
1 ns steps. While the photo cathode was triggered with RF frequency, the phosphor screen
and CCD accumulate the counts of photons during one exposure time 7., in the range of
seconds. This way one RF cycle of 73.75ns can sufficiently be time resolved with enough
intensity. For simplicity one RF cycle was taken to be 74 ns long, so that 37 images with a
delay step of 2ns or 74 images taken with delay steps of 1 ns represent one entire RF cycle.
The camera was focussed on the centre of the electrode in a distance of 1.65m from the

140



8.1. CAMERA SET-UP

1 1

1 1

L L

Il Il

T T
—  GenII-FL (EVS, -A3)
o]

p» (M .
.
®

-
- - R N P

N\ | GenII-FL (VH,-73) | |

. / .7 ~,

QE (%9
-
~
\
-3
@
&
2
a
8
et
]

| ——
NI L

0.01 |

200 300 400 500 600 700 800 900 1000 1100
Wavelength (nm)

Figure 8.2: Transmittance of intensifying cameras is limited by the sensitivity or rather
quantum efficiency (QE) of the intensifier tube. For this research the photo cathode of type
Gen IIT - FL (EVS, -A3) was used.

front plate of the camera and horizontally and vertically aligned in a way, that a perfect side
view of the electrode was given. Due to the relatively long distance between camera and
plasma the depth of field is good, thus for simplicity we consider to portray a perfect side
view projection of the plasma. Using a zoom factor of 300, it was measured with a slide
gauge, that 10 mm in vertical direction in the focal plane equal 90 pixels on the camera CCD
chip.

Measurements without and with longpass filter in front of the camera have been done.
Whereas in the measurements without filter the entire optical emission was recorded only
limited by the cameras properties, the filter absorbed light up to 695 nm, so that the strong
argon lines, which usually dominate the spectrum, were transmitted. The specific transmit-
tance of the filter (RG695) from SCHOTT is presented in figure

Thus, using this set-up either light in the range of 280 to 810 nm or emission in the range
of 695 to 810nm can be recorded. Table shows the transmitted lines according to [253|
and [254], which are long enough to pass through the filter and small enough to be intensified
by the intensifier tube. Except for Cs all the molecular species are either related to nitrogen
or oxygen and thus are only present as small amounts of impurities. Therefore their relative
intensity should be rather low in comparison to the strong argon lines. It is unclear if pure
carbon is present in the discharge, but if so, there are only two lines originating from singly
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Figure 8.3: The SCHOTT filter absorbs light with low wavelengths and transmitts the Arl
lines.

charged carbon between 695 and 810 nm. Also the quantity of Cs is expected to be low, as
mass spectrometric investigations confirm, as will be shown later in chapter[9] Summarizing,
the glow observed with filter mounted in front of the camera, is supposed to be dominated
by neutral Argon de-excitation.

On the opposite, in the region of 280 to 695nm a huge number of molecular bands, hydro-
gen lines and emission from singly charged Argon are expected to occur. Thus the overall
emission patterns were compared to those with filter.

8.2 Image Processing

Each photograph taken was turned according to the electrode direction to minimize the
tilt of the pictures. As the image width is smaller than the electrode diameter, the plasma
sheath is assumed be homogeneous across the width of the photograph. Henche, each picture
was horizontally compressed to an intensity profile I, (y) along the vertical direction y
by taking the horizontal mean as shown in figure Thereby the signal to noise ratio was
significantly improved.

The internal digital delay generator brings the necessity to calibrate image series. Taking a

light bulb as stable light source, the measured overall sum of pixel intensities

PTdelay = Z [Tdelay (y) (8 1)
Y

in one picture is not stable when shifting the delay 741y to the trigger signal from zero to
80ns as shown in figure At the end of the presented RF cycle a sudden increase in
intensity occurs, which can be neglected, as one entire RF cyc