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Abstract

U-bends are a common geometry in heat exchangers. In this paper, a U-bend
in the vertical plane connected to horizontal straight pipes is considered. An
initially stratified water/air flow moves upwards against gravity. The aim of
this research is to investigate the internal flow profile and resulting force when
the U-bend is subjected to a stratified air-water flow at the inlet. This is done
numerically, i.e. by solving the unsteady Reynolds-averaged Navier-Stokes equa-
tions. For low mass flow rates, large gas bubbles are naturally formed at the
entrance of the bend. The transient force on the tube allows to determine pre-
cisely the time instants of bubble initiation and thus to quantify the bubble
frequency. Firstly, the tube is assumed to be rigid and the dependence of force
oscillation on the inlet conditions is investigated. Secondly, the influence of
the viscosity, wall wetting and the mass flow rate is analyzed. Finally, a fluid-
structure interaction calculation is performed in order to quantify the vibration
characteristics of the tube.

Keywords: two-phase flow, U-bend, computational fluid dynamics,
fluid-structure interaction

1. Introduction

U-bends are commonly encountered in many heat exchanger geometries
(Kakac et al. (2012)), such as shell-and-tube heat exchangers. When these
heat exchangers are used as evaporator, the tubes are subjected to two-phase
flow (water and steam). A lot of research has been done on the vibration of U-
bends subjected to external two-phase flow, mainly driven by the application in
the nuclear plants (Yetisir and Weaver (1986); Weaver and Fitzpatrick (1988);
Pettigrew and Taylor (2003a,b)). Consequently, the vibration characteristics
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of a tube bundle with or without U-bend subjected to external two-phase flow
are relatively well understood, although not completely (Pettigrew and Janzen
(2016)). Pettigrew et al. (1998) found that the vibration amplitude decreases
with increasing average pressure and proposed a number of correlations for the
damping coefficients and dominant frequencies. In contrast, despite the abun-
dance of applications of U-bends subjected to internal two-phase flow, little re-
search can be found about the vibration of this system. Most of the research on
internal two-phase flow focuses on the vibrations of straight pipes (Lannes and
Gama (2018)). Nakamura et al. (1995) performed experiments with air-water
and steam-water flow and concluded that the vibrations in these geometries are
closely related to the impact of liquid slugs on the pipes. The excitation force
in the air-water and steam-water flow were found to be similar. Finally, the
maximal vibration amplitude was proportional to the slug speed and thus to
the mass flux. Geng et al. (2012) found both analytically and numerically that
the frequency of the tube vibration and the energy content of the flow is severely
dependent on the flow regime. They therefore suggested that the vibration char-
acteristics of a straight pipe could be used to identify the flow regime inside the
pipe. However, their experiments also revealed that the pipe vibration is heav-
ily dependent on the mass flux as well: the standard deviation of the vibration
increases with both liquid and gas flow rate and a vibration amplitude increase
is recorded for increasing gas flow rate. Therefore, the proposed identification
is not easily performed and has not been fully developed yet. Charreton et al.
(2015) investigated the damping coefficient for internal two-phase flow through
a vertical pipe and proposed a similar decomposition of the damping coefficient
as Pettigrew and Taylor (2003a) did for external flow.

Specific bend structures are also found in literature, for example in the work
of Belfroid et al. (2016). From this, it is clear that the period and the shape
of the transient force profile on a bend subjected to internal two-phase flow
can be described by summing the pressure and momentum terms, even though
the amplitude of the highest force peaks is underpredicted by such a model.
Similar to what was discussed by Nakamura et al. (1995), the impact by liquid
slugs cannot be neglected. It should be noted that Mack et al. (2018) validated
the experimental work described by Belfroid et al. (2016) and confirmed the
conclusions.

The bends subjected to two-phase flow described in literature vary in size
and geometry, but the current research on U-bends specifically is mainly sub-
divided into two parts. On the one hand, a lot of data can be found about the
global pressure drop over a U-bend, typically relating this variable to the mea-
sured or imposed void fraction and mass flux found in the bend. De Kerpel et al.
(2012) report the pressure drop in such manner, with R134a as working fluid.
They conclude that the flow is not fully-developed after 30 diameters. Another
observation is that the U-bend does not seem to affect to the flow profile in the
inlet tube until just in front of it. The latter observation is interesting as the nu-
merical domain does not have to be excessively long. On the other hand, some
work was done to investigate the exact liquid-gas distribution inside a U-bend.
Da Silva Lima and Thome (2012) performed experiments on both horizontally



and vertically positioned U-bends over a broad range of tube diameters, bend
radii and mass flow rates. For low mass flow rates, the liquid layer is pushed
initially to the outer wall of the bend (due to gravity/buoyancy), whereas more
annular flow is obtained for higher mass flow rates. In any case, the liquid and
gas phases are clearly separated by a continuous interface, with little droplet
entrainment in the gas phase and gas entrapment in the liquid phase. Usui
et al. (2012) report similar findings and define a characteristic Froude num-
ber to quantify the transition from a gravity-dominant to an inertia-dominant
flow. Wang et al. (2005) and Wang et al. (2008) investigated the behavior of
a water-air mixture inside a small-diameter U-bend, but did not perform force
calculations or vibrations measurements.

This paper calculates the water-air distribution inside a U-bend and relates
the distribution to the transient force and displacement imposed on the U-
bend. To the best of the authors’ knowledge, there has been no numerical
investigation on the transient force on and the vibration of a U-bend subjected
to an internal air-water flow. Experimental data of the same geometry is very
scarce in literature as well. The goal of this research is not to model a geometry
used in an actual steam generator geometry, but to present a methodology that
can be used on an actual geometry in future work on the one hand and to apply
the described procedure on a particular U-bend geometry to gain insight into
the fundamental flow behavior on the other hand. This insight can be useful for
understanding two-phase flow at low velocities, e.g. in small heat exchangers.
The return bend considered in the paper is purely based on the work by Wang
et al. (2008) and is positioned in the vertical plane, but the inlet and outlet
tube are horizontal. Firstly, this geometry is used in a Unsteady Reynolds-
Averaged Navier-Stokes calculation in order to obtain the force profile inside a
rigid tube. The effect of the inlet profile, the liquid viscosity, the wall wetting
angle, the mass flow rate and the operating density is investigated. Additionally,
simulations of compressible flow inside a rigid U-bend are presented. In the
second part of this paper, a linear elastic tube is modelled with a finite-element
structural solver and coupled to the flow solver in order to perform a partitioned
fluid-structure interaction simulation of the U-bend and to visualize and analyze
the displacement of the U-bend.



Nomenclature
CFD computational fluid dynamics
CSM computational structural mechanics
FSI fluid-structure interaction
URANS unsteady Reynolds-averaged Navier-Stokes
VOF volume-of-fluid
A surface area [m?]
c wave speed [m/s]
D tube diameter [m]
f force term (in momentum equation) [N]
g gravitational acceleration [m/s?]
G mass flux [kg/(m?s)]
k turbulent kinetic energy [m?/s?]
K, bulk modulus of water [Pal)
l path length [m)]
D pressure [Pa]
Deorr pressure, corrected for a hydrostatic pressure field [Pa]
t time variable [s]
T variable denoting a specific time instant [s]
U velocity [m/s]
x mass fraction of air [—]
Oty water volume fraction [—]
) density [kg/m3]
Pref reference density (flow solver parameter) [kg/m?]
] dynamic viscosity [kg/ms]
w specific turbulent dissipation [1/s]
2. Method

2.1. U-bend geometry

The U-bend geometry is based on the work by Wang et al. (2005) and is
shown in Figure 1. The flow enters and leaves the domain in the horizontal
direction. Since the inlet is located below the outlet, the fluid inside the U-bend
is moving upwards against gravity. The pipe diameter is denoted by D and
equals 0.0069m. The inlet and outlet tube are respectively 5D and 4D long,
with the bend radius being equal to 1.5D. The dimensions of the inlet and outlet
tube are deemed acceptable based on the previously discussed observation of De
Kerpel et al. (2012) that the U-bend does not significantly affect the flow profile,
except for a few diameters in front of it. However, it should be noted that the
flow does not have sufficient place to fully develop. In some simulations, fully-
developed flow is required. Whenever this is the case, an inlet tube of length



200D is appended to the domain. The cross-sectional view of the mesh is kept
the same as in the reference U-bend mesh (see Figure 2b). The total cell count
of the mesh in the straight horizontal tube is 125,000. This prolonged inlet pipe
is applied to the simulations discussed in Section 4.4 and Section 4.5.

Figure 1: Schematic view of the U-bend.

The mesh used in most numerical simulations contains 630,000 cells. A
midplane and cross-sectional view of this mesh are shown in Figure 2. A mesh
sensitivity study is presented in Section 3.

(a) (b)

Figure 2: View of the reference mesh containing 630, 000 cells. (a) Midplane (b) Cross-section
of the tube.

2.2. Fluid and structure parameters

In the present numerical simulations, the working fluid is a water-air mixture.
The densities of water (p,,) and air (p,) are equal to 1000kg/m3 and 1.205kg/m3,
respectively. The liquid viscosity (p.,) is set to 1e-03 kg/ms, whereas the gas
viscosity (f1,) has a value of 18.21 e-06 kg/ms. The surface tension between
both phases (o) is equal to 0.07275N/m. Except in Section 4.3 where the effect



of liquid viscosity is investigated, these parameters are used in all simulations
in the present study.

In the structural model, PVC is used as material. The material behaves
linear elastically, the density, Young’s modulus, Poisson’s ratio are defined as
1400kg/m?, 3.15GPa and 0.4, respectively.

2.3. Models
2.8.1. Computational Fluid Dynamics

In the computational fluid dynamics (CFD) simulations performed on the
two-phase flow in a rigid tube, the fluid is modelled with a one-fluid approach.
This means that only one mass and one momentum equation is solved on the
mixture level. Therefore, the interaction between the different phases is not
modelled, except the non-zero forces on the liquid-gas interface (e.g. surface
tension). The classical Volume-Of-Fluid (VOF) technique is used. In this ap-
proach, the mass and momentum equation are given by:

U o) - »
8”a”t’ﬁ+v- (pmﬁﬁ) = pmG—Vp+FrVopu (vﬁ + vﬁT) —2opwp;”pa '(IEEZI

2)
where a,, represents the cell volume fraction of water. It should be noted that
the Continuum Surface Force method (Brackbill et al. (1992)) was used: the
force related to the surface tension is equal to ok, with k the curvature and 77
the normal vector on the liquid-gas interface. As such, the vector 7 is replaced
by Va,, and the curvature  is defined as =V - (Vv /|Vay|). The fluid density
and viscosity are mixture variables (as indicated by the index m), meaning they
are a weighted average of the water and air properties, with a,, as weighting
function:

Pm = QP + (1 - aw) Pa (33)
m = Quy by + (1 - aw) Ha (Sb)
in which the indices w and a denote the properties of water and air, respectively.
An additional equation is required to completely define the problem. In an
incompressible flow problem, the transport equation for the volume fraction ay,
is reduced to the simple form:
Oay, o
P g, (a U) —0 4
> . (4)
As turbulence is modelled with the k¥ — w Shear Stress Transport (SST)
model, two additional differential equations for k£ and w, respectively, have to
be solved. These equations are the same in a one-fluid model as these defined
for the single-phase case (Menter (1994)).
In order to guarantee a stable solution, a pressure-based solver with fully-
coupled approach was applied. As such, the mass, momentum, turbulence equa-
tions and the scalar transport equation for a,, were solved in a coupled manner.

) Vay,



The convective and pressure terms were spatially discretized with the second-
order upwind and PRESTO!-schemes, respectively. The PRESTO!-scheme cal-
culates the face value of the pressure directly from a discretized continuity bal-
ance applied on a staggered control volume. The gradients are calculated with
a least-squares cell-based approach, i.e. the system of equations relating the
cell gradient to the difference in cell values is minimized with a least-squares
model. The compressive scheme was used for the interpolation of «,,. This
interface reconstruction scheme calculates the face values of «,, from summing
the cell centre value with the cell’s a,, gradient value multiplied with a slope
limiter value equal to 2. The implementation in Fluent is based on the work by
Ubbink (1997), but is adapted to accommodate implicit time discretization. In
order to limit the computational time, the first order upwind scheme was used
to discretize the turbulence quantities & and w. This is acceptable from an ac-
curacy point of view, because turbulence will hardly affect the flow profile in the
present simulations, as discussed in Section 3.2. The residuals of all equations
except the continuity equation dropped below le-05 during each time step. For
each flow equation independently, the residual is expressed as the ratio of the
sum of the absolute errors in each cell to the sum of the absolute values of the
flow variable calculated in each cell. Both the nominator and the denominator
are re-evaluated in each iteration. The residual of the continuity equation is
expressed in a different way, i.e. as the ratio of the sum of the rate of mass
creation in each cell to the largest absolute value of this sum in the first five
iterations of a time step. The final continuity residual fluctuates between le-04
and 1e-03 in each time step. Finally, the time derivatives are discretized with
a second-order implicit scheme with variable time step. The time step is set to
le-04s, except in the vicinity of the occurrence of force peaks, when it is lowered
to 5e-06s.

A stratified inlet profile is applied at the inlet, where the water is located at
the bottom of the pipe and the air is positioned on top of it. A no-slip condition
is applied to the tube wall. The outlet is defined as a pressure outlet, where a
corrected pressure peor- is set to zero. This pressure is defined as:

Pcorr =P — prefgh (5)

where g is the gravitational constant (9.81m/s?) and h is the difference in height
to a reference point. For the CFD calculations, the reference density is set to
the initial volume-average of the density in the domain, i.e. the weighted sum of
the mixture density defined in Equation (3a) with the cell volume as weighting
function. This means that the hydrostatic pressure is not exactly modelled at
the outlet, since the amount of water at the outlet changes over time. This
causes a slight acceleration of the flow at the outlet, as will be discussed in
Section 4.2, but this is a local phenomenon.

The software code ANSYS® Fluent® 17.1 was used for the CFD simulations
presented in this paper, except in Section 4.7 where version 18.2 was used for
the compressible flow calculations.



2.3.2. Fluid-Structure Interaction

Following the aforementioned CFD analysis, the vibrations in a U-bend are
analyzed by numerically solving a Fluid-Structure Interaction (FSI) problem.
The FSI problem is solved with a partitioned approach, i.e. the flow and struc-
tural problem are solved in separate software codes and the required boundary
conditions are exchanged between these solvers in every coupling iteration. The
flow and structural solver are strongly-coupled, meaning that there are multiple
coupling iterations per time step. The time step is the same for both flow and
structural solver and is set to 5e-05s.

The flow side of the FSI problem is handled by ANSYS® Fluent® 17.1.
The case is defined as stated in Section 2.3.1, except that the operating density
pref is now set explicitly set to zero. This is necessary because the hydrostatic
pressure drop related to p,.; is not taken into account in the pressure profile
which is communicated to the structural solver. As such, a physically accurate
load on the tube wall requires to set this reference density p,.s to zero.

The structural part of the coupled problem is solved in the commercial soft-
ware package Dassault Systemes® Abaqus® 6.14 which is a finite-element com-
putational structural mechanics (CSM) code. The tube wall is modelled with
linear hexahedral elements. Since the deformation of the wall is small (see
Section 5), using a quadratic element would unnecessarily increase the computa-
tional time without meaningful accuracy gain. The reduced-integration scheme
is applied since this considerably lowers the number of integration points per
element and thus the computational effort, while offering good accuracy in typ-
ical bending problems. The tube is constrained such that it cannot move or
deform at the inlet or outlet of the U-bend. As a result, a clamped-clamped
configuration is modelled. The mesh contains 8000 elements and is shown in
Figure 3.

A Dirichlet-Neumann decomposition is imposed at the fluid-structure inter-
face, meaning that the pressure and shear stress are interpolated from the flow
solver to the structural solver and the interface displacement is interpolated from

Figure 3: View of the mesh used in the structural solver.



the structural solver to the flow solver. The equilibrium at the fluid-structure
interface is enforced with the interface quasi-Newton algorithm with an approx-
imation for the inverse of the Jacobian from a least-squares model (IQN-ILS)
(Degroote et al. (2009)). This method is implemented in the in-house coupling
code Tango, which handles the communication between the flow solver and the
structural solver. The code Tango has been programmed in C++ and has been
validated for a number of different applications (Annerel et al. (2014); De Rid-
der et al. (2015, 2017)), including the simulation of sloshing in a tank where
the fluid subproblem was modelled with the VOF technique (Degroote et al.
(2010)) similar to the method applied in the flow problem presented in this pa-
per. As both solvers are commercial codes and therefore are black-box solvers,
the Jacobian of the FSI-system is unknown. Therefore, an approximation of the
inverse of the Jacobian is constructed, based on the residuals and displacements
of previous coupling iterations. The FSI solver proceeds to the next time step
when the L2-norm of the interface displacement is lower than le-09m and the
L2-norm of the pressure on the interface is lower than 1 Pa. At this point, it
should be noted that these residuals are not normalized with the number of
faces (36000 on the fluid side and 8040 on the solid side) on the tube wall,
which is why these residuals are acceptable. The maximal number of coupling
iterations per time step is set to 15. Upon reaching this number, the coupling
code ends the current iterative procedure and moves to the next time step. In
that case, the convergence criteria listed above are not met. However, this only
occurs in the first time steps of the coupled simulation, the output of which is
not reported.

Although a common practice in partitioned FSI simulations in single-phase
flow applications (Degroote et al. (2009)), the re-use of modes obtained from
previous time steps is detrimental for the stability of the method. This is due to
the fact that small air bubbles or, equivalently, small low-c,, zones embedded
in the liquid create a local pressure maximum, as can be seen in Figure 4. This
pressure maximum is reflected in the modes of the residual matrix used for the
approximation of the inverse of the Jacobian. In a following time step, the air
bubble has moved slightly more downstream, therefore some modes of an earlier
time step containing these local pressure maxima do not represent accurately
the pressure profile in the current time step. This possibly causes a numerical
instability of the problem when modes are reused, which is why the reuse of
modes from previous time steps is not applied in this research.

3. Mesh convergence study in the fluid problem

Before describing the physical aspects of the flow through the U-bend, a
mesh convergence study is presented. In Section 3.1, a universal refinement
is performed, both along the centerline of the tube (referred to as the “axial”
direction) and in the cross-section of the tube. The focus will be on the axial
force profile, which will be of major importance in the subsequent paragraphs.
In Section 3.2, the y™-values obtained along the tube wall are discussed in more



detail. A local mesh refinement is applied to investigate the boundary layer
resolution.

200 .

, 150
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8.1. Global mesh refinement

In this section, the numerical mesh is refined uniformly. All the cases to
be discussed in the following mesh refinement study are listed in Table 1. In
all cases, the variables G, z and a, i, equal 50kg/m?s, 0.001 and 0.3, respec-
tively. The cases of which the identification code start with an ‘A’ (“axial”)
are discussed in Section 3.1.1 and those with an ‘R’ (“radial”) are discussed in
Section 3.1.2. Preceding the conclusion of this section, it should be noted that
cases A300 and R30 are identical and have the same specifications as case IC03

defined in Table 3.

(b)

Figure 4: Contour plot of (a) pressure p [Pa] and (b) VOF,, [-] on the tube wall.

Table 1: List of cases used in the analysis of the mesh refinement study.

Case | #faces in cross-section [—] | #Ftaxial divisions [—] | #cells [—]
A200 2,100 200 420,000
A300 2,100 300 630,000
A400 2,100 400 840,000
R20 960 300 288,000
R30 2,100 300 630,000
RA40 3,680 300 1,104,000

8.1.1. Axial refinement

Three different axial resolutions are tested: A200, A300 and A400. The
three meshes only differ in the number of axial divisions and have the same
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resolution in each cross-section of the tube (2100 faces in each cross-section, with
120 divisions in the circumferential direction). For each case, the axial force
as a function of time is shown in Figure 5. The discussion of the underlying
physical phenomenon is postponed until Section 4.2. The force profiles have
been translated in time such that a narrow force peak corresponds to time
instant Os in all cases. The force profile is quasi-periodic and the period is about
0.15s for all three cases; the relative difference in period between case A300 and
A400 is 2.3%. Tt is noteworthy that the peak height at time Os increases when
the mesh is refined. In contrast, the integral under the force peak at ¢ = 0s does
not change significantly due to mesh refinement, as reported in Table 2. Finally,
the force profile shape in between force peaks at 0s and 0.15s is very similar for
all three cases, indicating that all meshes grasp a similar flow behavior inside the
tube. The exact values of the force differ, because the precise location at which
certain bubble dynamics occur is very prone to small (numerical) instabilities.
At each point, the values of the axial force found in cases A300 and A400 differ at
most 0.003N. Overall, the mesh containing 630,000 cells is deemed sufficiently
accurate to model the flow inside the bend, at least for the prediction of the
force on the bend wall.

Table 2: Period of the axial force profile and integral under the force peak at ¢ = Os.

Case | Period [s] | Force integral [N.g]
A200 0.1481 3.24e-06
A300 0.1516 3.18e-06
A400 0.1483 3.29¢-06
R20 0.1489 3.46e-06
R30 0.1516 3.18e-06
R40 0.1533 3.30e-06

3.1.2. Cross-sectional refinement

Three different mesh resolutions are tested: R20, R30 and R40. As in
previous section, the focus will be on the axial force profile. For each case, the
axial force as a function of time is shown in Figure 6. The results of this analysis
are very similar to those discussed in Section 3.1.1: the period of the axial force
hardly changes between the coarsest and the finest mesh. The relative difference
between the periods found in cases R30 and R40 is 1.1%. Also, the typical force
profile shape is found for all three cases, but the exact value of the narrow
force peak at time instant Os is uncertain and increases with the number of
cells. At each point, the values of the axial force found in cases R30 and R40
differ at most 0.005N. In conclusion, the mesh containing 630,000 cells allows
to adequately model the flow inside the bend and predict the force on the bend
wall.
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Figure 5: Force in the axial direction as a function of time for cases A200, A300 and A400.

0.035
—— R20
0.030 R30
0.025 —— R40
_0.020
E
g 0.015
8
0.010
0.005
0.000
~0.005 0.00 0.05 0.10 0.15 0.20

Time [s]

Figure 6: Force in the axial direction as a function of time for cases R20, R30 and R40.
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8.2. Local mesh refinement

Aside from the global mesh refinement study performed in Section 3.1, the
resolution of the boundary layer close to the tube wall should be investigated.
The yT-values of the reference case IC03 (see Table 3) are all below 5 for the
majority of calculated time steps. Only close to the time instant where a narrow
force peak occurs, some y*-values are found in the range of 5 — 8. The reason
is that the incompressible air flow has to move through a fine gap in between
the large water layer and the tube wall, just prior to impact. The yT-profile
at this severe time instant is shown in Figure 8a. In an attempt to improve
the yt-resolution, the mesh was refined locally, as shown in Figure 7. The
mesh resolution was only refined in the zone surrounding the point of liquid
impact. The yT-profile found with the refined numerical mesh during the next
air entrapment nonetheless contains values above 5. The y™-profile is given in
Figure 8b.

(a) (b)

Figure 7: View of the refined mesh containing 1,688,407 cells: (a) midplane view of the entire
mesh and (b) zoom on the transition between the original and refined mesh zones

Presumably, this yT-peak cannot be avoided within the limits of this nu-
merical simulation due to the modelling of the phases as being incompressible.
This is not a severe issue for the validity of the simulations for two reasons.
Firstly, it should be noted that this y™-peak does not persist for a long period
of time: about 3ms after the bubble formation, all y*-values are again below
5. Secondly, it can be shown that the influence of the turbulence model and
wall shear stress is limited, by comparing the axial force profile in Figure 14
to the axial force found for a laminar calculation, which is shown in Figure 9.
Except for the peak value of the force, which was not reliably determined in the
first place, the flow profiles are almost identical for the calculation applying the
k —w SST model and the laminar model, respectively.

For the sake of completeness, the axial force profile obtained for the calcula-
tion with the refined mesh is given in Figure 10. This profile is close to the force
signal obtained for the reference case, except for the value of the force peaks. It

13



i Y
' HH
i

1

-0.004 -0.003 -0.002 -0.001 0 0.001 0.002  0.003 0.004
x-coordinate [m]

(a)

v -]

O B N W A U N 0 ©

vl

O B N W A U1 OO N ® ©

-0.004 -0.003 -0.002 -0.001 0 0.001 0.002 0.003 0.004
x-coordinate [m]

(b)

Figure 8: yT-profile of all near-wall cells at the most severe time instant (bubble formation)
for (a) the reference mesh and (b) the refined mesh

is not expected that further refinement would improve the convergence of the
maximal force value, but the time integral under a narrow force peak is similar
in both cases: about 3.2 - 3.9 e-06 Ns in the reference case and 3.7 e-06 Ns for
the refined mesh.

4. Flow through a rigid tube

In this paragraph, a CFD analysis is performed on a rigid tube. In Section 4.1,
the characteristic flow profile is described, with the focus on the typical contour
plots obtained for velocity, pressure and water volume fraction. The force data
on the tube wall are presented in Section 4.2. Next, the effect of two liquid
parameters is studied (Section 4.3). The influence of the inlet condition will be
thoroughly described in Section 4.4 and it will be shown that the flow profile
completely changes for high mass flow rates in Section 4.5. Finally, the effect
of the operating density in incompressible flow calculations (Section 4.6) and
the effect of the compressibility of the flow (Section 4.7) will be presented. In
this broad CFD analysis, a number of different cases will be used, which are all
summarized in Table 3. Four non-dimensional parameters are defined in this
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Figure 9: Axial force profile as a function of time for case IC03 considering laminar flow.
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Figure 10: Force in the axial direction as a function of time for the refined mesh: (a) global
view and (b) zoom on the narrow force peak around t = 1.543s

table: the Reynolds number (Re), the Weber number (We), the capillary num-
ber (Ca) and the Froude number (Fr). Their definitions are given below (based
on mixture properties):

(6a)

(6b)

m Up D

Re=fm=m~
fom

2 D

Wezimem
o
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UVVL
VgD

where U, is defined as the ratio of the mass flux G and p,,. For the case
G'100s, these parameters are not calculated because the slug flow regime is not
well represented by a single value of these parameters. This omission does not
limit the discussion presented in the following sections.

The computational time of each case in Table 3 is similar and is about 135
hours on 6 nodes, each containing 2 processors of type Intel Xeon E5 2680v4
(resulting in 28 cores per node or 168 cores in total). During that time, about
1s of physical flow time was calculated. The cases will be identified further by
using the code defined in the first column of this table.

Fr= (6d)

Table 3: List of cases used in the CFD analysis. Columns 1 to 6 represent respectively the
case identifier, the volume-of-fluid of water imposed at the inlet, the mass flux, the air mass
fraction, the operating density and the number of cells in the computational mesh. In case
the volume-of-fluid inlet profile is preceded by ‘~’, the inlet profile was taken from a fully-
developed flow in a long tube, as discussed in Section 4.5 and therefore exhibits a more diffuse
interface. In case G100s, a slug flow is modelled, where the air bubble takes up 50% of the
surface area, followed by a period during which only water enters the U-bend. Columns 7 to
10 contain the non-dimensional parameter values.

Case | auyin[—] | Gkg/m?s] | z[—] | pres kg/m3] | #cells [-] | Re[—] | We[-] | Cal-] | Fr[-]
ICo1 0.1 50 0.001 124 630,000 2964 2.35 0.00079 1.90
IC03 0.3 50 0.001 124 630,000 1103 0.79 | 0.00071 | 0.64
IC05 0.5 50 0.001 124 630,000 678 0.47 | 0.00070 | 0.38
ICo7 0.7 50 0.001 124 630,000 489 0.34 | 0.00069 | 0.27
G50 ~ 0.7 50 0.001 124 630,000 489 0.34 | 0.00069 | 0.27
G500 ~ 0.7 50 0.001 0 630,000 489 0.34 0.00069 | 0.27
GT75 ~ 0.7 75 0.001 124 630,000 734 0.76 0.00104 | 0.41
G750 ~ 0.7 75 0.001 0 630,000 734 0.76 | 0.00104 | 0.41
G100 ~ 0.7 100 0.001 124 630,000 978 1.35 | 0.00138 | 0.55
G100o | ~ 0.7 100 0.001 0 630,000 978 1.35 | 0.00138 | 0.55
G100s 0.5/1 98.5 0.0006 124 630,000 - - - -
M300 0.3 300 0.009 135 1,230,768 | 6619 28.37 | 0.00429 | 3.83

4.1. Flow profile

In order to get a first look at the characteristics of the flow with a low
mass flux, case IC03 is considered in this section. With an inlet mass flux of
50kg/m?s, the flow inside the U-bend is characterized by flow reversal in the
bend. Since a constant mass flux enters the domain through the inlet, a liquid
layer build-up arises near the bottom of the bent part of the tube, until the
cross-section is completely filled with water. The ay,-profile on the symmetry
plane just prior to this instant of bubble formation is shown in Figure 11a. Con-
sequently, the continuous air layer is split into two parts and an air bubble is
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formed near the inner wall of the U-bend, as seen in Figure 11b. The flow rever-
sal of the liquid due to gravity inside the U-bend is critical for this phenomenon
to occur and is highlighted in Figure 12.

AN

Figure 11: Contour graph of oy, [-] on the symmetry plane of the U-bend (a) prior to the
onset of the air bubble in the bend, defined as time instant T and (b) after bubble formation,
at time instant 7" 4 0.01s.

Figure 12: Vector graph on the U-bend symmetry plane showing the flow reversal inside the
bend for case IC03 at time instant 7". The vectors are colored according to the value of the
velocity component perpendicular to the inlet plane (expressed in m/s). Only vectors with a
negative axial velocity component are shown. The black line denotes the tube wall, whereas
the isosurface where o, equals 0.5 is shown in grey.
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After the liquid layer impact on the wall and the related air bubble formation,
the bubble moves along the U-bend. Initially, it stays attached to the inner wall
of the bend, but close to the outlet pipe, the bubble migrates towards the outer
wall due to buoyancy. This is shown in Figure 13.

’«A‘
————

0 0.2 0.4 0.6 0.8 1
[ | I
(a)

AN

Figure 13: Contour plot of a [-] on the symmetry plane (a) at time instant 7" + 0.06s and
(b) at time instant T" + 0.095s.

Wang et al. (2008) only published pictures of the water-air distribution found
in the transparent U-bend section of their experimental set-up. Comparing the
aq-profile found in the present simulations to their experimental results, it fol-
lows that the point of impact of the liquid layer is not entirely in agreement with
the experiments with x = 0.001. It is difficult to draw a conclusion from this
discrepancy since Wang et al. (2008) do not describe the exact flow conditions
at the inlet of the test section, but it appears that the incoming air layer is
not continuous for x = 0.001. Rather, liquid slugs seem to enter the U-bend,
contrary to the stratified air-water profile used in the simulations. The char-
acteristic speed and size of these slugs are not reported by Wang et al. (2008).
It follows that reporting the values of G and z is not sufficient to replicate
the exact experimentally observed phenomena in the geometry. Ideally for ap-
propriate comparison between numerical and experimental investigations, the
transient behaviour at in- and outlet should be reported.

4.2. Awial force profile

The previously described flow behavior leads to a characteristic axial force
profile. In this case, the axial force refers to the force in the horizontal direction,
perpendicular to the inlet face. This force signal is plotted in Figure 14 for the
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reference case IC'03. The force profile is dominated by a very sharp peak, e.g. at
time instant 1.09s. Moreover, the time interval in between two consecutive peaks
is approximately constant and equal to about 0.15s. The peak corresponds to
the formation of the air bubble in the U-bend, coinciding with a liquid impact
on the inner wall of the bend. This impact moment is preceded by a high speed
air flow, squeezed in a small gap between the rising water levels and the rigid
tube wall. This creates a low-pressure zone on the inner bend wall, provoking
the force peak. It is clear that the maximal value is not exactly determined: the
height of the narrow force peak differs from one period to the next. This does
not mean that the peak is not fully resolved; figure 14b shows that the peak
around 1.39s contains several data points; the same holds for the other force
peaks.
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Figure 14: Force in the axial direction as a function of time for case IC03: (a) global view
and (b) zoom on the narrow force peak around t = 1.392s.

The air downstream of the liquid build-up is now separated from the air
layer at the inlet of the domain and moves further up the bend due to its initial
flow speed and due to buoyancy. In the force profile, a more continuous zone of
slightly elevated pressure is encountered. This corresponds to the time period
required for the air bubble to migrate from the inner part of the tube to the outer
part due to buoyancy. During the gas transport across the cross-section, liquid
gets displaced and pushes against the outer tube wall. Yet, there is no impact
of liquid nor a strong pressure build-up associated to this motion, such that the
pressure elevation is moderate. Additionally, changing from period to period,
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high-frequency oscillations appear in the axial force profile, e.g. at ¢t = 1.3s.
This is typically the result of the oscillation of the gas-liquid interface, which
has a clear contribution on the pressure and thus the force. At this particular
time instant, the bubble has almost finished moving towards the outer part of
the tube, but it remains attached by a narrow gas strip to the inner wall of the
bend. When the air bubble detaches, the interface quickly bounces back to form
a spherical bubble shape and it experiences some pulsations which gradually
damp out. This oscillation is stronger due to the incompressible nature of the
fluid. In compressible flow, the pulsations would not be transported throughout
the entire domain.

4.8. Influence of liquid viscosity and wall wetting angle

The influence of the liquid viscosity and wall wetting on the flow profile is
investigated in this section. All simulations described in this paragraph have
been performed on the reference mesh with the inlet conditions of case IC03.

The liquid viscosity has a limited effect on the flow profile. The «y,-profile
is shown for a time instant just after bubble formation and for liquid viscosity
equal to p,, = 0.001kg/ms (Figure 15a) and p,, = 0.005kg/ms (Figure 15b).
The liquid layer prior to the bend entrance looks more unstable for the case with
the higher viscosity. This observation is in accordance with the work described
by Tzotzi et al. (2011), who found that an increasing liquid viscosity facilitates
the onset of slug flow at low gas velocities. The effect of liquid viscosity on the
flow profile is limited, as is to be expected in the range of low capillary numbers
(respectively 0.00071 and 0.00357). However, the slightly changed behaviour
in the inlet tube does not seem to affect the phenomena of interest in this
research: the bubble formation mechanism is not altered due to the viscosity
change and therefore the time period of the force signal is not dependent on
the liquid viscosity (not shown). This is expected if the liquid build-up at the
bend entrance is only dependent on the amount of liquid mass being transported
to it. Finally, the bubble closest to the outlet is larger in Figure 15a than in
Figure 15b, but this is due to the fact the hydrostatic pressure at the outlet
is not completely in equilibrium with the boundary condition, allowing some
acceleration of the gas bubble on the one hand and some flow reversal of air on
the other hand (as mentioned in Section 2.3.1).

The contact angle between the air-water interface is defined as a boundary
condition for ay, at the wall. This contact angle is a quantitative measure of
the wall wettability: large contact angles correspond to hydrophobic walls and
small contact angles to hydrophilic walls. Two cases are defined, where the
contact angle equals 90° and 114°, respectively. The other fluid parameters
and boundary conditions are the same for both cases. The contour plot of ay,
in the two distinct cases is shown in Figure 16. It is clear that the liquid-air
interface has a different shape close to the wall, which is a direct result from
the different wall boundary condition for an,. The contact angle could affect
the periodicity of the force on the bend if the amount of air in a single bubble
would vary significantly with the value of the contact angle. However, nothing
indicates that the bubble formation is in any way affected by this, unless by a
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Figure 15: Contour plot of o, [-] on the midplane at similar time instants for following values
of liquid viscosity: (a) pw = 0.001kg/ms and (b) pw = 0.005kg/ms

slight shift of the point of impact of the liquid layer. The phenomenon analyzed
in this work occurs independently of the type of coating applied on the inside
of the tube wall.

N AW

Figure 16: Contour plot of au, [-] on the midplane at similar time instants for following values
of the contact angle between the gas-liquid interface and the tube wall: (a) 90° and (b) 114°.

4.4. Influence of the inlet condition: applying different water heights

The inlet condition is not completely determined by the definition of a mass
flux G and air quality . Because the phases are assumed incompressible, these
two parameters define the product of phase area and phase velocity at the
inlet: Ay in Up,in and Agin Uqin. Also, the sum of the areas taken up by
both phases equals the tube cross-section: Ay in + Aq,in = Ain. Equivalently,
one can state in terms of au in = Auwin/Ain that the following products are
fixed by defining G and z: oy in Uw,in and (1 — ayy in) Ug in. This means that
either Uy, in, Uq,in OT 0y in should be defined independently in order to set the
inlet condition unambiguously. This is an important issue, since the values for
none of these parameters in the experiment by Wang et al. (2008) are known.
Therefore, it is investigated whether changing the inlet condition for fixed values
of G = 50kg/m?s and = 0.001 has an important effect on the flow. Only
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stratified flow inlets are considered in this section. By contrast, a slug flow inlet
will be investigated in Section 4.5.2.

The water level (thus the area taken up by the water, A, ;) is varied,
such that the void fraction of water at the inlet equals 0.1, 0.3, 0.5 and 0.7,
respectively. This corresponds to the cases defined with identifiers 71C'01, I1C03,
1C05 and ICOT7 in Table 3, respectively.

From the force profile depicted in Figure 17 it is found that there are a
number of qualitative similarities between the different cases. Firstly, the force
profiles for different cases are qualitatively the same. All cases exhibit a narrow
peak at time Os because the time axis was translated for every case separately
so as to make an instant of liquid impact coincide with time 0s. Secondly, the
broader pressure plateau occurring due to the bubble migration in the bend
occurs as well for every case. Quantitatively, however, the period between two
adjacent pressure peaks changes significantly. For cases IC05 and 1C07, the
time interval between two bubble initiations equals 0.12s and 0.11s, respectively.
For case ICO01, the period increases up to a value of 0.31s, about double of the
original case with VOF,;, = 0.7. The reason is that the narrow pressure
peak only occurs when the liquid layer near the inlet of the bend has built up
sufficiently to fill the entire cross-section with water at a point close to the inlet
of the bend. As such, when the inlet «,, is smaller, the time required to build
up the layer is larger as well, even though the incoming mass flux and thus
also the volumetric flow rate remain the same. The fact that a slightly larger
period was obtained for case IC07 with respect to case IC05 could indicate
that less flow reversal occurs when the volume taken up by the air is small.
Finally, the force profile for case IC01 exhibits more intermediate peaks (peaks
not related to bubble formation in the bend) than other cases. It is found that
the formation of a large air bubble such as at time 0s is immediately followed
by the formation of a small bubble when the air layer at the inlet is thick. Both
bubbles eventually coalesce inside the bend. This explains the force peaks in
the period 0.10 — 0.20s, as the secondary bubble formation and coalescence are
linked to sudden changes in the acceleration of the liquid.

In Section 4.5 it will be investigated how the mass flux affects the flow inside
the U-bend. The observation that there is a clear effect of o, iy, means that
the definition of an appropriate inlet condition is crucial for the subsequent
analysis, in order to be sure that the observed differences between the different
mass flow rates are not due to the arbitrarily chosen inlet condition. This issue
will be addressed by considering a fully-developed flow in Section 4.5. However,
it should be noted that the results presented in Section 4.4 are still valuable,
since non-equilibrium flows also occur in some heat exchanger geometries (De
Kerpel et al. (2012)). It is therefore useful to see how the cy,-profile affects
the vibrations. Inside a heat exchanger with limited dimensions, other time
frequencies could be dominant in the force profile, compared to those derived
from simulations or experiments during which the flow was allowed to fully
develop.
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Figure 17: Force in the axial direction as a function of time for different cases. The time scale
is chosen such that a bubble is formed at time instant ¢t = Os in all cases.

4.5. Influence of the mass flow rate

4.5.1. Stratified inlet condition

The precise knowledge of the inlet condition is necessary to get a good match
with the experiments. This leads to two issues. Firstly, the exact flow distribu-
tion applied by Wang et al. (2008) is not reported and is therefore unknown to
the authors of this article. Secondly, the inlet of the U-bend should only be a
function of the imposed mass flux, not of an arbitrarily set phase distribution.
In order to address these issues, the flow through a straight, horizontal pipe of
200D long is simulated. The mesh applied in the long inlet tube was described
in Section 2.1. At the inlet of the pipe, the same inlet profile is set as in the orig-
inal case: air takes up 70% of the area of the tube. Three different mass fluxes
are calculated: 50kg/m?s, 75kg/m?s and 100kg/m?2s. After the flow is allowed
to develop, the ay,- and U-contours in a cross-section of the tube located at 0.5m
and 0.7m from the inlet respectively, are compared. It was found that for the
two lowest mass fluxes, the flow was fully developed. To show this, the a,,- and
U-contours at 0.5m from the inlet and the absolute error compared to the profile
at 0.7m from the inlet are shown in Figure 18 for G = 75kg/m?s; similar plots
can be made for G = 50kg/m?s. For the highest mass flux, G = 100kg/m?2s,
slug flow develops, which will be discussed in Section 4.5.2.

The profiles for both a,, and U found at z = 0.5m are subsequently imposed
at the inlet of the U-bend with the mesh containing 630, 000 cells. This leads to
the definition of the three cases in Table 3: G50, G75 and G100. In these three
cases, gravity is dominant over the inertia of the liquid. Therefore, the previ-
ously described phenomenon of flow reversal followed by air bubble generation
in the U-bend occurs in all of these calculations. The difference between the
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Figure 18: Contour graphs after 59s of flow time for G = 75kg/m2s and = = 0.001 of the
following profiles: (a) auy at 0.5m from the inlet, (b) au, at 0.5m from the inlet minus a,, at
0.7m from the inlet, (c) U at 0.5m from the inlet and (d) U at 0.5m from the inlet minus U
at 0.7m from the inlet.
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cases is the value of the period of the axial force signal and thus of the vibration
occurring in the bend. The axial force signals for the three cases are shown in
Figure 19. It is found that the period of the axial force equals, respectively:
0.14s for G = 50kg/m?s, 0.10s for G = 75kg/m?s and 0.07s for G = 100kg/m?s.
In conclusion, the period is inversely proportional to the incoming mass flux,
which is logical if the dominant phenomenon - the liquid impact on the inner
wall - is the same and requires a certain fixed amount of liquid present in the
inlet pipe of the bend. Doubling the mass flow rate then halves the time re-
quired to achieve this amount of water and therefore doubles the frequency of
occurrence of the axial force peak.

Finally, it should be noted that the foregoing analysis is only correct when
gravity is dominant over the inertia forces in the bend. When the mass flux
is superior to the values described before, e.g. 300kg/m?s, the inertia of the
liquid will prevent flow reversal from happening in the bend, as can be observed
in Figure 20, which depicts the a,-profile in the midplane section obtained for
case M300. For case M 300, the inlet and outlet were chosen at 10D and 9D
from the bent part, respectively. The liquid layer just moves around the outer
wall of the bend and enters the outlet tube on top of the air layer. There is
no impact of liquid on the tube wall in such case and therefore the U-bend will
not vibrate (although the force required to turn the mixture increases). The
liquid will naturally drop down further downstream due to gravity, but this does
not occur in the midplane of the domain. As the high Froude number (3.83)
indicates, inertia is dominant over gravity in this regime. It should be noted
that the Froude number in case ICO01 is 1.9, so the Froude number limit between
the gravity-dominant and inertia-dominant regime is between 1.9 and 3.8.

4.5.2. Slug flow inlet

General flow regime maps indicate that a stratified profile is obtained for
given conditions in Section 4.4. However, Lin and Hanratty (1986) stated that
changing the tube diameter severely alters the boundaries between flow regimes,
specifically the onset of slug flow occurs at significantly lower gas flow rates for
small tube diameters. Although the authors have not found flow regime maps
adapted to a tube diameter of 0.0069m, it is certainly possible that slug flow
develops for G = 100kg/m?s and x = 0.001. When calculating the flow in a long
slender tube with D = 0.0069m, a slug flow indeed develops, as can be seen in
Figures 21 and 22. The air bubble velocity is extracted from the time history of
this calculation and found to be equal to 0.205m/s. The period between bubbles
is measured to be 0.711s. The length of an air bubble is about 0.107m.

In order to obtain a continuous inlet condition, the liquid and air velocity
are set to the bubble velocity 0.205m/s. This means that, without modelling
slip between the phases and without changing the velocity over time, the mass
flux is not exactly equal to G = 100kg/m?s and the air quality is not equal to
0.001, as already noted for case G100s in Table 3. The discrepancy is due to the
fact that in the fully-developed flow, the air and liquid velocity are not constant,
nor is the velocity in the liquid layer under the air bubble necessarily the same
as the liquid velocity between consecutive air bubbles. The obtained values,
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Figure 19: Axial force as a function of time for cases G50, G75 and G100. The force signals
are translated in time such that the time instant 0 corresponds to a point in time when a
bubble is generated in the U-bend.

Figure 20: Contour plot of ay [-] in the midplane section at a single time instant for an
imposed mass flux of 300kg/ms. Air takes up 70% of the cross-sectional area at the inlet.

however, are close to the original settings: G = 98.5kg/m?s and = = 0.0006. At
the inlet of the U-bend, the inlet profile is dependent on time. During the first
0.463s (corresponding to the air bubble length with given bubble velocity), an
air bubble enters the domain. 50% of the tube’s cross-section is then filled with
air (o, = 0.5). During the remaining 0.248s of the period, only liquid enters
the bend (a,, = 1).

The force profile obtained for the flow with the slug inlet condition is shown
in Figure 23. Similar to the cases with stratified flow, the signal is periodic.
The period of the signal is 0.067s, which is close to the period obtained for the
stratified inlet profile in Section 4.5.1. This slight discrepancy is possibly due
to the minor difference in G and x, as indicated before. Each period contains
an intermediate, smaller force peak, e.g. at time 0.505s in Figure 23b. This
corresponds to the detachment of the air bubble from the inner wall and the
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Figure 21: Contour graph of a,, [-] in the vertical symmetry plane of the long, slender tube
with G = 100kg/m?s and = = 0.001 after 40s of physical flow time. Only the last 50D of the
tube are shown.
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Figure 22: Contour graph of U[m/s] in the vertical symmetry plane of the long, slender tube
with G = 100kg/m?s and = = 0.001 after 40s of physical flow time. Only the last 50D of the
tube are shown.
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coincident reattachment to the outside wall, which was encountered before. It is
remarkable that, if the air bubble is long enough to allow sufficient flow reversal
in the bend, the same phenomenon of liquid impact and air entrapment occurs.
Obviously, during the final 0.248s of each period only water enters the bend.
This has an effect on the force profile: no impact forces occur when the bent
part is completely filled with water. The axial force exhibits a near-constant,
strictly positive value when the bend does not contain air. Consequently, the
force signal is only periodic when an air slug is present in the bend.

4.6. Influence of the operating density

In the foregoing analysis, the pressure at the outlet was fixed to a pressure
field corresponding to the hydrostatic pressure for a fluid with a reference den-
sity pref equal to 124kg/m? (this is the volume-averaged density of the air-water
mixture at the start of the simulations). As a result, the pressures that are re-
ported by the CFD code are determined relative to this hydrostatic pressure
drop and therefore the force, calculated as a surface integral from this pressure
field, is as well. The definition of a non-zero operating density therefore has a
direct effect on the reported force in the vertical direction since the correspond-
ing hydrostatic pressure field was substracted from the actual force, but it does
not directly affect the force in the axial direction. However, varying the operat-
ing density changes the outlet condition, which could therefore change the flow
profile inside the bend. It should therefore be verified that the outlet condition
does not affect the flow profile inside the bend. This is done by comparing the
periods of the vibration in the cases G100 (with p,.; equal to 124kg/m?) and
G1000 (with p,.s equal to 0kg/m3). The force profiles of the CFD simula-
tions are given in Figure 24. Two conclusions should be drawn from this figure.
Firstly, the average force is significantly higher when the operating density is
lower as a result of the force integration implemented in the flow solver; the
force acting on the tube wall is calculated as follows:

ﬁ:/ pcmﬁdA:/ pﬁdA—/ pref g hiidA, (7)
ov ov ov

where the tube wall is symbolized with 0V, the normal vector on each wall face
is defined as 7 and the surface is represented by A. Clearly, the definition of
an operating density causes a negative shift in the force definition. Secondly,
the flow mechanism - the creation of a large bubble inside the bend which
subsequently migrates to the top of the return pipe - is unchanged, although
the bubble migration does not cause an equally large local maximum in the
force profile when the operating density is set to zero. It is important to note
that the period of the force signal is not dependent on the value of the operating
density, which confirms that the quantitative values for the axial force period
given in Section 4.5.1 are independent of the exact outlet pressure distribution.
This is a remarkable observation which is crucial for the validity of the reported
periodicity, as the exact distribution at the pressure outlet is typically not known
and is probably not constant over time (due to the changing water level height
at the outlet).
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Figure 23: Axial force profile for case G100s with slug profile inlet (a) over a time period of
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Figure 24: Comparison of the axial force profile for the cases G100 (with pcs = 124kg/m3)
and G1000 (with p,es = Okg/m®). The horizontal axis was rescaled such that a force peak
corresponds to time instant O for both cases.
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4.7. Influence of the compressibility of the flow

Water and air are only incompressible in theory. Generally speaking, the
assumption of incompressible flow is acceptable when the pressure fluctuations
are limited in amplitude. In the aforementioned simulations, the maximal ob-
served pressure was about 1000Pa occurring in a single cell of the mesh used
in IC03 at the moment of liquid impact on the wall. Outside of a range of
100 time steps before or after this instant, the pressure relative to the outlet is
below 250Pa. Even though the elevated pressure level occurs locally and only
for a small period of time, it could cause significant changes to the flow profile
when considering compressible fluids. Therefore, three numerical simulations
are performed in which air is considered an ideal gas. Water is either consid-
ered as a compressible fluid with a fixed bulk modulus (K,,=2.2e4+09Pa) or
as an incompressible liquid (with density equal to 1000kg/m?). The cases are
summarized in Table 4. The boundary conditions for pressure and velocity at
the inlet and wall are the same as for case IC03. At the outlet, an absolute
pressure p,y; has to be defined. The temperature is set to 300K at both inlet
and outlet (the latter as a backflow condition). The cell count of the numerical
mesh equals 630, 000. In compressible flow cases, the energy equation has to be
solved. Moreover, the au,-equation (Equation (4)) has to be modified as follows:

1pu |25 19 (aupatl) | =0 ®

Table 4: List of cases with at least one compressible fluid. The case identifiers are listed in
column 1. Column 2 and 3 indicate the models applied to air and water, respectively. The
outlet pressure poyt is defined in the last column.

Case Air Water Dout|bar]
ACWCI1 | ideal gas | compressible 1
ACWCS5 | ideal gas | compressible 5
ACWI5 | ideal gas | incompressible 5

The axial force profiles found for the cases listed in Table 4 are shown in
Figure 25. In compressible flow cases, a water impact on the tube wall causes
a high-frequent force oscillation which is only slightly damped and therefore
persists during the remainder of the force period. The value of this period re-
mains nonetheless close to the incompressible flow case: about 0.14 — 0.15s if
Pout €quals Sbar and 0.17s if p,,: equals 1bar. The value of the outlet pressure
Pout has another significant effect: whereas case ACW C5 exhibits an almost si-
nusoidal force fluctuation, the signal in case ACW C1 is certainly not sinusoidal.
Additionally, the time between two consecutive force maxima is different: about
0.012s if pyyt is 1bar and 0.005s if p,y: equals 1bar. The different dominant fre-
quencies are highlighted in the real-valued Fourier spectra (Figure 26). It is clear
from Figure 25b that the flow is not significantly altered when modelling water
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as an incompressible liquid; the axial force profiles obtained in cases ACW C5
and ACW 5 are comparable. Both simulations yield a slightly different average
axial force (the difference is 4.7%) and the time difference between force peaks
is reported in Table 5.
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Figure 25: Axial force profile for (a) case ACWC1 and (b) cases ACWC5 and ACWIS5.

The occurrence of the high-frequent force oscillation is the main difference
between the compressible and incompressible flow simulations. Its existence is
related to the creation of a pressure wave at a time instant corresponding to the
liquid impact on the bend wall. After its onset, the pressure wave moves back
and forth through the numerical domain. A pressure wave is reflected at the
outlet as a rarefaction wave because of the fixed pressure value imposed here.
At the inlet, a pressure wave is reflected as a pressure wave as the pressure
value is allowed to vary. Due to this configuration, it is hypothesized that the
time difference between two consecutive force maxima, Aty,q,, corresponds to
the time required for a wave to pass through the domain four times: twice as
a pressure wave and twice as a rarefaction wave. As such, this time difference
Ataz 18 calculated as:

Atpas = /e, (9)

where [ is the path length travelled by the wave and c is the wave speed.
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Figure 26: Real Discrete Fourier spectra of the axial force in ACWC1, ACWCS5 and ACWI5.
The time intervals applied in the Fourier transform were 0.300s, 0.296s and 0.289s long,
respectively.

The determination of the wave speed c is not straightforward, especially since
animations of the pressure distribution indicate that the wave speed is greater
in the largest part of the inlet tube (i.e. in the first part of the tube with length
4D) than in the rest of the domain. This discrepancy can be explained due to
the different «,,-profile: the flow is stratified in the inlet tube, whereas the part
of the domain downstream of the bubble formation point is subjected to slug
flow. As no models regarding the wave speed in a stratified horizontal air-water
pipe flow were found in literature, the wave speed c¢ is assumed to be that of
water, i.e. ¢, = 1483m/s with a bulk modulus K, of 2.2e+09Pa and density
equal to 1000kg/m? for cases ACWC1 and ACWC5. For case ACWI5, ¢, is
considered to be infinitely high due to the incompressible nature of the water.
In contrast, the wave speed in the return bend (length 1.57D) and the outlet
tube (length 4D) of the tube is considerably lower than the wave speed found
in both water and air, a phenomenon first observed by Mallock (1910). The
model proposed by Kieffer (1977) is adopted:

CKg = ?wp1u,ref Kw

Pout

G 2 ra Pw,ref Pref/Pa,ref 1 Pref — Pout e
{2} {Grrmsflot o o (et )}

(10)

Ga pref/pa,ref + exp (pref pout>

where pref, pares and pyres are chosen as lbar, 1.2kg/m® and 1000kg/m?,
respectively. G denotes the mass flux of air (index ‘a’) and water (index ‘w’).
In the last part of the inlet tube (1D) the wave speed has some intermediate
value between the liquid wave speed and the Kieffer wave speed, but it will be
assumed in the model that the wave speed is equal to the Kieffer wave speed as
the exact evolution of the wave speed is unknown. This means that the Kieffer
wave speed is applied to a total tube length of (5 + 1.5m)D. The total time

32



interval At,,q. is consequently calculated as follows:
@ . (5+1.5m)D
Cw CK

The model by Kieffer (1977) is based on the work of McWilliam and Duggins
(1969) and requires a number of assumptions. Firstly, it neglects the effect of
surface tension on the wave speed, which is acceptable for bubbles with radii
larger than le-06m. Secondly, Equation (10) is only valid when the flow com-
pression and expansion happens isothermally. It was verified that the temper-
ature in the domain stayed within 2K of the initial value of 300K. Thirdly, a
more stringent assumption is that of a uniform distribution of small air bubbles
throughout the continuous water layer, such that the mixture can be considered
as a homogeneous medium. Due to the size of the air bubbles in the present
simulations, this condition is actually not met.

The values for At,,qz, both obtained directly from the force profile and
modelled as explained above, are given in Table 5. For the cases where p,,; was
set to Hbar, the model is close to the numerical data despite the fact that not all
assumptions of the underlying model are met. The value of At,, 4, is similar in
case ACWC5 and ACW I5, showing that the compressibility of the liquid only
has a negligible effect.

When p,,: is equal to 1bar, the model is not as accurate. It is noteworthy
that Atymaz moder 15 almost double of Atyqz sim, especially since there is a strong
effect of harmonics in the force profile (see Figure 26). Why the force profile
exhibits strong harmonics when p,,; equals 1bar, but not when p,,; is Hbar is
currently not understood.

Atmax,rnodel =4 (11)

Table 5: Period T between two major force peaks, time diffence between two consecutive
smaller peaks as found in the simulations Aty,qs,sim and determined from a model for the
wave speed Aty,az model-

Case T[s] | Atmaz,sim [8] | Atmaz,model [8] ‘Atm”’Z;”mlfz::“"“”l [%)]
ACWC1 | 0.170 0.0121 0.02284 88.8
ACWC5 | 0.150 0.0052 0.00496 4.6
ACWI5 | 0.145 0.0055 0.00488 11.3

Overall, it can be concluded that the main effect of the flow compressibility
is the possibility of having pressure waves moving back and forth along the tube
at a finite speed. The reflection of the pressure wave in the current domain
is a numerical phenomenon related to the in- and outlet conditions, but wave
reflections can occur in a real-life piping system as well. In that case, a high-
frequent oscillation with a period related to the distance travelled by the wave is
superposed on the force profile obtained in the incompressible flow simulations.
The amplitude of this oscillation is of the same order of magnitude as the narrow
force peak caused by the water layer impacting on the tube wall and only slowly
decreases over time.
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5. Flow through a deforming tube

After having analyzed the flow profile inside a rigid U-bend, the effect of
an elastic tube is investigated for three different flow rates. These cases are
summarized in Table 6. The computational time of each two-way FSI simulation
is 270h on 6 nodes, each containing 2 processors of type Intel E5-2680v3 (with 24
cores per node or 144 cores in total). During that time, about 0.13s of physical
flow time was calculated. One-way coupling was applied in a single case. One-
way coupling means that the pressure and shear stress are transferred from the
flow solver to the structure solver, in which the corresponding displacement is
calculated, but this displacement is not transferred back to the flow solver. In
other words, this represents a CFD case in which, during each time step, the
pressure and shear stress are used in a CSM computation.

Table 6: List of cases used in the FSI analysis. The case identifiers are listed in column 1.
Column 2 identifies the CFD case defined in Table 3 on which the FSI case is based. Column 3
shows whether the case is a one-way or two-way coupled FSI simulation. The mass flux at the
inlet of the domain is noted in column 4. The inlet profile was taken from a fully-developed
flow in a long tube, as discussed in Section 4.5.

Case CFD case | Type | G[kg/m?s]
FSI50-1W UG5H0 one-way 50
FSI50 UGH0 two-way 50
FSI75 UGT5 two-way 75
FSI100 UG100 two-way 100

5.1. Force profile

As mentioned in Section 4.6, varying the operating density changes the re-
ported force profile on the tube wall in the vertical direction. When coupling
the flow solver to a structural solver, a non-zero operating density would induce
an error because the weight of the fluid inside the domain is misrepresented. In
order to transfer a correct load to the structure solver, the operating density
pref should be set to zero. Changing the operating density does not affect the
qualitative flow mechanism in the bend nor does it change the period of the
force signal, but the average axial force does vary. In this section, the analysis
in Section 4.6 is extended to include the axial force profile extracted from the
two-way FSI simulations. The axial force profiles from the original CFD cases
(i.e. with non-zero operating density), the adapted CFD cases (i.e. with zero
operating density) and the two-way FSI simulations are shown in Figure 27.

The force profile of the two-way FSI cases differ in two aspects from the CFD
calculations: the slight increase in time period and the high-frequent oscillation
after a large force peak (moment of bubble creation). As these observations are
not found in the rigid tube analysis, they must be related to the displacement
of the tube. These differences arise for all mass flow rates.
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Figure 27: Axial force as a function of time for the fluid-structure interaction simulations
for following mass fluxes: (a) G = 50kg/m?s, (b) G = 75kg/m?s and (c) G = 100kg/m?s.
The force profile is compared to the CFD cases with the same mass flow rate, both with and
without changing the operating density. The time scales are not the same in these figures.
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5.2. One-way or two-way coupling?

The output of the flow solver - the force profile - is significantly changed
when considering the tube displacement, as the period of the force signal as
well as the oscillations after a peak were increased due to the tube’s motion.
The question therefore arises whether the tube motion is also different in the
one-way and two-way simulations. To answer this question, the motion of a
single point on the U-bend, depicted in Figure 28, is analyzed. Figure 29 shows
the motion of this point, just before and after a force peak (the time scale was
adapted such that a force peak corresponds to time instant zero).

Clearly, there are two major distinctions in tube motion between the one-way
and two-way simulations. Firstly, the motion of the tube is severely damped in
the case of the two-way simulation, yet no damping arises in the one-way FSI.
No material damping was defined in the structure so all the damping should
be due to energetic losses in the flow. This damping is effectively modelled in
case of the strong coupling, but is absent in case of one-way coupling since the
motion of the tube is not fed back to the flow solver. The energy of the vibration
stays more or less constant during one period (even though there might be some
decay due to numerical error). The next impact at time step Os increases the
vibration amplitude in the one-way case, but is damped in the two-way FSI sim-
ulation. Secondly, when calculating the frequency of oscillation, the frequency
of vibration in case F'ST50 — 1W is about 1139Hz, which is considerably higher
than 838Hz which is found in case F'SI50. The difference can be attributed
to the absence of added mass effect in case of one-way FSI, meaning that the
effective mass which is vibrating is lower. Alternatively, a linear perturbation
analysis learns that the eigenfrequency of the second eigenmode equals 1154Hz.
The mode shape corresponding to this eigenfrequency strongly resembles the
vibration obtained from the one-way FSI simulation. This suggests that the
second eigenmode of the structure is triggered in the one-way FSI simulation,
whereas this is not the case in the two-way coupling.

y=0 ——

Figure 28: Initial position of the node (highlighted in red) used for determining the vibration
parameters.
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Figure 29: Motion of a single node for two cases: (a) F.SI50 — 1W and (b) FSI50. The
horizontal axis was rescaled such that a force peak corresponds to time instant Os for both
cases.
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5.8. Tube displacement in two-way FSI simulations

In this section, only the more accurate two-way FSI calculations are consid-
ered because the force equilibrium at the tube wall is enforced explicitly. As
noted in Section 5.2, the tube moves only around a time instant where a force
peak occurs. The subsequent high-frequent oscillation of the centerline of the
U-bend following such a bubble creation is shown in Figure 30, for different
instants of physical time. It should be noted that, in order to visualize the dis-
placement of the centerline, the deformation of the centerline was scaled with
a factor 10,000. It can be concluded that the bend vibrates around a mean
negative displacement (due to the weight of the liquid). The force peak in the
U-bend can be seen as an impact force imposed on a small area at the inner
side of the bend, near the inlet. The resulting vibration is the response of the
tube on this impact force. The frequency is influenced by the material stiffness,
the material mass and the liquid mass inside the bend. The damping can only
be due to the two-phase mixture as no material damping is modelled.

Further analysis leads to the obervation that the U-bend vibration can be
described as a damped oscillation with a frequency fy and a damping constant
(. The values of these parameters are derived from the fitting of a damped
sinusoidal oscillation on the transient displacement of a single point highlighted
in Figure 28. The calculated vibration constants are presented in Table 7 for
three different mass flow rates: 50kg/m?s, 75kg/m?s and 100kg/m?s. The
transient displacement, as a function of the physical time calculated in the
two-way FSI simulations, is shown in Figure 31 for the three analyzed mass
flow rates. On each subfigure, the exponential function exp(—( 27 fy t) is also
depicted, where the amplitude and time delay have been determined from the
least squares model used in the fitting of the damped sinusoidal oscillation.

Table 7: Damping constant ( and natural frequency fy of the damped sinusoidal oscillation
fitted to the displacement data of the node highlighted in Figure 28.

G kg/m?] | ¢[-] | fn[Hz]
50 0.375 | 838
75 0.379 | 855
100 0.386 | 856

It is concluded that the natural frequency of the oscillation does not show a
clear relation with the increasing mass flow rate. The values of fy are almost
the same for the two highest mass flow rates, but a slightly lower frequency is
found for 50kg/m?s. Probably, the elasticity and the density of the material has
the highest influence on the natural frequency of the vibration. As these solid
material properties do not change for the different cases, the exponential fitting
does not yield significantly different results for different mass fluxes. However,
no material damping was defined, so the damping is only due to the damping
in the fluid. An influence of the mass flow rate on the damping constant is
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Figure 30: Location of the centerline of the U-bend, at different time instants, in case F'ST1100.
The deformation of the centerline is scaled with a factor equal to 10,000 in order to visualize
the deformation of the entire bend in one figure.

reported in Table 7: the damping constant increases slightly but monotonously
with the mass flux as expected.

6. Conclusion

A broad numerical investigation into the vibration caused by a two-phase
flow inside a U-bend is presented in this paper. Two regimes are discerned:
a gravity-dominated regime for relatively low mass flow rates and an inertia-
dominated regime for higher mass flow rates. Although one calculation shows
the steady nature of the flow in the inertia-dominated regime, most of the
research focuses on the gravity-dominated regime where the heavier water flows
back inside the U-bend. This flow reversal causes an increase in water level at the
inlet of the U-bend, breaking up the continuous air layer into discrete, relatively
large bubbles. Moreover, this bubble creation causes a large liquid impact on
the tube wall, which causes a small-amplitude, high-frequent oscillation that
can be simulated and quantified.

In the first part of this research, the tube wall is rigid. The CFD simulations
lead to conclusions regarding the physical nature of the flow as well as the
difficulties of the numerical modelling of this type of flow. Firstly, it is shown
that material parameters such as liquid viscosity and wall wetting angle have
little or no effect on the flow behavior inside the U-bend. In contrast, the
inlet condition, more precisely the water level imposed at the inlet, significantly
affects the period of the force signal. If the incoming water fraction is set to
0.1, more high-frequent oscillations appear in the force profile due to the large
space taken up by the air bubbles in the bend, possibly taking up entire cross-
sections at certain locations in the bend. Furthermore, the boundary condition
imposed at the outlet, quantified by changing the operating density used in
the flow solver, affects the average force exerted on the bend wall, but does
not seem to have an effect on the period of the oscillation. The effects of
inlet and outlet condition on the flow are important to note and quantify, as
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Figure 31: Displacement profile of a single node as a function of the calculated physical time
for following mass fluxes: (a) G = 50kg/m?s, (b) G = 75kg/m?s and (c) G = 100kg/m?s.
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the exact inlet and outlet conditions are generally not known from empirical
data, where the experimental set-up is much larger than the test section and
where local pressure distribution or void fraction data are not available. For
future comparison between numerical and experimental analysis of vibrations,
reports of transient boundary conditions are crucial in order to get a good
match. Finally, the influence of the mass flow rate of a fully-developed flow on
the period of the axial force is analyzed; it is found that the period of the force
signal is inversely proportional to the mass flow rate, at least as long as the flow
rate is sufficiently low to have flow reversal inside the bend, i.e. the gravity-
dominated regime. For high mass fluxes, no bubbles are formed inside the
bend and consequently the pipe does not vibrate. Here, the inertia is dominant
over the gravity. The distinction between the gravity- and inertia-dominated
regime can be quantified with a characteristic Froude number which could only
be narrowed down to a range 1.9 — 3.8 with the current set of simulations.
Below this value, the flow is gravity-dominated, whereas the inertia of the flow
is dominant above this value.

In the second part of this research, FSI simulations are performed in order
to quantify the magnitude of the vibration of the bend due to the liquid impact
on the wall. The importance of setting the operating density to zero in these
simulations is highlighted. Also, there is a clear distinction in the force profile
and the tube vibration in a one-way and two-way FSI simulation. In the case
of two-way coupling, the tube vibration resembles a damped oscillation, the pa-
rameters of which are quantified for three distinct mass flow rates. The natural
frequency is not significantly affected by the incoming mass flux, which proba-
bly means the frequency is mainly determined by the solid parameters and the
added mass of the fluid present in the bend. Contrarily, the damping coefficient
monotonously increases with the mass flux through the U-bend. As no material
damping was defined in the structural model, the damping coefficient is directly
affected by the flow inside the bend.

Overall, a broad numerical investigation into the flow field inside a U-bend
and the vibration caused by this internal flow has been presented in this paper.
Comparison with empirical data proved difficult due to lack of precise transient
profiles at the inlet and outlet of the U-bend in literature, but valuable conclu-
sions regarding the nature of the gravity-dominated flow inside a small-diameter
U-bend can be drawn from the proposed research.
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