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Abstract—Due to rapid changes in the environment, vehicular
communication channels no longer satisfy the assumption of
wide-sense stationary uncorrelated scattering. The non-stationary
fading process can be characterized by assuming local station-
arity regions with finite extent in time and frequency. The
local scattering function (LSF) and channel correlation function
(CCF) provide a framework to characterize the mean power and
correlation of the non-stationary channel scatterers, respectively.
In this work, we estimate the LSF and CCF from measurements
collected in a vehicle-to-infrastructure radio channel sounding
campaign in a suburban environment in Lille, France. Based on
the CCF, the stationarity region is evaluated in time as 567 ms,
and used to capture the non-stationary fading parameters. We ob-
tain the time-varying delay and Doppler power profiles from the
LSF, and we analyze the corresponding root-mean-square (RMS)
delay and Doppler spreads. We show that the distribution of
these parameters follows a lognormal model. Finally, application
relevance in terms of channel capacity and diversity techniques is
discussed. Results show that the assumption of ergodic capacity
and the performance of various diversity techniques depend
on the stationarity and coherence parameters of the channel.
The evaluation and statistical modeling of such parameters can
provide a way of tracking channel variation, hence, increasing
the performance of adaptive schemes.

Index Terms—vehicular, propagation model, measurement, sta-
tionarity, fading, delay, Doppler, scattering function, correlation
function, suburban.

I. INTRODUCTION

VEHICULAR communications have recently attracted
much interest due to the rapid development of wire-

less communication technologies. Through the integration of
information and communication technologies, all road users
can gather sensor data and share information about traffic and
road state dynamics with each other and with the road in-
frastructure. This envisioned intelligent transportation system
(ITS) will improve the safety and efficiency of transportation
by enabling a wide range of applications [1]. Such sys-
tems require reliable low-latency vehicular-to-vehicular (V2V)
and vehicular-to-infrastructure (V2I) communication links that
provide robust connectivity at a fair data rate. An essential
requirement for the development of such vehicular systems is
the accurate modeling of the propagation channel in different
scenarios and environments [2].
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Some V2I propagation channels resemble existing cellular
links, where one node is stationary, while the other node
is mobile. However, the placement height and surroundings
of the infrastructure nodes for vehicular communication are
unique, resulting in different dominant propagation mecha-
nisms [3]. In urban areas, the roadside unit (RSU) is placed at
lamppost height much lower than the rooftops of surrounding
buildings, typically at intersections. In other areas, the RSU is
placed at 1-2 m height, making it similar to the V2V scenario
from a propagation point of view [3]. Owing to the changing
scattering environment and the mobility of the transmitter (Tx)
or the receiver (Rx), the vehicular communication channel is
characterized by a non-stationary fading process [4], [5]. De-
pending on the relative speed of scatterers, the non-stationarity
of V2I and V2V channels need not to be identical. One of the
main challenges of V2I is the expected large Doppler shift
of the line-of-sight (LOS) path when the vehicle passes by
the RSU at high speed. While this may happen in few V2V
cases (e.g. overtaking a slower vehicle or vehicles traveling in
opposite directions) [6], it is generally more persistent in the
V2I scenario compared to V2V scenarios where vehicles are
traveling in the same direction. Such fast Doppler shifts would
increase the non-stationarity of the channel and cause serious
performance degradation to the communication system, if not
carefully addressed via Doppler planning and compensation
[7].

In the past, propagation channel models have adopted the
wide-sense stationarity (WSS) uncorrelated scattering (US)
assumptions [8]. The WSSUS assumptions imply that second-
order channel statistics are independent of time and frequency,
and hence, allow for a simplified statistical description of
channels; this has formed the basis of many designs of wireless
transceivers. However, the WSSUS assumptions are not always
fulfilled in practice, particularly in vehicular scenarios. Hence,
this must be accounted for [9]. The author in [10] has shown
that, in both single and multi-carrier systems, the WSS as-
sumption in V2V channels can lead to optimistic bit-error-rate
simulation results that are erroneous. In reality, power, delay
and Doppler associated with reflected multipath components
(MPC) drift with time (WSS-violation), and channels show
correlated scattering due to several MPCs that are close in
the delay-Doppler domain resulting from the same physical
object, or delay/Doppler leakage due to bandwidth/time lim-
itations at Tx or Rx (US-violation). In the literature, various
approaches have been proposed to overcome these limitations:
1) different tap models depending on the delay spread and the
bit error rate statistics [9], 2) ”birth/death” Markov process to
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account for the appearance and disappearance of taps [11],
3) stochastic modeling of the dynamic scatterers evolution
and their delay and angular properties [12] or 4) geometry-
based channel modeling (GSCM) that includes inherently the
non-stationary behavior of the channel via the dynamic nature
of the scattering environment geometry [13], [14]. In order
to evaluate how much these models truly reflect the varying
nature of the vehicular channel, accurate characterization of
the non-stationarity of the channel is required.

The non-stationary fading process of vehicular channels can
be characterized by assuming local stationarity for a finite
region in time and frequency. A definition of the stationarity
time and stationarity bandwidth are proposed in [5], where
the author provides a theoretical framework that extends the
scattering function of the WSSUS to a time-frequency (TF)
dependent local scattering function (LSF). The LSF can be
estimated within this finite region where WSSUS assumptions
approximately hold [15]. This stationarity region is computed
from the channel correlation function (CCF), which extends
the TF correlation function of the WSSUS [5], [8].

A. Related Work

For a non-stationary channel, the fading statistics change
in time. Since communication algorithms often rely on the
knowledge of second-order statistics of the channel, appro-
priate measures of the similarity between channel statistics
are required, so that the fading parameters can be accurately
evaluated and the channel modeling becomes physically mean-
ingful. For stochastic modeling [12], the WSS region is first
estimated and the time-varying parameters (MPCs lifetime,
birth, initial power, angle and delay as well as their dynamic
evolution) are modeled in terms of the WSS regions, while
the small-scale fading is characterized within each region.
GSCM can incorporate non-stationarity via varying some
channel parameters over time (e.g. number of delay taps and
angles of propagation paths of regular-shaped GSCM in [13]),
or via random mobility models that use dynamic motion
(e.g. changes of speed and moving direction in [14]). The
WSS region is then used as a measure of non-stationarity in
order to validate such models, by showing that the resulting
channel transfer function has the same WSS region as found
from realistic measurements [13]. Several measurement-based
metrics have been proposed to measure the size of the WSS
region.

A traditional measure of the change in channel statistics is
the shadow fading correlation [16], where the decorrelation
distance of shadowing can be considered as an equivalent
stationarity distance as proposed in [17]. Correlation matrix
distance (CMD) was proposed in [18], [19] to characterize the
non-WSS behavior of MIMO channels. Spectral divergence
(SD) measures the distance between strictly positive spectral
densities and was applied to LSF measured at different times
in [20]. However, since it is an unbounded pseudo-metric, it
can only qualitatively assess the non-WSS nature of channels.
A comparison of the above metrics was provided in [21],
where it was suggested to use SD and shadowing metrics for
a measurement system with a small electrical array aperture,

e.g. 4×4, and to use the CMD metric for arrays with large
electrical apertures. Authors in [22], [23] defined a statistical
test where the intervals of WSS are identified based on the
evolutionary power delay profile (PDP) estimated at different
time instances. Another approach is based on the collinearity
between spectral densities. Collinearity was calculated be-
tween consecutive PDPs in [24] and between LSFs in [25], and
the support of the region where it exceeds a certain threshold
was used as an estimate of the local stationarity region. Based
on the results in [4], the same authors characterize the RMS
delay and Doppler spreads of non-WSS channels in [26],
where they use a bimodal Gaussian mixture to model their
statistical distribution. Other papers show the distribution of
the spreads to follow a lognormal model [27]–[30]

While these metrics manage to capture the non-WSS behav-
ior of the channel, they are mainly empirical measures; they
lack a theoretical framework that can be used as an extension
to the WSSUS in [8]. In addition, many of the existing works
have limitations, e.g. dependency on the spatial structure of the
MIMO channel which is not valid for single antenna systems,
and measurements in cellular scenarios that are different from
vehicular scenarios.

B. Contribution of This Paper

In our work, we investigate the stationarity of a V2I channel
measured in a suburban environment in Lille, France, using the
framework proposed in [5]. According to [4], the observed
fading process in vehicular channels shows a much stronger
violation of the WSS assumption than the US, keeping in
mind that violations of the WSS assumption do not neces-
sarily imply violations of the US. Hence, we investigate the
stationarity region in time based on the CCF introduced in [5],
and compare it to the empirical measure of collinearity. Then,
we statistically model the delay and Doppler spreads of the
channel across stationarity regions. To completely characterize
such doubly dispersive channels, the values of the coherence
region are obtained and used to investigate some system design
relevance, e.g. the effect of non-stationarity on the assumption
of ergodic capacity and effective diversity [31]. The novelty
of this paper is the following:
• Evaluating the stationarity time using the channel cor-

relation function and comparing it with the empirical
collinearity method

• Statistically modeling the RMS delay and Doppler
spreads across several regions of stationarity

• Investigating the practical relevance of the non-stationary
channel in terms of the ergodic assumption and effective
diversity

C. Paper Outline

The measurement setup and scenario are introduced in
Section II. In Section III, we describe the CCF, and based
on it we define the stationary time and the channel parameters
under consideration. The measured data and the performed
pre-processing are discussed in Section IV. The full character-
ization of the stationarity region and channel parameters are
presented in Section V. We draw conclusions in Section VI.
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Fig. 1. Tx as a roadside unit (left) and the omnidirectional antenna used at
both Tx and Rx (right)

TABLE I
MIMOSA CHANNEL SOUNDER CONFIGURATION

Parameter Setting
center frequency 1.35 GHz
bandwidth 50 MHz
Tx and Rx antennas omni 0.8-6.0 GHz
Tx and Rx polarization vertical
OFDM symbol duration TS 81.92 µs
cyclic prefix duration TCP 0 ≤ TCP ≤ TS
channel acquisition time 2 (TS + TCP ) ≤ 327.68 µs
total recording time 48.3 s

II. MEASUREMENT SETUP AND SCENARIO

Channel measurements are performed with the Multi-input
Multi-output System Acquisition (MIMOSA) radio channel
sounder [32]. We use 50 MHz of transmission bandwidth
centered around a carrier frequency of 1.35 GHz. This carrier
frequency lies conveniently within the operating band of
the LTE-V standard [33] radio interface that supports V2I
communications (named Uu-interface), which operates in the
licensed 2 GHz band (880-2690 MHz). For this measurement
campaign, a single wideband omnidirectional antenna is used
at both Tx and Rx for the sounding signal, while we add
6 patch antennas at Rx just for synchronization and detection
enhancement. The data from the Tx antenna is modulated onto
the carrier using orthogonal frequency division multiplexing
(OFDM). Table I summarizes the technical configuration of
the MIMOSA channel sounder used for this measurement
campaign.

Measurements have been carried out at the campus of
the university of Lille in France. The environment can be
categorized as suburban: the road is narrow with one lane
in each direction and buildings and vegetation are set back
5-8 m from the curb. In order to follow the V2I scenario, the
Tx is placed on the curb with the antenna at 2.5 m height, as
shown in Fig. 1. The Rx antenna is mounted on the rooftop
of the van carrying the Rx inside. The van moves along the
road at 40 km/h speed, crossing Tx position during a total
route of 500 m shown in Fig. 2. Due to storage limitations of

Fig. 2. Top view of measurement route at the university of Lille campus. Tx
location is marked with a yellow pin and Rx van moves from point B to A
(Map data c©2018 Google).

the channel sounder, we obtain a snapshot repetition time ts
= 975.3 µs. With this parameters setting, we capture a total
number of snapshots X = 49536 snapshots, each with 512
samples in frequency domain, and we achieve a maximum
Doppler shift of 1/2ts = 512 Hz and a minimum resolvable
delay resolution of 20 ns.

III. STATIONARITY ASSESSMENT

For WSSUS channels, the scattering function is the power
spectrum of the channel transfer function (CTF), while for
non-WSSUS channels, the scattering function is not defined
[8]. In [5], the author introduces the TF-dependent LSF as
an extension to the WSSUS scattering function. The CCF
appropriate for the non-WSSUS case is also defined, which
extends the TF correlation function of WSSUS channels. The
LSF CTF and CCF ATF are given as

CTF(t, f, τ, υ) =

∫∫
RTF(t, f,∆t,∆f)e−j2π(υ∆t−τ∆f)d∆td∆f

(1)

and

ATF(∆t,∆f,∆τ,∆υ)

=

∫∫
RTF(t, f,∆t,∆f)e−j2π(t∆υ−f∆τ)dtdf (2)

where RTF(t, f,∆t,∆f) is the autocorrelation of the CTF
for time lag ∆t and frequency lag ∆f . It is shown in [5]
that the LSF describes the mean power of effective scatterers
causing delay-Doppler shifts (τ, υ) at time t, and frequency
f . However, it does not characterize the scatterers correla-
tion, thus the introduction of CCF. The following relation
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shows that the correlation of scatterers separated by the lags
(∆τ,∆υ,∆t,∆f) is measured by the integral CCF

ATF(∆t,∆f,∆τ,∆υ)

=

∫∫∫∫
CTF(t, f, τ, υ)e−j2π(t∆υ−f∆τ+τ∆f−υ∆t)dtdfdτdυ

(3)

A. Stationarity Region

The channel’s non-stationarity in the TF domain corre-
sponds to the delay-Doppler correlations in the dual domain
(i.e. to the CCF spread in (∆τ,∆υ) directions), as shown in
(3). The CCF spread about the origin can be measured by the
following moment of the CCF

s
(w)
TF =

1

‖ATF‖1

∫∫∫∫
|w| |ATF(∆t,∆f,∆τ,∆υ)|

× d∆td∆fd∆τd∆υ (4)

where ‖ATF‖1 is the first norm of the CCF across all four
dimensions. Setting the weight factor w to ∆υ and ∆τ results
in the CCF moments s

(∆υ)
TF and s

(∆τ)
TF , respectively. These

moments quantify the Doppler and delay lag spans within
which there are significant correlations. Hence, the stationarity
region can be defined via a stationarity time and a stationarity
bandwidth, respectively, as follows

Ts =
1

s
(∆υ)
TF

, Fs =
1

s
(∆τ)
TF

. (5)

According to [5], the channel can be approximated with good
accuracy by a WSSUS channel within this region. Hence, the
stationarity region can be used to meaningfully evaluate the
fading parameters and their statistics.

B. Channel Parameters

The amount of delay and Doppler spread is determined by
the extension of the TF-varying LSF in (τ ,υ) directions. Since
the LSF only changes significantly from one stationarity region
to another, we calculate the (local) TF-dependent RMS delay
spread στ and RMS doppler spread συ within each region as

σ2
τ (t, f) =

1

ρ2
TF(t, f)

∫
(τ − τ)2 PTF(t, f, τ) dτ

σ2
υ(t, f) =

1

ρ2
TF(t, f)

∫
(υ − υ)2 QTF(t, f, υ) dυ (6)

where ρ2
TF(t, f) =

∫∫
CTF(t, f, τ, υ)dτdυ = E{|H(t, f)|2}

is the local path gain, PTF(t, f, τ) =
∫
CTF(t, f, τ, υ)dυ is

the local PDP, QTF(t, f, υ) =
∫
CTF(t, f, τ, υ)dτ is the local

Doppler power profile (DPP), and τ and υ are the local mean
delay and Doppler, respectively.

A measure of the channel selectivity is the coherence region,
which quantifies the time and frequency spans within which
the CTF is considered constant, or at least strongly correlated.
The coherence region is defined by a coherence time Tc and
a coherence bandwidth Fc that can be approximately related
to the delay and Doppler spreads as follows [34]:

Tc =
1

2πσυ
, Fc =

1

2πστ
. (7)

Fig. 3. Illustration of the coherence region (Tc, Fc) and stationarity region
(Ts, Fs) at a certain point (t,f) in the TF domain. The background represents
the magnitude of the CTF in grayscale.

The relation between the stationarity region and coherence
region is of great importance. According to [15], the LSF
of non-WSSUS channels can be considered a TF-dependent
delay-Doppler power spectrum only if the channel is both
dispersion-underspread and correlation-underspread. These
two underspreads constitute the doubly-underspread (DU)
property. A simple way of describing this property is using
the following inequality

TsFs � TcFc � 1 (8)

which states that: the CTF is slowly varying (dispersion-
underspread), and the channel statistics variation is even
slower (correlation-underspread). Thus, the stationarity region
is much larger than the coherence region for DU channels.
An illustration of a DU channel is shown in Fig. 3 and further
practical implications are discussed in Section V.

IV. MEASURED DATA AND PRE-PROCESSING

Due to the high mobility of Tx, Rx and scatterers in ve-
hicular communications, the environment is rapidly changing,
and the observed fading process is non-stationary. The channel
sounder provides a sampled measurement of the continuous
CTF H(t, f) that is time-varying and frequency selective. We
collect Y = 512 frequency bins across the B = 50 MHz
measured bandwidth for each snapshot. The total number of
snapshots X = 49536 with a sampling rate of ts = 975.3 µs.
We consider the discrete CTF to be

H[m, q] = H(tsm, fsq) (9)

where the frequency resolution fs = B/Y , the time index
m ∈ {0, ..., X−1} and the frequency index q ∈ {0, ..., Y −1}

Since the environment changes with a finite rate, we can
approximate the fading process to be locally stationary for a
region with finite extent in time and frequency. This allows
us to locally estimate the power spectral density of the non-
WSSUS fading process, in order to describe its TF-varying
statistical behavior. This local region is defined by M samples
in time and N samples in frequency. Using a sliding window
over the recorded CTF, we estimate a discrete version of the
TF-dependent LSF in (1). As aforementioned, the observed
fading process in vehicular channels shows a much stronger
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violation of the WSS assumption than the US. Hence, in this
work, we focus on the time variation of the non-stationary fad-
ing channel and we assume the channel to be stationary over
the whole bandwidth, i.e. N = Y . This is in correspondance
with previous studies suggesting the stationarity bandwidth to
have much larger values in similar scenarios [4].

A. LSF Estimate

Estimating the power spectrum of a process requires sta-
tistically independent realizations of the same process, which
is very difficult to obtain using measurements. When tapering
the measurement data using multiple orthogonal windows, we
obtain multiple independent spectral estimates from the same
measurement by estimating the spectrum of each individual
taper. The total estimated power spectrum is thus calculated
by averaging over all tapered spectra.

For the TF-sampled CTF H[m, q], we use the discrete
version of the LSF multitaper-based estimator proposed in
[15], [25]. The applied orthogonal 2-D tapering windows
are computed from K and L orthogonal tapers in time and
frequency domains, respectively. We estimate the LSF for
consecutive regions in time using a sliding window with the
size of M × N samples in TF domain. The time index of
each region rt ∈ {0, ..., X−M∆t

− 1} corresponds to its center,
while ∆t denotes the sliding time shift between consecutive
estimation regions. The LSF estimate is formulated as

Ĉ[rt, n, p] =
1

KL

KL−1∑
w=0

∣∣H(Gw)[rt, n, p]
∣∣2 (10)

where n ∈ {0, ..., N − 1} denotes the delay index and p ∈
{−M/2, ...,M/2−1} denotes the Doppler index. The tapered
spectral estimate H(Gw) is calculated as

H(Gw)[rt, n, p] =

N/2−1∑
q′=−N/2

M/2−1∑
m′=−M/2

Gw[m′, q′]

×H[m′ + ∆trt +M/2, q′ +N/2] e−j2π(pm′−nq′)

(11)

where the relative time and frequency indexes within each re-
gion are m′ and q′, respectively, and the window functions Gw
are localized within the [−M/2,M/2−1]× [−N/2, N/2−1]
region. The tapers are chosen as the discrete prolate spheroidal
sequences (DPSS) [35] and the number of used tapers is K =
3 and L = 3 in both time and frequency domains to balance
the noise variance and the square bias [4].

For calculating the stationarity region, we first need to
estimate the LSF assuming a minimum stationarity region.
While we include the whole bandwidth of N = Y = 512
samples, we choose the dimension in time domain M = 128
samples corresponding to 124.8 ms. This needs to be validated
after we calculate the stationarity time (see Section V); that
it is indeed larger than the assumed value. The sliding time
shift is selected to be half of the region dimension, i.e. ∆t =
64 samples. With these parameters, we obtain a LSF estimate
every 62.4 ms of delay resolution τs = 1/B = 20 ns, and
Doppler resolution υs = 1/(Mts) = 8 Hz.

B. CCF and Stationarity Time

The stationarity time can be calculated from the spread of
the CCF about the origin in the Doppler lag direction, as shown
in (4). We use a discrete time implementation of the CCF in
(2), omitting the explicit dependence of CCF on ∆τ and only
considering the ∆υ dependence. Hence, the discrete CCF is
the 3-D DTFT of the LSF estimate

Â[∆m,∆q, r∆υ] = F3{Ĉ[rt, n, p]} (12)

where ∆m,∆q and r∆υ are the time lag, frequency lag and
Doppler lag indexes, respectively. Similarly, we can write the
CCF Doppler moment in discrete form as

ŝ(r∆υ) =
1

‖Â‖1

∑
r∆υ

∑
∆q

∑
∆m

|r∆υ| |Â[∆m,∆q, r∆υ]| (13)

from which the stationarity time can be evaluated based on
(5). The bound on LSF variation and the accuracy of approx-
imating LSF to be constant within the stationarity region are
provided in [5].

C. Delay and Doppler Spreads

The second-order central moments of the PDP and DPP
are of great importance and relevance to fading channels
characterization and systems design. They have been usually
assumed constant over time. However, the non-stationarity of
vehicular channels allows such parameters to be defined only
within a local region of stationarity. Therefore, it is reasonable
to characterize the delay and Doppler spreads as time-varying
channel parameters.

The PDP P̂ and DPP Q̂ are the projections of the LSF
estimate on the delay and Doppler domains, respectively. They
can be regarded as the sampled estimate of PTF and QTF
from (6). In Fig. 4, the PDP and DPP are depicted for our
measurement. From 0 to 35 s, Rx is approaching Tx with
an average speed of 40 km/h, which can be seen from the
decreasing delay of the LOS in the PDP and the positive
Doppler shift of 50 Hz in the DPP. At 35 s, Rx crosses
Tx position, resulting in the minimum LOS delay and the
Doppler shift from positive to negative 50 Hz. After that, Rx
starts to move away from Tx, hence the LOS delay starts
to increase again while the Doppler shift remains around
negative 50 Hz. Several MPCs can be observed in the profiles.
Components from fixed scatterers are showing in the DPP
with less power and Doppler shifts between +/- 50 Hz, while
short lasting components resulting from moving scatterers in
both directions can reach higher positive and negative Doppler
shifts.

Based on the estimated profiles, the time-varying RMS
delay and Doppler spreads can be calculated, respectively as

σ̂τ [rt] =

√√√√√√√√√√
N−1∑
n=0

(nτs)
2P̂ [rt, n]

N−1∑
n=0

P̂ [rt, n]

−


N−1∑
n=0

nτsP̂ [rt, n]

N−1∑
n=0

P̂ [rt, n]


2

(14)
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(a)

(b)

Fig. 4. Time-varying PDP (a) and DPP (b) for the scenario of crossing Tx
position at 35 s with constant speed of 40 km/h

and

σ̂υ[rt] =

√√√√√√√√√√√

M/2−1∑
p=−M/2

(pυs)
2Q̂[rt, p]

M/2−1∑
p=−M/2

Q̂[rt, p]

−



M/2−1∑
p=−M/2

pυsQ̂[rt, p]

M/2−1∑
p=−M/2

Q̂[rt, p]



2

(15)

Before calculating the spreads, pre-processing is carried out
separately for each stationarity region. No significant compo-
nents are found with delay values larger than 3 µs, so we limit
the LSF to this value. In order to avoid spurious and noise
components, we decide on a power threshold below which
we set all the components of the estimated LSF to zero. The
threshold is chosen to be 6 dB above the noise level [36].

V. RESULTS AND DISCUSSION

A. Stationarity Region

The stationarity region represents the region in time and
frequency within which the LSF is highly correlated. Previous
studies suggest a stationarity frequency range larger than
the measured bandwidth (above 150 MHz according to [4]).
Hence, we adopt this result and focus in our analysis on the
stationarity time. Based on (12), the LSF correlation can be
determined by the CCF spread. Fig. 5 shows the marginal
CCF as a function of the Doppler lag, by summing over
the other variables. As expected for a correlation function,
the CCF is symmetric and has its maximum at the origin.
According to (13), the CCF Doppler moment measures the
Doppler correlation which is related to the stationarity time Ts
as in (5). Based on the calculations done to our measurement
data of 48 s, we estimate a stationarity time Ts = 567 ms. This
is indeed larger than the assumed minimum value of 124.8 ms
used for LSF estimation.

In order to get an intuitive understanding regarding the
influence of the scenario, a simpler alternative definition of
the stationarity time can be used as T s = 1/∆υmax, where
the maximum Doppler correlation lag ∆υmax (i.e. the largest
∆υ for which CCF is effectively nonzero) is used instead
of the weighted integral in (4). Consequently, this definition
gives a lower bound of Ts in (5) [5]. The violation of WSSUS
assumptions can be associated with correlated scatterers cor-
responding to the same physical object (e.g. building surface).
Assuming a maximum angular spread and Doppler shift of the
scatterers in our scenario to be δ = 4◦ and υmax = 50 Hz,
respectively, implies ∆υmax ≈ 2υmaxsin(δ/2) = 3.49 Hz [5].
From Fig. 13, the marginal CCF drops to 10% of its peak
value at ∆υ = 3.9 Hz, matching well with our assumptions.
This yields T s = 287 ms < Ts. Hence, as the relative speed
increases or the scenario changes, e.g. to an urban area with
denser scatterers of larger angular spread, the stationarity time
is expected to decrease accordingly, which is evident in the
results found in [4].

B. LSF Collinearity

Another measure of stationarity that is used in the literature
is via the collinearity of LSF [4], [25]. The collinearity is
a bounded metric ∈ [0, 1] that compares different power
spectra. First, the collinearity between each two time instances
of the LSF is computed for the entire route. Secondly, the
local region of stationarity (LRS) is estimated as the time
span during which the collinearity exceeds a certain threshold.
Being an empirical measure, collinearity results are highly
dependent on the selection of the threshold value. Fig. 6 shows
the mean LRS calculated from our measurement data versus
the applied threshold value. For the mean LRS to have the
same value of Ts = 567 ms, the threshold is found to be 0.95.

C. Comparing Ts and LRS

While Ts is estimated for the entire route, LRS on the
other hand is estimated per time instance. In order to compare
both measures, we calculate a local CCF per time instance
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Fig. 6. Mean LRS versus the corresponding threshold applied to the
collinearity of LSF

over regions of 1.25 s. The local marginal CCF spread in the
Doppler lag direction is depicted in Fig. 7 for the entire route.
Notice the increase in the CCF spread around the time Rx
crosses Tx position (35 s), indicating a smaller stationarity
time. Fig. 8 compares Ts and LRS with 0.95 threshold value
over the entire route. The minimum values of Ts and LRS are
337 ms and 62.42 ms, respectively. Although some correlation
can be observed between the two metrics (Pearson correlation
coefficient of 0.37), the variance of Ts around the mean value
is smaller compared to LRS (0.009 and 0.024, respectively).
This is indeed expected; the stationarity time Ts characterizes
the entire propagation environment, which does not change
much on a time instance basis. Another difference between
the two metrics is that LRS values are discrete, confined only
to multiples of the minimum time difference between instances
of the LSF, while Ts can take any value. Hence, we conclude
that the stationarity time Ts based on the CCF gives a more
accurate characterization of the channel.

D. Delay and Doppler Spreads Evaluation and Statistical
Modeling

For the non-stationary channel, the fading parameters can
be accurately evaluated within each staionarity region, so that
the channel modeling becomes physically meaningful. Based

Fig. 7. Local CCF spread in the Doppler lag direction per regions of 1.25 s
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Fig. 8. Stationarity time and LRS for the entire route

on our estimation of the staionarity time, the corresponding
number of samples in time domain is M = 580 samples.
Hence, the LSF estimate is recomputed using a sliding time
shift of half the stationarity region dimension.

The PDP and DPP are depicted in Fig. 4, while the
corresponding RMS delay and Doppler spreads from (14, 15)
are in Fig. 9. The two parameters are showing quite similar
behaviors, indicating a high correlation between both spreads.
The Pearson correlation coefficient is calculated as 0.45 over
the entire route. The mean of the spread values (48.91 ns and
11.82 Hz) are much smaller than typical values in cellular
scenarios (0.1-10 µs) due to the dominant LOS condition
[2]. Limited studies of vehicular channels in the 2 GHz band
are found in the literature. The work in [37] reports a delay
spread of 102 ns in an urban T-intersection for obstructed
LOS, and 53 ns in an expressway LOS scenario at 2.4 GHz.
However, it is not mentioned what are the mean values or the
statistics found. The V2V channel is characterized in an urban
environment in [17] at 2.3 and 5.25 GHz. It shows that the
mean delay spread slightly decreases at the higher frequency
(33.3 ns to 28.3 ns), which can be considered insignificant.
In the 5 GHz band, several studies in similar scenarios report
mean delay spread values that are in the same range of our
results (e.g. 40-50 ns in [26], 45 ns in [27], 47 ns in [30] and
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Fig. 9. Time-varying RMS delay and Doppler spreads of the crossing scenario
with constant speed of 40 km/h

35.8 ns in [28]). As reported in [26], other vehicles driving
beside Tx and Rx may not represent relevant scatterers. This is
because the placement of the antennas in our setup is slightly
above the other vehicles. Large scattering objects such as
trucks, buildings or metallic structures constitute more relevant
MPCs.

In order to statistically characterize the spreads over the
entire route, we use the Kolmogorov-Smirnov (KS) test [38]
to select the distribution by comparing the p-value of different
models: lognormal, normal, Nakagami, Rayleigh, Weibull, and
Rician. It is found that the lognormal distribution gives the best
fit to the measured parameters among the candidate models.
Fig. 10 shows the histograms of the RMS delay and Doppler
spreads and their corresponding best fit models. Table II
summarizes the details of the lognormal distribution for both
parameters. We also include the maxima of the spreads, as
they represent critical values for communication systems.

A measure of the channel selectivity that is directly related
to the delay and Doppler spreads is the coherence region. Tc
and Fc are calculated from the maximum RMS Doppler spread
and delay spread, respectively, according to (7). Based on our
measurements, we obtain Tc = 4.97 ms and Fc = 1.62 MHz.
This results in a coherence region TcFc ≈ 8×103 � 1
indicating that the channel is dispersion-underspread. In order
to verify the other part of the inequality in (8), we need to
calculate the stationary region. We use the estimated station-
arity time Ts = 567 ms, while for the stationarity bandwidth,
we adopt the minimum value of Fs = 150 MHz reported
for similar scenarios in [4]. Hence, the stationarity region is
considered to be TsFs ≈ 8.5×107, verifying that the channel
is indeed DU.

E. Application Relevance
The assumptions of WSSUS fading channel have lead to

simplification of transceivers design, simulation, and evalu-
ation of many communication systems. Long-term channel
properties are evaluated and assumed stationary, while dis-
persions are regarded as results of uncorrelated scatterers.
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Fig. 10. Histograms of the (a) RMS delay spread and (b) RMS Doppler
spread and the corresponding lognormal models for the entire route

TABLE II
STATISTICS OF THE RMS DELAY AND DOPPLER SPREADS LOG-NORMAL

DISTRIBUTIONS

Mean Max. KS-test p-value µ σ

σ̂τ 48.91 ns 98.49 ns 0.092 3.86 0.24
σ̂υ 11.82 Hz 32.03 Hz 0.722 2.36 0.46

Unfortunately, practical channels, specially in vehicular com-
munications, do not satisfy these assumptions; this influences
the performance of such systems. For example, the gain of
transmission methods utilizing adaptive modulation, channel
coding, diversity in time, frequency, delay or Doppler is lim-
ited by the amount of correlation in each domain of the channel
[39], [40]. In this section, we briefly discuss the relevance of
the non-stationarity characterization to some practical aspects
as suggested in [5].

1) Ergodic Capacity: It is well known that in order to
achieve ergodic capacity, a very long Gaussian codebook is
required, where the length is dependent on the dynamics of
the fading process. In particular, it must be long enough for the
fading to reflect its ergodic nature, i.e. the coding should cover
numerous independent identically distributed (i.i.d.) fading
realizations [31]. This can be formulated as

Cerg = E[B log2(1 + γ)] =

∫
B log2(1 + γ)P (γ) dγ (16)

where γ is the instantaneous SNR with the channel state
perfectly known to Rx. Whether sufficient averaging can be
achieved for this equality to hold depends on the number of
i.i.d. fading coefficients offered by the channel.

For doubly selective channels, independent fading coeffi-
cients are obtained every Tc in time and Fc in frequency,
and the fading statistics remain constant over a region of
TsFs. Hence, the value Ni = TsFs/(TcFc) approximately
characterizes the number of i.i.d. fading coefficients offered
by the channel. For the WSSUS channels, TsFs →∞ so that
Ni is large enough and Cerg can be achieved. However, as
the stationarity region decreases, Cerg can only be defined
for sufficiently large Ni. It is important to note that the value
of Ni changes across different stationarity regions due to the
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Fig. 11. Number of i.i.d. channel realizations per stationarity region across
the entire route

TABLE III
RELATIVE ERROR (RE) BETWEEN THE CAPACITY FOR SEVERAL Ni

VALUES AND THE WSSUS CHANNEL

WSSUS Min. Mean Max.
Ni ∞ 622 2020 7660

RE (%) 0 2.15 1.23 0.63

variation of the size of the coherence region. Based on our
measurement, Fig. 11 shows the value of Ni across different
regions of stationarity in time.

In order to illustrate the (in-)validity of the ergodic as-
sumption for this channel, we simply calculate the capacity
of a Rayleigh fading channel using different values of Ni.
Fig. 12 shows the capacity versus mean SNR by averaging
over the maximum, mean and minimum values of Ni based on
our measurements. We compare these to the WSSUS channel
(Ni → ∞). Table III lists the relative error of the capacity
between each case and the WSSUS channel. These results
indicate that the channel may not support coding schemes with
enough averaging for the validity of the ergodic capacity. Such
scenarios can then be characterized using the outage capacity
[31]. Unlike the ergodic scenario, schemes designed to achieve
outage capacity allow for channel errors. The capacity-versus-
outage performance is determined by the probability that the
channel cannot support a given rate, i.e. an outage probability
is associated to any given rate.

2) Fading Mitigation: The stationarity and correlation pa-
rameters influence the limitations of transmission schemes that
use the long-term properties and selectivity of the channel to
combat fading. For example, diversity techniques essentially
aim at providing Rx with multiple independently faded repli-
cas of the signal. It is evident that diversity gain improves
monotonically with increasing the number of i.i.d. channel
realizations. In fact, as the number →∞, the performance of
coherent diversity reception converges to the performance over
a non-fading AWGN channel [40]. The dispersive wireless
channel has inherent diversity that can be exploited with ap-
propriate schemes. Common techniques include time diversity,
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Fig. 12. Channel capacity averaged over different Ni values for several SNRs
using i.i.d. Rayleigh coefficients

frequency diversity, delay diversity and Doppler diversity, as
well as joint diversity between several domains [39].

Interleaving over several coherence times, often used with
error correction coding, is a form of time diversity. With
the vehicular channel being non-stationary, the effective gain
achieved will change depending on the varying coherence
parameters of the channel. For the multipath-Doppler RAKE
receivers [40], the amount of diversity order achievable will
be limited by the amount of delay and Doppler correlation in
the channel. In addition, the variation of delay and Doppler
spreads will result in a varying effective diversity for the non-
stationary channel. Hence, the joint knowledge of stationarity
and coherence/spread parameters and their statistical behavior
can be employed to improve the performance of such methods.

In order to quantify the influence of the non-stationarity as-
sumption on the effective diversity, we consider the maximum
achievable diversity order of time, frequency, Doppler and
delay diversities, with the diversity orders given respectively
as

dt =
Ts
Tc
, df =

Fs
Fc
,

dυ =
συ

s
(∆υ)
TF

, dτ =
στ

s
(∆τ)
TF

. (17)

Fig. 13 shows the effective diversity orders across different
regions of stationarity based on our measurement, where the
delay correlation s

(∆τ)
TF is calculated from the stationarity

bandwidth value of 150 MHz. Since the diversity orders are
proportional to the RMS delay and Doppler spreads with only
a scaling factor as in (17), their statistical distribution should
follow a lognormal model as well. Note that the use of the
maximum excess spread instead of the RMS spread for the
calculation of the delay and Doppler diversity orders would
result in higher values than depicted in Fig. 13.

VI. CONCLUSION

In this paper, the non-stationary fading process of vehicular
channels is analyzed based on V2I channel measurements at
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across the entire route

1.35 GHz in a suburban environment. We apply the framework
of the local scattering function (LSF) and channel correlation
function to characterize the stationarity time and find it to
be more accurate than the empirical collinearity estimate. A
stationarity time of 567 ms is calculated for the crossing
scenario at 40 km/h speed. Based on the LSF, time-varying
delay and Doppler power profiles are obtained and used to
calculate the corresponding second-order central moments.
The empirical distribution of the RMS delay spread and
Doppler spread is best fitted by a lognormal model. Finally,
practical relevance of the non-stationarity of the channel is
briefly discussed. Results show that as the assumption of
WSSUS is violated, the assumption of ergodic capacity and
its application becomes unreliable. Moreover, the gain of the
effective diversity varies with the stationarity and coherence
parameters of the channel. Hence, the optimal performance of
communication systems can be obtained by considering the
varying nature of such parameters via adaptive schemes.
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