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Abstract In these Notes we make a self-contained presentation of the theory that
has been developed recently for the numerical analysis of the controllability prop-
erties of wave propagation phenomena and, in particular, for the constant coeffi-
cient wave equation. We develop the so-called discrete approach. In other words,
we analyze to which extent the semidiscrete or fully discrete dynamics arising when
discretizing the wave equation by means of the most classical scheme of numeri-
cal analysis, shear the property of being controllable, uniformly with respect to the
mesh-size parameters and if the corresponding controls converge to the continuous
ones as the mesh-size tends to zero. We focus mainly on finite-difference approxi-
mation schemes for the one-dimensional constant coefficient wave equation. Using
the well known equivalence of the control problem with the observation one, we
analyze carefully the second one, which consists in determining the total energy of
solutions out of partial measurements. We show how spectralanalysis and the the-
ory of non-harmonic Fourier series allows, first, to show that high frequency wave
packets may behave in a pathological manner and, second, to design efficient fil-
tering mechanisms. We also develop the multiplier approachthat allows to provide
energy identities relating the total energy of solutions and the energy concentrated
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on the boundary. This observability properties obtained after filtering, by duality,
allow to build controls that, normally, do not control the full dynamics of the system
but rather guarantee a relaxed controllability property. Despite of this they converge
to the continuous ones. We also present a minor variant of theclassical Hilbert
Uniqueness Method allowing to build smooth controls for smooth data. This result
plays a key role in the proof of the convergence rates of the discrete controls towards
the continuous ones. These results are illustrated by meansof several numerical ex-
periments.

1 Introduction

In these notes, we make a survey presentation of the work donein the last years on
the problems of controllability and observability of wavesfrom a numerical analysis
viewpoint. In particular, we explain that, even for numerical schemes that converge
in the classical sense of numerical analysis, one cannot expect them to automatically
be well behaved for observation and control purposes. This paper is essentially an
updated version of [114], in which we collect most of the morerecent developments.

Problems of control and observation of waves arise in many different contexts
and for various models but, to be more precise and better present the milestones of
the theory that has been developed so far, we will focus our analysis on the wave
equation, and mainly in the 1-dimensional setting where several methods can be
used to get rather explicit and complete results. We shall mainly focus on the finite
difference method on a regular grid. Some of these results can be extended to several
space dimensions but, still, a lot remains to be done to deal with general variable co-
efficient wave equations and with schemes on non-uniform grids in one and several
space dimensions.

Controllability refers to the possibility of driving the system under consideration
(here, the wave equation) to a prescribed final state at a given final time using a
control function. Of course, this question is interesting when the control function
does not act everywhere but is rather located in some part of the domain or on its
boundary through suitable actuators.

On the other hand, observability refers to the possibility of measuring the whole
energy of the solutions of the free trajectories (i.e., without control) through partial
measurements. Again, one easily understands that such a property is interesting and
non-trivial only when the measurements are not complete anddone on the whole
domain where waves propagate, but they are rather localizedin part of the domain
or on its boundary through suitable sensors.

It turns out that these two properties are equivalent and dual one from another.
This is the basis of the so-called Hilbert Uniqueness Method[68, 69] introduced by
J.-L. Lions, that we shall recall more precisely in Section 2, first in a finite dimen-
sional setting and then for abstract conservative systems such as the wave equation.

In particular, on the basis of the Hilbert Uniqueness Method(HUM) one can also
build algorithms to compute the optimal control, the one of of minimal norm, in a
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sense to be made precise (see details in Section 2). We shall in particular explain
how, using the observability property, one can slightly modify HUM with a weight
function in time, vanishing for the initial and final time, sothat the control obtained
minimizing this functional preserves the regularity properties of the data to be con-
trolled, see Section 2.3 and [35]. Curiously enough, these results, inspired in [24]
where the regularity of the control for the wave equation is analyzed through mi-
crolocal analysis, are very recent. The abstract version ofthese results in [35], was
proved using a simplified proof without requiring microlocal analysis tools. Note
however that the results in [24], which are specific to the wave equation, are stronger
than the ones in [35] since they yield also a very precise dyadic decomposition of
the controls.

In the context of wave propagation phenomena, observability and controllability
properties are very much related to the propagation of rays,that, for the constant
coefficient wave equation, are straight space-time lines traveling at velocity one and
bouncing on the boundary according to the Descartes-Snell law of Geometric Optics
(see Section 3.4 and [6], [14]). In view of the finite velocityof propagation of rays,
as we shall explain, one needs the observation/control timeto be large enough to
allow all the characteristics to meet the observation/control region and ensure the
observability/controllability properties to hold.

In 1-d, these properties of propagation and reflection are the essence of the
method of characteristics leading to D’Alembert’s formula. That is why our presen-
tation of the observability/controllability of waves focuses mainly in the 1-d setting,
see Section 3.

As we said above, HUM characterizes the optimal control through a minimiza-
tion process of a quadratic coercive functional for the solutions of the adjoint wave
equation. This allows characterizing the controls throughthe corresponding Euler-
Lagrange equations or Optimality System and building efficient algorithms for com-
puting them. This is the so calledcontinuous approachin which one first derives a
complete characterization of the controls for the continuous wave model to later use
numerical analysis tools to approximate them. There are of course different ways
of implementing this continuous approach for the construction of numerical ap-
proximations of the controls. The first article devoted to this issue is, probably, [5].
Recently, the continuous approach to numerical control wasdeveloped differently
by Cindae et al. [20]. They adapted at the numerical level thewell-known itera-
tive algorithm by D. Russell [96] in which the property of controllability is obtained
from the stabilization one by an iterated back and forth application of the dissipative
semigroup. We also refer to the recent works of D. Auroux et J.Blum [3] that have
developed a similar approach in the context of the control ofnonlinear viscous con-
servation laws. As we shall further explain in [32], the methods in [20] lead to very
similar algorithms to those one would get by applying numerical approximations in
the conjugate gradient algorithm associated to the continuous minimization problem
that HUM leads to. While in [20] the back and forth iteration is done always on the
dissipative system, when following HUM one alternates between the state equation
and the adjoint one in dual functional settings. Both approaches lead to similar con-
vergence rates but the HUM one is more flexible since it can be adapted to a large
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class of problems, including those in which the control operator is unbounded as
it happens often in practice and in particular for the boundary control of the wave
equation.

But, very often in practice, one frequently applies the moredirect, so called,
discrete approachwhich consists on, first, discretizing the equation using a conver-
gent numerical approximation scheme, to later compute a control for this numerical
approximation. The model obtained after numerical discretization being a finite di-
mensional time continuous or discrete system, the computation of its control can
be performed using standard existing finite-dimensional methods and software. But
such natural approach often fails.In particular, in the context of the wave equa-
tion under consideration, as we shall see below, for some initial data, this approach
yields discrete controls that are not even bounded as the mesh-size goes to zero, see
Theorem 8.

Note that this point of view was systematically developed byR. Glowinski, J. L.
Lions and coworkers (see [43], [44]) to build numerical approximation algorithms.
In their works they developed and implement conjugate gradient descent algorithms
combined with Finite Element Methods for approximating thewave equations. They
observed the bad conditioning of the corresponding discrete problems and indicated
the need of filtering the high frequencies. This was done in particular using two-grid
filtering techniques (see R. Glowinski [40]) and motivated asubstantial part of the
work that we present in this article.

Part of this paper is devoted to develop a thorough study of this divergence or
blow up phenomenon for the space finite-difference semidiscrete 1-d wave equation
as a model example since other classical schemes, such as theones given by finite
element methods, exhibit the same behavior.

Our approach is based on the analysis of the observability property of these finite-
dimensional systems that approximate the 1-d wave equation. In particular, as we
shall see, even when the convergence of the numerical methodin the classical sense
of numerical analysis is guaranteed, the discrete systems are not uniformly observ-
able with respect to the space discretization parameter, see Theorem 6. As a con-
sequence, by duality, there are initial data for which the sequence of corresponding
discrete controls diverge (Theorem 8). In other words, the stability in what concerns
the solvability of the initial-boundary value problem is not sufficient to guarantee
the stability with respect to the observability property.

The lack of uniform observability can be explained and understood by looking to
the propagation properties of the solutions of the numerical approximation schemes.
In Section 4.3, we will explain that the numerical schemes generate spurious solu-
tions traveling with the so called group velocity which, forhigh frequency numerical
solutions, is of the order of the mesh-size parameter [104, 101, 72]. To be more pre-
cise, the high-frequencies involved in these wave packets are of the order of 1/h, h
being the space mesh-size. Asymptotically, ash tends to zero, they weakly converge
to zero, thus being compatible with the convergence of the numerical scheme in the
classical sense of numerical analysis, while being an obstruction for the observabil-
ity property to hold uniformly with respect to the mesh size parameterh. This is
so since the time that these wave packets need to get into the observation region



Waves, control and numerics 5

is of the order of 1/h. Actually, for T > 0 fixed, the observability constant for the
semidiscrete problems is of the order of exp(C/h), see [77].

Our analysis of the lack of uniform observability for the discrete waves also indi-
cates the path to avoid these divergence and blow up phenomena to occur. A careful
analysis of the velocity of propagation of numerical waves shows that low frequency
components propagate with a uniform velocity, a fact that iscompatible with uni-
form observability properties. Here, by low-frequencies we refer to those covering a
fixed percentage of the spectrum of the corresponding discrete dynamics, indepen-
dent of the mesh-size. These “low” frequencies end up fillingall the frequency range
as the discretization parameter goes to zero. This shows how, through filtering, i.e.
focusing on the low-frequency components, one can prove uniform observability
results and still, by lettingh tend to zero, recover the full dynamics of the contin-
uous model. The need of filtering the high-frequency components to focus on the
low-frequency ones was already observed in the papers by R. Glowinski, J.-L. Li-
ons & all [40, 43, 44]. Among the different ways of doing that,in this paper we
shall present Fourier filtering techniques [53], Tychnonoff regularization methods
and bi-grid techniques [2, 83, 82].

In Section 5 we show how these ideas yield observability properties that hold
uniformly with respect to the discretization parameters within the subspace of fil-
tered solutions. We will also briefly present the results in [111] and in [27] in the
multi-dimensional setting.

These uniform observability properties lead to controllability results with uni-
formly bounded controls. However, the controls one obtainsin this manner do not
control the full state but only suitable low-frequency projections of the numerical
solutions. We shall then show how to prove the convergence ofthe discrete controls
towards the continuous ones and to derive convergence rates. The procedure we de-
scribe is general and can be adapted to various situations, i. e. different models and
numerical approximation schemes.

Note that, to the best of our knowledge, this is the first time that convergence
rates are proved. This requires, in particular, a systematic method to build controls
preserving the regularity of the data to be controlled. Thisis done by a suitable
weighted version of the HUM-method, see Theorem 3 and [35].

The paper is organized as follows. Section 2 recalls the basic facts on the Hilbert
Uniqueness Method. It also includes the main results of [35]on the regularity of con-
trols for smooth data. In Section 3 we present the main observability/controllability
results for the constant coefficient one-dimensional (1-d)wave equation, and briefly
comment on the works [6, 14] in the multi-dimensional setting, using microlocal
analysis techniques. The main results on the lack of observability/controllability of
finite difference semidiscretizations are then presented in Section 4. In Section 5,
we discuss several methods for curing high-frequency pathologies and getting weak
observability estimates. In Section 6 we describe how theseobservability results can
be used to develop numerical methods to obtain discrete controls that converge to-
wards the continuous ones, with explicit convergence rateswhenever the data to be
controlled are smoother. In Section 7 with discuss several other related issues and
present a list of interesting open problems.
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Notations

In all these notes, we shall use several different notations:

• In an abstract setting,x is the state, solution of the controlled equation,A is the
operator that prescribes the dynamics,B is the control operator,v is a generic
control andϕ is the solution of the adjoint equation.

• When considering the wave equation, the state is denoted byy and the adjoint
state byu.

• Several controls shall appear. The notationv is used to denote a generic control
function.Vhum refers to the control given by the Hilbert Uniqueness Methodand
V to the control given by the method in [35], which will be explained hereafter
in Section 2.1.

• Indexesh will refer to the space mesh size and all the above notations will be de-
noted with indexesh when denoting quantities related to the semidiscrete system.
Furthermore, all vectorial quantities depending onh are noted in bold characters.

2 Control and observation of finite-dimensional and abstract
systems

2.1 Control of Finite-Dimensional Systems

Numerical approximation schemes and, more precisely, those that are semidiscrete
(discrete in space and continuous in time) yield finite-dimensional systems of Ordi-
nary Differential Equations (ODEs).

There is by now an extensive literature on the control of finite-dimensional sys-
tems, and the problem is well understood for linear ones (see[66, 98]). In this Sec-
tion we recall the basics ingredients of the theory and we present it in a manner
well suited to be extended to the PDE setting and to the limit process from finite to
infinite dimensions that numerical analysis requires (see [78, 36] for more details).
Indeed, the problem of convergence of controls as the mesh size in the numerical
approximation tends to zero is very closely related to passing to the limit as the di-
mension of finite-dimensional systems tends to infinity. Thelatter topic is widely
open and this article aims at describing some of its key aspects.

Consider the finite-dimensional system of dimensionN:

x′ = Ax+Bv, 0≤ t ≤ T; x(0) = x0, (1)

where x = x(t) ∈ RN is the N-dimensional state andv = v(t) ∈ RM is the M-
dimensional control, withM ≤ N.

HereA is an N×N matrix with constant real coefficients andB is anN×M
matrix. The matrixA determines the dynamics of the system andB models the way
M controls act on it.
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In practice, it is desirable to control theN components of the system with a low
number of controls, and the best would be to do it by a single one, in which case
M = 1.

System (1) is said to becontrollablein timeT when every initial datumx0 ∈ RN

can be driven to any final datumxT in RN in timeT. In other words, we ask if for any
(x0,xT) ∈ (RN)2, there exists a control functionv : [0,T] → RM so that the solution
x of (1) satisfies

x(T) = xT . (2)

Since we are in a linear finite dimensional setting, it is easyto check that system
(1) is controllable in timeT > 0 if and only if it is null-controllable in timeT > 0,
i.e. if for any x0 ∈ RN, there exists a control functionv : [0,T] → RM so that the
solutionx of (1) satisfies

x(T) = 0. (3)

In the following we shall focus on the null-controllabilityand we shall refer to it
simply as controllability.

There is a necessary and sufficient condition for controllability which is purely
algebraic in nature. It is the so-calledKalman condition: System (1) is controllable
in some timeT > 0 if and only if

rank[B,AB, . . . ,AN−1B] = N. (4)

There is a direct proof of this result which uses the representation of solutions of
(1) by means of the variations of constants formula. However, the methods we shall
develop along this article rely more on the dual (but completely equivalent!) problem
of observability of the adjoint system that we discuss now.

Consider theadjoint system

−ϕ ′ = A∗ϕ , 0≤ t ≤ T; ϕ(T) = ϕT . (5)

Multiplying (1) by ϕ and integrating it on(0,T), one immediately gets that for
all ϕT ∈ RN,

0 =

∫ T

0
〈v,B∗ϕ〉RM dt+ 〈x0,ϕ(0)〉RN . (6)

Hencev is a control function for (1) if and only if for allϕT ∈ R
N,

0 =

∫ T

0
〈v,B∗ϕ〉RM dt+ 〈x0,ϕ(0)〉RN . (7)

This characterization of the controls for (1) is the heart ofthe duality methods we
shall use in all these notes, the so-called Hilbert Uniqueness Method (HUM), in-
troduced by J. L. Lions in [68, 69] and that has tremendously influenced the recent
development of the field of PDE control and related topics.

Theorem 1.System(1) is controllable in time T if and only if the adjoint system(5)
is observablein time T, i.e., if there exists a constant Cobs= Cobs(T) > 0 such that,
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for every solutionϕ of (5) with initial dataϕT it holds:

|ϕ(0)|2
RN ≤C2

obs

∫ T

0
|B∗ϕ |2

RM dt. (8)

Both properties hold in all time T if and only if the Kalman rank condition(4) is
satisfied.

Remark 1.The equivalence between the controllability of the state equation and the
observability of the adjoint one is one of the most classicalingredients of the con-
trollability theory of finite-dimensional systems (see, for instance, Theorem 1.10.2
in [57]). In general, observability refers to the possibility of recovering the full solu-
tion by means of some partial measurements or observations.In the present context,
i. e. in (8), one is allowed to measure the outputB∗ϕ during the time interval(0,T)
and wishes to recover complete information on the initial datum ϕ(0). Since in
finite-dimensions all norms are equivalent, and the ODEs under consideration are
well-posed in the forward and backward sense of time, observing the value of the
solution of the adjoint state equationϕ(0) att = 0 as in (8) is equivalent to observing
its datumϕT at timet = T or both of them.

Proof. We proceed in several steps.
Step1. Construction of controls as minimizers of a quadratic functional. The

proof we present here provides a constructive method for building controls from
the observability inequality (8). Indeed, assume (8) holdsand consider the quadratic
functionalJ : RN → R:

J(ϕT) =
1
2

∫ T

0
|B∗ϕ(t)|2

RM dt+ 〈x0,ϕ(0)〉RN . (9)

If ΦT is a minimizer forJ, sinceDJ(ΦT) = 0, then the control

Vhum= B∗Φ, (10)

whereΦ is the solution of (5) with initial datumΦT at timet = T satisfies (7). Hence
the corresponding solutionx of (1) satisfies the control requirementx(T) = 0.

Thus, to build the control it is sufficient to minimize the functional J. For, we
apply the direct method of the calculus of variations. The functionalJ being con-
tinuous, quadratic, and nonnegative, since we are in finite space dimensions, it is
sufficient to prove its coercivity, which holds if and only if(8) holds.

Step2. Equivalence between the observability inequality(8) and the Kalman
condition.

Since we are in finite-dimensions and all norms are equivalent, (8) is equivalent
to the following uniqueness or unique continuation property: Does the fact that B∗ϕ
vanish for all0≤ t ≤ T imply thatϕ ≡ 0?

Taking into account that solutionsϕ are analytic in time,B∗ϕ vanishes for allt ∈
(0,T) if and only if all the derivatives ofB∗ϕ of any order at timet = T vanish. Since
ϕ = e−A∗(t−T)ϕT this is equivalent toB∗[A∗]kϕT ≡ 0 for all k ≥ 0. But, according
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to the Cayley–Hamilton theorem, this holds if and only if it is satisfied for allk =
0, . . . ,N − 1. ThereforeB∗ϕ ≡ 0 is equivalent toϕT ∈ ∩k∈{0,N−1}Ker(B∗[A∗]k]).
Hence (8) holds if and only if∩k∈{0,··· ,N−1}Ker(B∗[A∗]k]) = {0}, which is obviously
equivalent to (4).

Step3.Lack of controllability when unique continuation fails.If the observability
estimate (8) does not hold, there exists a non-trivialϕ̂T 6= 0 so thatB∗ϕ̂(t) = 0 for
all t ∈ (0,T). We claim that the initial datax0 = ϕ̂(0) cannot be steered toxT = 0.
Otherwise, for some control functionv, one would have from (7) that

0 =

∫ T

0
〈v,B∗ϕ̂〉RM + 〈x0, ϕ̂(0)〉RN ,

which would imply|ϕ̂(0)|2 = 0 and then contradict the fact thatϕ̂T 6= 0.

Remark 2.The problem of observability can be formulated as that of determining
uniquely the adjoint state everywhere in terms of partial measurements. The prop-
erty of observability of the adjoint system (5) is equivalent to the inequality (8)
because of the linear character of the system. In the contextof infinite-dimensional
systems or PDE this issue is sensitive to the norms under consideration.

Remark 3.It is important to note that in this finite-dimensional context, the value of
time T plays no role in what concerns the property of controllability. In particular,
whether a system is controllable (or its adjoint observable) is independent of the
time T of control. Note that the situation is totally different forthe wave equation.
There, due to the finite velocity of propagation, the time needed to control/observe
waves from the boundary needs to be large enough, of the orderof the size of the
ratio between the size of the domain and the velocity of propagation.

In fact, the main task to be undertaken to pass to the limit in numerical approx-
imations of control problems for wave equations as the mesh size tends to zero is
to explain why, even though at the finite-dimensional level the control timeT is
irrelevant, it may play a key role for PDEs.

Note however that, even at the level of finite-dimensional systems, the problem
of how the size of controls depend on the control timeT and in particular how they
behave asT → 0 is an interesting issue, see [97].

Remark 4.Using (7) withϕ = Φ given by the minimization of the functionalJ in
(9), one easily checks that any control for (1)-(3) satisfies

∫ T

0
〈v,Vhum〉RM dt =

∫ T

0
〈v,B∗Φ〉RM dt = −〈x0,Φ(0)〉RN

=
∫ T

0
|B∗Φ|2

RM dt =
∫ T

0
|Vhum|2RM dt.

This immediately yields that the HUM controlVhum is the one of minimalL2(0,T;RM)-
norm.

The proof of Theorem 1 also yields the following important result:
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Corollary 1. Given T> 0, we assume that(8) holds.
Then for any x0 ∈ RN, there is only one control function satisfying(3) that can

be written as B∗ϕ for ϕ solution of (5). This is the so-called HUM control Vhum

constructed in(9)-(10).

Proof. Such a control should satisfy (7), henceϕ(T) should be a critical point of
J defined in (9). ButJ is strictly convex because of (8) and therefore has only one
critical point.

Again, this has an important consequence:

Corollary 2. Given T> 0, we assume that(8) holds.
Then the map constructed in Theorem 1

Vhum : x0 ∈ R
N 7→Vhum∈ L2(0,T;RM), (11)

where Vhum is the control computed in(10), is linear.

Proof. Given any pairsx0
1, x0

2, obviously, by linearity, the solutionx of (1) with
initial data(x0

1+λx0
2) and control functionVhum(x0

1)+λVhum(x0
2) satisfiesx(T) = 0.

Moreover, using Corollary (1), one easily deduces thatVhum(x0
1 + λx0

2) coincides
with Vhum(x0

1)+ λVhum(x0
2).

The norm of this map can even be characterized:

Theorem 2.Given T> 0, we assume that(8) holds, the norm of the control map
Vhum : RN → L2(0,T;RM) coincides with Cobs, the observability constant in(8).

Proof. The proof of the controllability in Theorem 1 yields explicit bounds on the
controlsVhum in (10) in terms of the observability constant in (8). Indeed, plugging
ϕ = Φ in (7), the controlVHum given by (10) can be seen to satisfy

‖Vhum‖L2(0,T;RM) ≤Cobs|x0|RN , (12)

Cobs being the same constant as in (8). Therefore,‖Vhum‖L((RN)2;L2(0,T;RM)) ≤Cobs.
We shall now prove the reverse inequality. Takeϕ̂ non-trivial such that it saturates

(8), and setx0 = −ϕ̂(0). Then, using (7) withϕ = ϕ̂ , any controlv for x0 should
satisfy

|ϕ̂(0)|2
RN = |x0|2

RN =

∫ T

0
〈v,B∗ϕ̂〉RM dt ≤ ‖v‖L2(0,T;RM) ‖B∗ϕ̂‖L2(0,T;RM) .

Using thatϕ̂ is non-trivial and saturates (8), we find out that the controlfunction
Vhum(−ϕ̂(0)) should be of norm at leastCobs|ϕ̂(0)|, hence the result.

Remark 5.Step 3 of the proof of Theorem 1 and the proof of Theorem 2 rely on the
same idea, that data that are difficult to observe correspondto the ones that are the
most difficult to control.
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2.2 Controllability and observability for abstract conservative
systems

In this Section, letX be a Hilbert space endowed with the norm‖·‖X and letT =
(Tt)t∈R be a strongly continuous group onX, with generatorA : D(A) ⊂ X → X.

We further assume thatA is a skew-adjoint operatorA∗ = −A.
For convenience, we also assume thatA is invertible with continuous inverse

in X. This can be done without loss of generality by translating the semigroup if
necessary usingβ ∈ R and replacingA by A− iβ I .

Define then the Hilbert spaceX1 = D(A) of elements ofX such that‖Ax‖X < ∞,
endowed with the norm‖·‖1 = ‖A·‖X. Also defineX−1 as the completion ofX with
respect to the norm‖·‖−1 =

∥

∥A−1·
∥

∥

X.
Let us then consider the control system

x′ = Ax+Bv, t ≥ 0, x(0) = x0 ∈ X, (13)

whereB∈ L(U ,X−1), U is an Hilbert space which describes the possible actions
of the control, andv∈ L2

loc([0,∞);U ) is a control function.
We assume that the operatorB is admissible in the sense of [102, Def. 4.2.1]:

Definition 1. The operatorB∈ L(U ,X−1) is said to be an admissible control oper-
ator forT if for someτ > 0, the operatorRτ defined onL2(0,T;U ) by

Rτv =

∫ τ

0
Tτ−sBv(s)ds

satisfies RanRτ ⊂ X, where RanΦτ denotes the range of the mapΦτ .
WhenB is an admissible control operator forT, system (13) is called admissible.

Note that, obviously, ifB is a bounded operator, that is ifB ∈ L(U ,X), thenB is
admissible forT. But there are non-trivial examples as, for instance, the boundary
control of the wave equation with Dirichlet boundary conditions, in whichB is un-
bounded but admissible, see [68]. In such cases, the admissibility property is then
a consequence of a suitable hidden regularity result for thesolutions of the adjoint
system.

To be more precise, the admissibility ofB for T is equivalent to the existence of
a timeT > 0 and a constantKT > 0 such that any solution of

ϕ ′ = Aϕ , t ∈ (0,T), ϕ(T) = ϕT (14)

satisfies
∫ T

0
‖B∗ϕ(t)‖2

U
dt ≤ KT

∥

∥ϕT
∥

∥

2
X . (15)

In this Section we will always assume thatB is an admissible control operator for
T. Then, for everyx0 ∈ X andv∈ L2

loc([0,∞);U ), equation (13) has a unique mild
solutionx which belongs toC([0,∞);X) (see [102, Prop. 4.2.5]).
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Our purpose is to study the controllability of system (13).
System (13) is said to be null controllable in timeT if for any x0 ∈ X, there exists

a control functionv∈ L2(0,T;U ) such that the solution of (13) satisfies

x(T) = 0. (16)

System (13) is said to be null controllable if it is null controllable in some time
T > 0.

Note that since system (13) is linear and time-reversible, an easy argument left
to the reader shows that system (13) is null controllable in time T if and only if
it is exactly controllable, i.e. for allx0,xT in X, there exists a control functionv ∈
L2(0,T;U ) such that the solutionx of (13) with initial datax0 and control function
v satisfiesx(T) = xT . Hence we will focus on the null-controllability property in the
sequel, and we shall refer to it simply as controllability.

Here again, we claim that system (13) is controllable in timeT if and only if there
exists a constantCobs such that all solutionsϕ of the adjoint equation (14) satisfy

‖ϕ(0)‖2
X ≤C2

obs

∫ T

0
‖B∗ϕ(t)‖2

U
dt. (17)

We shall refer the interested reader to [68] for the proof of the fact that the exact
controllability in timeT implies the observability (17) for the adjoint system (14).
This is based on a closed graph theorem.

The other implication is actually proved in Step 1 of the proof of Theorem 1,
which describes the Hilbert Uniqueness Method. The idea is to find a minimizer of
the functional

J(ϕT) =
1
2

∫ T

0
‖B∗ϕ(t)‖2

U
dt+ 〈x0,ϕ(0)〉X , ϕT ∈ X. (18)

Note that such a minimizer exists and is unique due to the observability property
(17). Then, ifΦT denotes the minimizer ofJ, sinceDJ(ΦT) = 0, the function

Vhum= B∗Φ, (19)

whereΦ is the corresponding solution of (14) is a control function.Indeed, it satis-
fies for allϕT ∈ X,

∫ T

0
〈Vhum,B∗ϕ(t)〉U dt+ 〈x0,ϕ(0)〉X = 0, (20)

which, as in (7), characterizes the controls of (13).
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2.3 Smoothness results for HUM controls

In this Section, we assume that the adjoint system (14) satisfies the observability
assumption (17) in some timeT∗. We also assume that the admissibility property
holds.

We now address the issue of the regularity of the control function Vhum obtained
by minimizing the functionalJ in (18). To be more precise, we analyze whether this
control preserves the smoothness of the initial data to be controlled.

According to a counterexample that we will present later on in Section 3.3, we
will see that, under the very general assumptions under consideration, no smooth-
ness of the control computed by the minimization of the functional J in (9) can be
expected.

We thus propose an alternate method, based on HUM, which yields a control
of minimal norm in some weighted (in time)L2 space, and for which we prove
that, with no further assumptions, ifx0 ∈ X1, then this control function belongs to
H1

0(0,T;U ). Thus, this result can be readily applied to the most relevant examples,
as it is for instance the case of the wave equation with Dirichlet boundary control. In
particular, this implies that the controlled solutionx of (13) belongs toC1([0,T],X)
and also, in various situations (see Section 3.5), to a strict subspace ofX for all time
t ∈ [0,T], which will reflect the extra regularity of the initial data to be controlled.
In particular, ifBB∗ mapsX1 into X1, then the controlled solutionx will belong to
C0([0,T];X1).

Fix T > T∗ and chooseδ > 0 such thatT −2δ ≥ T∗. Let η = η(t) ∈ L∞(R) be
such that

η : R → [0,1], η(t) =

{

0 if t /∈ (0,T),
1 if t ∈ [δ ,T − δ ].

(21)

In particular, there exists a positive constantCobs such that any solutionϕ of (14)
satisfies

‖ϕ(0)‖2
X ≤C2

obs

∫ T

0
η(t)‖B∗ϕ(t)‖2

U
dt. (22)

Then define the functionalJ by

J(ϕT) =
1
2

∫ T

0
η(t)‖B∗ϕ(t)‖2

U
dt+ 〈x0,ϕ(0)〉X , (23)

whereϕ denotes the solution of the adjoint system (14) with initialdataϕT .
Inequality (22) then implies the strict convexity of the functionalJ and its coer-

civity, but with respect to the norm

∥

∥ϕT
∥

∥

2
obs=

∫ T

0
η(t)‖B∗ϕ(t)‖2

U
dt. (24)

Let us now remark that, since we assumed thatT is a strongly continuous unitary
group, the three norms

∥

∥ϕT
∥

∥

X , ‖ϕ(0)‖X and
∥

∥ϕT
∥

∥

obs (in view of (15)–(22)) are
equivalent.
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We are now in position to state our first result:

Proposition 1. Let x0 ∈ X. Assume that system(13) is admissible and exactly ob-
servable in some time T∗. Let T > T∗ andη ∈ L∞(R) as in(21).

Then the functional J in(23) has a unique minimizerΦT ∈ X on X. Besides, the
function V given by

V(t) = η(t)B∗Φ(t), (25)

whereΦ(t) is the solution of(14) with initial datum ΦT , is a control function
for system(13). This control can also be characterized as the one of minimal
L2(0,T;dt/η ;U )-norm among all possible controls for which the solution of(13)
satisfies the control requirement(16). Besides,

∫ T

0
‖V(t)‖2

U

dt
η(t)

=
∥

∥ΦT
∥

∥

2
obs≤C2

obs‖x0‖2
X , (26)

where Cobs is the constant in the observability inequality(22).
Moreover, this process defines linear maps

Va :

{

X −→ X∗ = X
x0 7→ ΦT and V :







X −→ L2
(

0,T,
dt

η(t)
;U

)

x0 7→V.
(27)

Besides, V is the unique admissible control function that can be written v(t) =
η(t)B∗ϕ(t) for someϕ solution of the adjoint equation(14).

This result is similar to those obtained in the context of HUM(see [68] and
previous paragraphs) and follows the same lines as Step 1 of the proof of Theorem 1.
Normally the weightη is simply taken to beη ≡ 1 on [0,T] while in the present
formulation, the fact that it vanishes att = 0,T plays a key role.

The main novelty and advantage of using the weight functionη is that, with no
further assumption on the control operatorB, the control inherits the regularity of
the data to be controlled.

To state our results, it is convenient to introduce, fors∈ R+, some notations:⌈s⌉
denotes the smallest integer satisfying⌈s⌉ ≥ s, ⌊s⌋ is the largest integer satisfying
⌊s⌋ ≤ s and{s} = s−⌊s⌋. Finally, the spaceCs denotes the classical Hölder space.

Theorem 3 ([35]).Assume that the hypotheses of Proposition 1 are satisfied.
Let s∈ R+ be a nonnegative real number and further assume thatη ∈C⌈s⌉(R).
If the initial datum x0 to be controlled belongs toD(As), then the minimizerΦT

given by Proposition 1 and the control function V given by(25), respectively, belong
to D(As) and Hs

0(0,T;U ).
Besides, there exists a positive constant Cs =Cs(η ,Cobs,KT) independent of x0 ∈

D(As) such that

∥

∥ΦT
∥

∥

2
D(As)

+‖V‖2
Hs

0(0,T;U ) ≤Cs
∥

∥x0
∥

∥

2
D(As)

. (28)

In other words, the mapsVa andV defined in(27) satisfy:
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Va : D(As) −→ D(As), V : D(As) −→ Hs
0(0,T;U ). (29)

In other words, the constructive method we have proposed, strongly inspired by
HUM, naturally reads the regularity of the initial data to becontrolled, and provides
smoother controls for smoother initial data. Note however that if one is interested to
the regularity in space of the controlled trajectory, one needs to work slightly more.

Indeed, one of the main consequences of Theorem 3 is the following regularity
result for the controlled trajectory:

Corollary 3 ([35]). Under the assumptions of Theorem 3, if the initial datum x0

to be controlled belongs toD(As), then the controlled solution x of(13) with the
control function V given by Proposition 1 belongs to

Cs([0,T];X)
⌊s⌋
∩

k=0
Ck([0,T];Xs−k), (30)

where the spaces(X j) j∈N are defined by induction by

X0 = X, X j = A−1(X j−1 +BB∗
D(A j)), (31)

and the spacesXs for s≥ 0 are defined by interpolation by

Xs = [X⌊s⌋,X⌈s⌉]{s}.

The spacesX j are not explicit in general. However, there are several cases in
which they can be shown to be included in Hilbert spaces of theform D(A j), which
in practical applications to PDE are constituted by functions that are smoother than
X with respect to the space variable.

In particular, ifBB∗ mapsD(A j) to itself for all j ∈ N, then the spacesX j can
be shown to coincide withD(A j) for all j > 0. Of course, this is sharp, since one
cannot expect the controlled solution to be better thanC0([0,T];D(As)) for initial
datax0 ∈ D(As).

Proof (Sketch of the proof of Theorem 3).We focus on the cases= 1, the others
being completely similar.

SinceV(t) = η(t)B∗Φ(t) is a control function, for anyϕT ∈ X, identity (20)
holds. Then, assuming thatϕT = A2ΦT ∈ X, we get

∫ T

0
η(t)〈B∗Φ(t),B∗A2Φ(t)〉U dt+ 〈x0,A2Φ(0)〉X = 0.

But
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∫ T

0
η(t)〈B∗Φ(t),B∗A2Φ(t)〉U dt

=
∫ T

0
η(t)〈B∗Φ(t),B∗Φ ′′(t)〉U dt

= −
∫ T

0
η(t)‖B∗Φ(t)‖2

U
dt−

∫ T

0
η ′(t)〈B∗Φ(t),B∗Φ ′(t)〉U dt (32)

and
〈x0,A2Φ(0)〉X = −〈Ax0,AΦ(0)〉X .

Therefore, assuming some regularity onΦT , namelyΦT ∈ D(A2), one can prove

∫ T

0
η(t)

∥

∥B∗Φ ′(t)
∥

∥

2
U dt+

∫ T

0
η ′(t)〈B∗Φ(t),B∗Φ ′(t)〉U dt+ 〈Ax0,AΦ(0)〉X = 0.

(33)
But, sinceη ∈C1(R), for anyε > 0, (the constantsC below denote various positive
constants which do not depend onε and that may change from line to line)
∣

∣

∣

∣

∫ T

0
η ′(t)〈B∗Φ(t),B∗Φ ′(t)〉U dt

∣

∣

∣

∣

≤ C
ε

∫ T

0
‖B∗Φ(t)‖2

U
dt+ ε

∫ T

0

∥

∥B∗Φ ′(t)
∥

∥

2
U

dt

≤ C
ε
∥

∥ΦT
∥

∥

2
X +Cε

∥

∥Φ ′(T)
∥

∥

2
X

≤ C
ε
∥

∥ΦT
∥

∥

2
obs+Cε

∥

∥Φ ′(0)
∥

∥

2
X

≤ C
ε
∥

∥ΦT
∥

∥

2
X +Cε

∫ T

0
η(t)

∥

∥B∗Φ ′(t)
∥

∥

2
U

dt,

where we used the equivalence of the norms
∥

∥ϕT
∥

∥

X , ‖ϕ(0)‖X , ‖B∗ϕ‖L2(0,T;U ) and
∥

∥ϕT
∥

∥

obs, the admissibility and observability inequalities (15) and (22) and estimate
(26).

In particular, takingε > 0 small enough,
∣

∣

∣

∣

∫ T

0
η ′(t)〈B∗Φ(t),B∗Φ ′(t)〉U dt

∣

∣

∣

∣

≤C
∥

∥x0
∥

∥

2
X +

1
2

∫ T

0
η(t)‖B∗Φ(t)‖2

U
dt. (34)

It then follows from (33) that

1
2

∫ T

0
η(t)

∥

∥B∗Φ ′(t)
∥

∥

2
U

dt ≤C
∥

∥x0
∥

∥

2
X +

∥

∥Ax0
∥

∥

X

∥

∥AΦT
∥

∥

X . (35)

But
∥

∥x0
∥

∥

X ≤ C
∥

∥Ax0
∥

∥

X and, applying the observability inequality (22) toAΦ(0),
which reads

‖AΦ(0)‖2
X ≤C2

obs

∫ T

0
η(t)

∥

∥B∗Φ ′(t)
∥

∥

2
U

dt,

we obtain
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∥

∥AΦT
∥

∥

2
X = ‖AΦ(0)‖2

X ≤C2
obs

∫ T

0
η(t)

∥

∥B∗Φ ′(t)
∥

∥

2
U

dt ≤C
∥

∥Ax0
∥

∥

2
X . (36)

SinceV ′ = η ′B∗Φ + η(t)B∗Φ ′,

∫ T

0

∥

∥V ′(t)
∥

∥

2
U

dt ≤ 2
∫ T

0
η ′(t)2‖B∗Φ(t)‖2

U
dt+2

∫ T

0
η(t)2

∥

∥B∗Φ ′(t)
∥

∥

2
U

dt. (37)

But
∫ T

0
η ′(t)2‖B∗Φ(t)‖2

U
dt ≤ C

∫ T

0
‖B∗Φ(t)‖2

U
dt

≤ C
∥

∥ΦT
∥

∥

2
X ≤C

∥

∥ΦT
∥

∥

2
obs≤C

∥

∥x0
∥

∥

2
X , (38)

where we used (15), the equivalence of the norms
∥

∥ΦT
∥

∥

X and‖Φ(0)‖X , (22) and
(26) in the last estimate.

Then estimate (28) follows from estimates (36), (37) and (38).
To make the arguments in the formal proof above rigorous, oneshould take,

instead ofϕT = A2ΦT , which isa priori not allowed in (7),

ϕT
τ =

1
τ2

(

Φ(T + τ)+ Φ(T − τ)−2ΦT) ,

and then pass to the limit inτ → 0.
As we said, the proof for integerss∈ N can be made following the same lines.

And the general cases≥ 0 can then be deduced using interpolation results. Details
can be found in [35].

Remark 6.When the operatorB is bounded fromX to U , the HUM functionalJ
in (18), without the time cut-off functionη , satisfies the same regularity results as
the one in Theorem 3 fors= 1. For largers, and if one furthermore assumes that
BB∗ ∈ L(D(Ak)) for all k ≤ s, then Theorem 3 holds. One immediately deduces
Corollary 3 as well. Of course, in this case, an easy induction argument shows that
Xk = D(Ak) for all k≤ s.

The main difference appearing in the proof whenη ≡ 1 is that, when integrating
by parts, boundary terms appear att = 0,T. But they can be suitably bounded when
B is bounded. Note that when the cut-off functionη is introduced, these boundary
terms vanish and are transformed into time-integrated terms that are bounded by the
weaker admissibility condition.

Remark 7.Note that such regularity results can be found in [24] for thewave equa-
tion with internal control and a control operator satisfying BB∗ ∈ ∩k≥0L(D(Ak)).
There, the authors propose a thorough study of the operatorVa in (29) and give pre-
cise estimates on how it acts on each range of frequencies. This is of course much
more precise than the results presented in Theorem 3.

But the proof of the results in [24] requires the use of very deep technical tools
such as microlocal analysis and Littlewood-Paley decomposition.
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Let us also point out the article [64] which illustrates numerically the estimates
obtained in [24] on the operatorVa in (27).

Also remark however that our approach, though it yields lessprecise results in the
context of the distributed control wave equation, is much more robust and applies
also for boundary control problems and any linear conservative equations.

3 The Constant Coefficient Wave Equation

3.1 Problem Formulation: the 1-d case

Let us first consider the constant coefficient 1-d wave equation:






utt −uxx = 0, 0 < x < 1, 0 < t < T,
u(0, t) = u(1, t) = 0, 0 < t < T,
u(x,0) = u0(x), ut(x,0) = u1(x), 0 < x < 1.

(39)

In (39)u = u(x, t) describes the displacement of a vibrating string occupying(0,1).
The energy of solutions of (39) is conserved in time, i.e.,

E(t) =
1
2

∫ 1

0

[

|ux(x,t)|2 + |ut(x,t)|2
]

dx= E(0) ∀0≤ t ≤ T. (40)

The problem of boundary observability of (39) can be formulated as follows:
To give sufficient conditions on T such that there exists Cobs(T) > 0 for which the
following inequality holds for all solutions of(39):

E(0) ≤Cobs(T)2
∫ T

0
|ux(1,t)|2dt. (41)

Inequality (41), when it holds, guarantees that the total energy of solutions can be
“observed” from the boundary measurement on the extremex= 1. The best constant
Cobs(T) in (41) is the so-calledobservability constant.2

Similarly as in the previous Section, the observability problem above is equiva-
lent to the following boundary controllability property: For any

(

y0,y1
)

∈ L2(0,1)×
H−1(0,1) there existsv ∈ L2(0,T) such that the solution of the controlled wave
equation







ytt −yxx = 0, 0 < x < 1, 0 < t < T,
y(0, t) = 0; y(1,t) = v(t), 0 < t < T,
y(x,0) = y0(x), yt(x,0) = y1(x), 0 < x < 1,

(42)

2 Inequality (41) is just an example of a variety of similar observability problems: (a) one could
observe the energy concentrated on the extremex = 0 or in the two extremesx = 0 and 1 simul-
taneously; (b) theL2(0,T)-norm ofux(1, t) could be replaced by some other norm; (c) one could
also observe the energy concentrated in a subinterval(α ,β ) of (0,1), etc.
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satisfies
y(x,T) = yt(x,T) = 0, 0 < x < 1. (43)

Note that system (39) fits in the abstract setting given in (14) with

ϕ =

(

u
ut

)

, A =

(

0 Id
∂xx 0

)

,

with X = H1
0(0,1)×L2(0,1), D(A) = H2∩H1

0(0,1)×H1
0(0,1). (44)

Hence the corresponding control system should be given by duality as in Section
2. However, in the PDE context, it is classical to identifyL2(0,1) with its dual. Of
course, once this identification is done, thoughX is an Hilbert space, its dualX∗

cannot be identified anymore with itself. That explains why the control system (42)
is considered with initial dataL2(0,1)×H−1(0,1), which is a natural candidate for
X∗. But our presentation in the abstract setting in Section 2 can still be done in
that case, but that would require the introduction of further notations that may be
confusing.

Thus, we directly address this example showing why controllability of (42) is a
consequence of (41) by a minimization method which yields the control of minimal
L2(0,T)-norm, similarly as the one developed in the previous Section.

Given
(

y0,y1
)

∈ L2(0,1)×H−1(0,1), a controlVhum∈ L2(0,T) can be computed
as

Vhum(t) = Ux(1,t), (45)

whereU is the solution of (39) corresponding to initial data(U0,U1) ∈ H1
0(0,1)×

L2(0,1) minimizing the functional

J((u0,u1)) =
1
2

∫ T

0
|ux(1,t)|2dt+

∫ 1

0
y0u1dx−〈y1,u0〉H−1×H1

0
(46)

in the spaceH1
0(0,1)×L2(0,1).

Note thatJ is convex. The continuity ofJ in H1
0(0,1)× L2(0,1) is guaranteed

by the fact that the solutions of (39) satisfyux(1,t) ∈ L2(0,T) (the so-called hidden
regularity property, that holds also for the Dirichlet problem for the wave equation
in several space dimensions; see [60, 68, 69]). More, precisely, for all T > 0 there
exists a constantK(T) > 0 such that, for all solution of (39),

∫ T

0

[

|ux(0,t)|2 + |ux(1,t)|2
]

dt ≤ K(T)E(0). (47)

Thus, to prove the existence of a minimizer forJ, it is sufficient to prove that it is
coercive. This is guaranteed by the observability inequality (41). Also note that the
observability inequality (41) also guarantees the strict convexity ofJ and then the
uniqueness of a minimizer forJ.

Let us see that the minimum ofJ provides the control. The functionalJ is of class
C1. Consequently, the gradient ofJ at the minimizer vanishes:
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0 = 〈DJ((U0,U1)),(w0,w1)〉 =

∫ T

0
Ux(1,t)wx(1,t)dt

+

∫ 1

0
y0w1dx−〈y1,w0〉H−1×H1

0

for all (w0,w1) ∈ H1
0(0,1)×L2(0,1), wherew stands for the solution of (39) with

initial data(w0,w1). By choosing the control as in (45) this identity yields

∫ T

0
Vhum(t)wx(1, t)dt+

∫ 1

0
y0w1dx−〈y1,w0〉H−1×H1

0
= 0. (48)

On the other hand, multiplying in (42) byw and integrating by parts, we get

∫ T

0
v(t)wx(1, t)dt+

∫ 1

0
y0w1dx−〈y1,w0〉H−1×H1

0

−
∫ 1

0
y(T)wt (T)dx+ 〈yt(T),w(T)〉H−1×H1

0
= 0. (49)

Combining these two identities we get
∫ 1

0 y(T)wt (T)dx−〈yt(T),w(T)〉H−1×H1
0

= 0

for all (w0,w1) ∈H1
0(0,1)×L2(0,1), which is equivalent to the exact controllability

condition (43).
This argument shows thatobservability implies controllability. The reverse is

also true. If controllability holds, then, using Banach closed graph Theorem, the
linear map that to all initial data

(

y0,y1
)

∈ L2(0,1)×H−1(0,1) of the state equation
(42) associates the control of the minimalL2(0,T)-norm, which can be still denoted
by Vhum in view of Remark 4, is bounded. Multiplying the state equation (42) with
that control byu, solution of (39), and using (43), we obtain

∫ T

0
Vhum(t)ux(1, t)dt+

∫ 1

0
y0u1dx−〈y1,u0〉H−1×H1

0
= 0. (50)

Consequently,
∣

∣

∣

∣

∫ 1

0
[y0u1−y1u0]dx

∣

∣

∣

∣

=

∣

∣

∣

∣

∫ T

0
Vhum(t)ux(1,t)dt

∣

∣

∣

∣

≤ ||v||L2(0,T)||ux(1,t)||L2(0,T)

≤C||(y0,y1)||L2(0,1)×H−1(0,1)||ux(1,t)||L2(0,T) (51)

for all
(

y0,y1
)

∈ L2(0,1)×H−1(0,1), which implies the observability inequality
(41).

Throughout this paper we shall mainly focus on the problem ofobservability.
However, in view of the equivalence above, all the results wepresent have imme-
diate consequences for controllability. The most important ones will also be stated.
Note, however, that controllability is not the only application of the observability
inequalities, which are also of systematic use in the context of inverse problems
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([12, 58, 56, 59]). We shall discuss this issue briefly in openproblem # 6 in Sec-
tion 7.2.

Remark 8.Note that here, we consider the adjoint equation (39) with initial data at
timet = 0, whereas in the previous Section, we have considered the adjoint equation
(14) with initial data at timet = T. This can be done because of the time-reversibility
of the wave equation under consideration.

3.2 Observability for the 1-d wave equation

The following holds.

Proposition 2. For any T≥ 2, system(39) is observable. In other words, for any
T ≥ 2 there exists Cobs(T) > 0 such that(41) holds for any solution of(39). Con-
versely, if T< 2, (39) is not observable, or, equivalently,

inf
u solution of (39)

[

1
E(0)

∫ T

0
| ux(1,t) |2 dt

]

= 0. (52)

The proof of observability forT ≥ 2 can be carried out in several ways, including
Fourier series (and generalizations to non-harmonic Fourier series, see [105]), multi-
pliers (Komornik [60]; Lions [68, 69]), sidewise energy estimates ([110]), Carleman
inequalities (Zhang [106]), and microlocal3 tools (Bardos, Lebeau, and Rauch [6];
Burq and Gérard [14]).

Let us explain how it can be proved using Fourier series. Solutions of (39) can
be written in the form

u(x, t) = ∑
k≥1

(

ak cos(kπt)+
bk

kπ
sin(kπt)

)

sin(kπx), (53)

u0(x) = ∑
k≥1

ak sin(kπx), u1(x) = ∑
k≥1

bk sin(kπx).

It follows that

E(0) =
1
4 ∑

k≥1

[

a2
kk2π2 +b2

k

]

.

On the other hand,

ux(1, t) = ∑
k≥1

(−1)k [kπak sin(kπt)+bkcos(kπt)] .

3 Microlocal analysis deals, roughly speaking, with the possibility of localizing functions and
its singularities not only in the physical space but also in the frequency domain. Localization in
the frequency domain may be done according to the size of frequencies but also to sectors in
the euclidean space in which they belong to. This allows introducing the notion of microlocal
regularity; see, for instance, [48].
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Fig. 1 Wave localized att = 0 near the endpointx = 1 that propagates with velocity 1 to the left,
bounces atx = 0, and reachesx = 1 again in a time of the order of 2.

Using the orthogonality properties of sin(kπt) and cos(kπt) in L2(0,2), it follows
that

∫ 2

0
|ux(1,t)|2dt = ∑

k≥1

(

π2k2a2
k +b2

k

)

.

The two identities above show that the observability inequality holds whenT = 2
and therefore for anyT > 2 as well. In fact, in this particular case, we even have the
identity

E(0) =
1
4

∫ 2

0
|ux(1,t)|2dt. (54)

On the other hand, forT < 2 the observability inequality does not hold. Indeed,
suppose thatT = 2−2δ with δ ∈ (0,2). Solve

utt −uxx = 0, (x, t) ∈ (0,1)× (0,T), u(0,t) = u(1,t) = 0, 0 < t < T, (55)

with data at timet = T/2= 1−δ with support in the subinterval(0,δ ). This solution
is such thatux(1, t) = 0 for 0< t < T = 2−2δ since the segmentx = 1, t ∈ (0,T)
remains outside the domain of influence of the space segmentt = T/2, x ∈ (0,δ )
(see Figure 1).

Note that the observability time (T = 2) is twice the length of the string. This is
due to the fact that an initial disturbance concentrated near x = 1 may propagate to
the left (in the space variable) ast increases and only reach the extremex = 1 of the
interval after bouncing at the left extremex = 0 (as described in Figure 1).

As we have seen, in one dimension and with constant coefficients, the observ-
ability inequality is easy to understand. The same results are true for sufficiently
smooth coefficients (BV-regularity suffices). However, when the coefficients are
simply Hölder continuous, these properties may fail, thereby contradicting an initial
intuition (see [19]).
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3.3 Computing the boundary control

In this Section, we compute explicitly the control functiongiven by HUM. As a
consequence, we will explain in particular that one cannot hope similar regularity
results as the ones in Corollary 3 when no cut-off function intime is introduced
within the functionalJ as in (23).

Let us consider the 1-d wave equation (42) controlled by the boundary in time
T = 4. The timeT = 4 is larger than the critical time of controllability, correspond-
ing toT∗ = 2, which is the time needed by the waves to go fromx = 1 tox = 0 and
bounce back atx = 0.

The application of the classicalHilbert Uniqueness Methodin this case consists
in minimizing the functionalJ given by (46) to obtain a controlVhum from (45) in
terms of the minimizer ofJ.

We now use the fact that, when the control time horizon isT = 4 (actually it is
true for any even integer), the functionalJ acts diagonally on the Fourier coefficients
of the solutionsu of (39) and then the minimizer ofJ can be computed explicitly.

Using (53) for the solutions of (39), one easily checks that

1
2

∫ T

0
|ux(1, t)|2dt =

1
2

∫ 4

0

∣

∣

∣

∣

∣

∞

∑
|k|=1

(

ak cos(kπt)+
bk

kπ
sin(kπt)

)

kπ(−1)k

∣

∣

∣

∣

∣

2

dt

=
∞

∑
k=1

(

|ak|2k2π2 + |bk|2
)

.

The initial datum to be controlled(y0,y1) ∈ L2(0,1)×H−1(0,1) can be written
in Fourier series as

(y0,y1) =
∞

∑
k=1

(ŷ0
k, ŷ

1
k)sin(kπx), (56)

with
∞

∑
k=1

(

|ŷ0
k|2 +

|ŷ1
k|2

k2π2

)

< ∞.

Thus, for(u0,u1) as in (53),

J((u0,u1)) =
∞

∑
k=1

(

|ak|2k2π2 + |bk|2
)

+
1
2

∞

∑
k=1

(

ŷ0
kbk− ŷ1

kak
)

. (57)

Therefore the minimizer(U0,U1) of J can be given as

(U0,U1) =
∞

∑
k=1

(Ak,Bk)sin(kπx), with



















Ak =
ŷ1

k

4k2π2 ,

Bk = − ŷ0
k

4
,

(58)
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Fig. 2 The controlled trajectory for the wave equation with initial data(y0(x),y1(x)) = (0,sin(πx))
for the HUM control in timeT = 4. A kick is introduced by the control function at(t,x) = (0,1)
and travels in the domain, hence making the solution non-smooth.

and the control functionVhum is simply

Vhum(t) = ∂xU(1, t) =
1
4

∞

∑
k=1

(−1)k
(

ŷ1
k

kπ
cos(kπt)− ŷk

0sin(kπt)

)

.

In particular, it is obvious that, for(y0,y1) ∈ H1
0(0,1)×L2(0,1), this method yields

(U0,U1) ∈ H2∩H1
0(0,1)×H1

0(0,1) andV ∈ H1(0,T).
However,

Vhum(0) =

√
2

4

∞

∑
k=1

(−1)k ŷ1
k

kπ
.

Therefore, ify0 ∈ H1
0(0,1), the controlled solutiony of (41) with that control

function cannot be a strong solution if

∞

∑
k=1

(−1)k ŷ1
k

kπ
6= 0,

whatever the regularity of the initial datum to be controlled is, because the compat-
ibility condition y(1,0) = V(0) does not hold.

Of course, such case happens, for instance when the initial datum to be controlled
simply is (y0(x),y1(x)) = (0,sin(πx)). This is illustrated in Figure 2. There, with
the control given by HUM, we see that the controlled solutionis singular along the
characteristic emanating from(t,x) = (0,1).

As this example shows, the regularity of the initial datum does not yield addi-
tional regularity for the controlled wave equation when using the HUM control.
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3.4 The Multidimensional Wave Equation

In several space dimensions the observability problem for the wave equation is much
more complex and cannot be solved using Fourier series except in some particular
geometry. The velocity of propagation is still one for all solutions but energy prop-
agates along bicharacteristic rays.

Before going further, let us give the precise definition ofbicharacteristic ray.
Consider the wave equation with a scalar, positive, and smooth variable coefficient
a = a(x):

utt −div(a(x)∇u) = 0. (59)

Bicharacteristic rayss 7→ (x(s),t(s),ξ (s),τ(s)) solve the Hamiltonian system

{

x′(s) = −a(x)ξ , t ′(s) = τ,
ξ ′(s) = ∇a(x)|ξ |2, τ ′(s) = 0.

(60)

Rays describe the microlocal propagation of energy. The projections of the bichar-
acteristic rays in the(x, t) variables are the rays of Geometric Optics that play a
fundamental role in the analysis of the observation and control properties through
the Geometric Control Condition (GCC), that will be introduced below. As time
evolves, the rays move in the physical space according to thesolutions of (60).
Moreover, the direction in the Fourier space(ξ ,τ) in which the energy of solutions
is concentrated as they propagate is given precisely by the projection of the bichar-
acteristic ray in the(ξ ,τ) variables. When the coefficienta = a(x) is constant, the
ray is a straight line and carries the energy outward, which is always concentrated
in the same direction in the Fourier space, as expected. But for variable coefficients
the dynamics is more complex. This Hamiltonian system describes the dynamics of
rays in the interior of the domain where the equation is satisfied. When rays reach
the boundary they are reflected according to the Snell-Descartes laws of Geometric
Optics.4

When the coefficienta = a(x) varies in space, the dynamics of this system may
be quite complex and can lead to some unexpected behavior [74].

Let us now address the control problem for smooth domains5 in the constant
coefficient case.

Let Ω be a bounded domain ofR
n,n≥ 1, with boundary∂Ω of classC2, let ω

be an open and nonempty subset ofΩ , and letT > 0. Consider the linear controlled
wave equation in the cylinderQ = Ω × (0,T):







ytt −∆y = f 1ω in Q,
y = 0 on ∂Ω × (0,T)
y(x,0) = y0(x),yt (x,0) = y1(x) in Ω .

(61)

4 Note, however, that tangent rays may be diffractive or even enter the boundary. We refer to [6]
for a deeper discussion of these issues.
5 We refer to Grisvard [45] for a discussion of these problems in the context of non-smooth do-
mains.
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Ω

Fig. 3 Ray that propagates inside the domainΩ following straight lines that are reflected on the
boundary according to the laws of Geometric Optics.

In (59)Σ represents the lateral boundary of the cylinderQ, i.e.,Σ = ∂Ω ×(0,T),1ω
is the characteristic function of the setω , y = y(x,t) is the state, andf = f (x,t) is
the control variable. Sincef is multiplied by 1ω the action of the control is localized
in ω .

When(y0,y1) ∈ H1
0(Ω)× L2(Ω) and f ∈ L2(Q), the system (59) has a unique

solutiony∈C
(

[0,T];H1
0(Ω)

)

∩C1
(

[0,T];L2(Ω)
)

.
The problem ofcontrollability, generally speaking, is as follows:Given(y0,y1)∈

H1
0(Ω)×L2(Ω), to find f∈ L2(Q) such that the solution of system(59) satisfies

y(T) ≡ yt(T) ≡ 0. (62)

The method of Section 3, the so-called HUM, shows that the exact controllability
property is equivalent to the followingobservability inequality:

∥

∥

(

u0,u1)
∥

∥

2
H1

0 (Ω)×L2(Ω)
≤C

∫ T

0

∫

ω
u2

t dxdt (63)

for every solution of the adjoint uncontrolled system






utt −∆u = 0 in Ω × (0,T),
u = 0 on ∂Ω × (0,T),
u(x,0) = u0(x),ut(x,0) = u1(x) in Ω .

(64)

The main result concerning (63) is that the observability inequality holds if and
only if the GCC is satisfied (see, for instance, Bardos, Lebeau, and Rauch [6] and
Burq and Gérard [14]): Roughly speaking, the GCC for(Ω ,ω ,T) states that all rays
of Geometric Optics should enter in the domainω in a time smaller thanT.

For instance, when the domain is a ball, the subset of the boundary where the
control is being applied needs to contain a point of each diameter. Otherwise, if a
diameter skips the control region, it may support solutionsthat are not observed (see
Ralston [87]). In the case of the square domainΩ , observability/controllability fails
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if the control is supported on a set which is strictly smallerthan two adjacent sides,
as shown in Figure 4.

Trapped Ray

Control/Observation

Fig. 4 A geometric configuration in which the GCC is not satisfied, whateverT > 0 is. The domain
where waves evolve is a square. The control is located on a subset of three adjacent sides of
the boundary, leaving a small horizontal subsegment uncontrolled. There is a horizontal line that
constitutes a ray that bounces back and forth for all time perpendicularly on two points of the
vertical boundaries where the control does not act.

Several remarks are in order.

Remark 9.Since we are dealing with solutions of the wave equation, forthe GCC
to hold, the control timeT has to be sufficiently large due to the finite speed of
propagation, the trivial caseω = Ω being the exception. However, the time being
large enough does not suffice, since the control subdomainω needs to satisfy the
GCC in a finite time. Figure 4 provides an example of this fact.

Remark 10.Most of the literature on the controllability of the wave equation has
been written in the framework of theboundary controlproblem discussed in the
previous Section in the 1-dimensional setting. The controlproblems formulated
above for(59) are usually referred to asinternal controllabilityproblems since the
control acts on the subsetω of Ω . The latter is easier to deal with since it avoids
considering non homogeneous boundary conditions, in whichcase solutions have
to be defined in the sense of transposition [68, 69] and lie inC0([0,T];L2(Ω))∩
C1([0,T];H−1(Ω)) for boundary controls inL2((0,T)× ∂Ω).

Note that, ifΓ denotes an open subset of the boundary∂Ω , the HUM then ex-
presses the link between controllability of data inL2(Ω)×H−1(Ω) with controls in
L2((0,T)×Γ ) with the following observability inequality, of course similar to (41):
There exists a constantCobs such that every solution of the adjoint control system
(64) satisfies

∥

∥

(

u0,u1)
∥

∥

2
H1

0 (Ω)×L2(Ω)
≤C2

obs

∫ T

0

∫

Γ
|∂nu|2dσdt (65)
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for every solution of the adjoint uncontrolled system (64).
Let us now discuss what is known about (65):

(a) Using multiplier techniques, Ho [47] proved that if one considers subsets ofΓ of
the formΓ (x0) =

{

x∈ Γ : (x−x0) ·n(x) > 0
}

for somex0 ∈ Rn (we denote by
n(x) the outward unit normal toΩ in x∈Γ and by· the scalar product inRn) and
if T > 0 is large enough, the following boundary observability inequality holds:

∥

∥

(

u0,u1)
∥

∥

2
H1

0 (Ω)×L2(Ω)
≤C2

obs

∫ T

0

∫

Γ (x0)
|∂nu|2dσdt (66)

for all
(

u0,u1
)

∈ H1
0(Ω)× L2(Ω), which is the observability inequality that is

required to solve the boundary controllability problem.
Later, (66) was proved in [68, 69] for anyT > T(x0) = 2 ‖ x− x0 ‖L∞(Ω). This
is the optimal observability time that one may derive by means of this multiplier
(see Osses [84] for other variants).
Proceeding as in [68], one can easily prove that (66) implies(63) whenω is a
neighborhood ofΓ (x0) in Ω , i.e., ω = Ω ∩Θ , whereΘ is a neighborhood of
Γ (x0) in Rn, with T > 2 ‖ x− x0 ‖L∞(Ω\ω). In particular, exact controllability
holds whenω is a neighborhood of the boundary ofΩ .

(b) Bardos, Lebeau, and Rauch [6] proved that, in the class ofC∞ domains, the ob-
servability inequality (63) holds if and only if(Ω ,Γ ,T) satisfies the GCC: Every
ray of Geometric Optics that propagates inΩ and is reflected on its boundary
∂Ω intersectsΓ at a non-diffractive point in time less thanT.
This result was proved by means of microlocal analysis. Later the microlocal
approach was simplified by Burq [7] by using the microlocal defect measures in-
troduced by Gérard [38] in the context of homogenization and kinetic equations.
In [7] the GCC was shown to be sufficient for exact controllability for domainsΩ
of classC3 and equations withC2 coefficients. The result for variable coefficients
is the same: The observability inequality and, thus, the exact controllability prop-
erty hold if and only if all rays of Geometric Optics intersect the control region
before the control time. However, it is important to note that, although in the
constant coefficient equation all rays are straight lines, in the variable coefficient
case this is no longer the case, which makes it harder to gain intuition about the
GCC.

3.5 Smoothness properties

Note that the results in Section 2.3 also apply once observability (63) holds. In
particular, adding a cut-off function in timeη(t) as in (21) within the functionalJ
in (46) implies gentle regularity results for the corresponding minimizers ofJ and
the corresponding control functions.
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3.5.1 Internal Control Operators

Assume that, for some timeT∗,

∥

∥

(

u0,u1)
∥

∥

2
H1

0 (Ω)×L2(Ω)
≤C2

obs

∫ T∗

0

∫

Ω
χ2

ωu2
t dxdt, (67)

for all solutionsu of (64), whereχω = χω(x) is a non-negative function onΩ which
is localized inω .

Let T > T∗, chooseδ > 0 such thatT −2δ ≥ T∗ and fix a functionη satisfying
(21).

Then the functionalJ introduced in (23) is defined for(u0,u1) ∈ L2(Ω) ×
H−1(Ω) by

J((u0,u1)) =
1
2

∫ T

0

∫

Ω
η(t)χ2

ω(x)|u(x,t)|2dxdt+
∫

Ω
y1u0dx

−〈y0,u1〉H1
0 (Ω)×H−1(Ω), (68)

whereu is the solution of (64) with initial data(u0,u1) ∈ L2(Ω)×H−1(Ω).
This functional is not exactly the one corresponding to the abstract presentation

above since we did not identify the energy spaceH1
0(Ω)×L2(Ω) with its dual. We

have rather shifted by one derivative the regularity of the adjoint solutions under
consideration so that their initial data lie inL2(Ω)×H−1(Ω). Note that this func-
tional is more natural when doing PDE because of the classical identification of
L2(Ω) with its dual.

But now, the relevant estimate is, instead of (67),

∥

∥

(

u0,u1)
∥

∥

2
L2(Ω)×H−1(Ω)

≤C2
obs

∫ T∗

0

∫

Ω
χ2

ω |u|2dxdt, (69)

Let us also emphasize that the two estimates (67) and (69) arecompletely equivalent
and can be deduced one from another by differentiating or integrating the solutions
of (64) with respect to the timet.

To state our results precisely, we define the operatorA as in (44). In particu-
lar, D(As) is the spaceHs+1(Ω)×Hs(Ω) for s≥ 0 with compatibility boundary
conditions depending ons≥ 0. To be more precise,(y0,y1) ∈ D(As) if and only
(y0,y1) ∈ Hs+1(Ω)×Hs(Ω) and satisfies

y0
|∂Ω = −∆y0

|∂Ω = (−∆) j y0
|∂Ω = 0 j ∈ {0, · · · ,⌊s/2+1/4⌋}

and
y1
|∂Ω = −∆y1

|∂Ω = (−∆) jy1
|∂Ω = 0 j ∈ {0, · · · ,⌊s/2−1/4⌋}.

To simplify the notations in a consistent way, we also introduce D(As) for s ∈
[−1,0], which is, for s = −1, D(A−1) = L2(Ω)×H−1(Ω), for s = 0, D(A0) =
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X = H1
0(Ω)×L2(Ω) and fors∈ (−1,0), D(As) is the corresponding interpolation

betweenD(A−1) andX = D(A0).
Actually, for explaining these notations, we emphasize that we did not identify

X with its dual. Therefore, we shall introduce the spaceX∗ = L2(Ω)×H−1(Ω), the
operator

A∗ =

(

0 I
∆ 0

)

, with D(A∗) = H1
0(Ω)×L2(Ω).

Of course, with the above notations, for alls≥ 0, D((A∗)s) = D(As−1).
Theorem 3 and its corollaries then imply:

Theorem 4.Let η be a smooth weight function satisfying(21). Let χω be a cut-off
function as above localizing the support of the control. Then, under the controlla-
bility conditions above, given any(y0,y1) ∈ H1

0(Ω)×L2(Ω), there exists a unique
minimizer(U0,U1) of J over L2(Ω)×H−1(Ω). The function

V(x,t) = η(t)χω(x)U(x,t) (70)

is a control for






ytt −∆y = Vχω , in Ω × (0,∞),
y = 0, on ∂Ω × (0,∞),
(y(0),yt(0)) = (y0,y1) ∈ H1

0(Ω)×L2(Ω),
(71)

which is characterized as the control function of minimal L2(0,T;dt/η ;L2(ω))-
norm, defined by

‖v‖2
L2(0,T;dt/η;L2(ω)) =

∫ T

0

∫

ω
|v(x,t)|2dx

dt
η(t)

.

Furthermore, if the weight functionη satisfiesη ∈ C∞(R), then if(y0,y1) belongs
to D(As) for some s∈ R+, (U0,U1) ∈ D((A∗)s) = D(As−1).

In particular, whenχω is smooth and all its normal derivatives vanish at the
boundary, the control function V given by(70) belongs to

V ∈ Hs(0,T;L2(ω))∩
⌊s−1⌋
∩

k=0
Ck([0,T];Hs−k(ω)), (72)

the controlled solution y of(71)belongs to

(y,yt ) ∈Cs([0,T];H1
0(Ω)×L2(Ω))

⌊s⌋
∩

k=0
Ck([0,T];D(As−k)), (73)

and, in particular,

(y,yt ) ∈
⌊s⌋
∩

k=0
Ck([0,T];Hs+1−k(Ω)×Hs−k(Ω)). (74)
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Remark that in this case, the time-dependent cut-off function is not needed ifχω
is assumed to mapD(As) to D(As) for all s> 0. Note that this requires not only
that χω ∈ Hs(Ω) but also some suitable compatibility conditions on the boundary,
that are satisfied for instance when all the normal derivatives ofχω on the boundary
vanish.

For more details, we refer to our work [35].

3.5.2 Boundary Control Operators

Let us assume that

∥

∥

(

u0,u1)
∥

∥

2
H1

0 (Ω)×L2(Ω)
≤C2

obs

∫ T∗

0

∫

∂Ω
χ2

Γ |∂nu|2dσdt (75)

for all solutionsu of (64), whereχΓ = χΓ (x) is a function localized on some partΓ
of the boundary∂Ω .

Then the functionalJ introduced in (23) is now defined onH1
0(Ω)×L2(Ω) and

reads as

J((u0,u1)) =
1
2

∫ T

0

∫

∂Ω
η(t)χΓ (x)2|∂nu(x,t)|2dΓ dt+

∫ 1

0
y0(x)u1(x,0) dx

−〈y1,u0〉H−1(Ω)×H1
0 (Ω), (76)

whereu is the solution of (64).
Note that, here again, we have identifiedL2(Ω) with its topological dual. This

artificially creates a shift between the spacesX, X∗, and also betweenD(A j) and
D((A∗) j) = D(A j+1). Besides, this is done in the reverse situation as in the previous
paragraph, ie:

• The natural space for the controlled trajectory isX∗ = L2(Ω)×H−1(Ω) and
therefore the controlled trajectory should lie in the spaceD((A∗)s) = D(As−1).

• The natural space for the adjoint equation isX = H1
0(Ω)×L2(Ω) and therefore

the regularity of the trajectory of the adjoint equation should be quantified with
the spacesD(As).

Then our results imply the following:

Theorem 5.Assume thatχΓ is compactly supported inΓ ⊂ ∂Ω and thatη is a
smooth weight function satisfying(21). Also assume(75).

Given any(y0,y1) ∈ L2(Ω)×H−1(Ω), there exists a unique minimizer(U0,U1)
of J over H1

0(Ω)×L2(Ω). The function

V(x,t) = η(t)χΓ (x)∂nU(x,t)|Γ (77)

is a control function for



32 Sylvain Ervedoza and Enrique Zuazua







ytt −∆y = 0, in Ω × (0,∞),
y = χΓ v, on ∂Ω × (0,∞),
(y(0),yt(0)) = (y0,y1) ∈ H1

0(Ω)×L2(Ω),
(78)

with target(y(T),yt(T)) = (0,0).
Besides, V can be characterized as the control function which minimizes the

L2(0,T;dt/η ;L2(Γ ))-norm, defined by

‖v‖2
L2(0,T;dt/η;L2(Γ )) =

∫ T

0

∫

Γ
|v(x,t)|2dΓ

dt
η(t)

,

among all possible controls.
Furthermore, if the functionχ is smooth, then if(y0,y1) belongs toD((A∗)s) =

D(As−1) for some real number s∈ R+, the control function V given by(77)belongs
to

V ∈ Hs
0(0,T;L2(Γ ))

⌊s⌋
∩

k=0
Ck([0,T];Hs−k−1/2

0 (Γ )) (79)

and(U0,U1) ∈ D(As). In particular, the controlled solution y of(78) then belongs
to

(y,yt ) ∈Cs([0,T];L2(Ω)×H−1(Ω))
⌊s⌋
∩

k=0
Ck([0,T];Hs−k(Ω)×Hs−1−k(Ω)). (80)

4 1-d Finite Difference Semidiscretizations

4.1 Orientation

In Section 3 we showed how the observability/controllability problem for the con-
stant coefficient wave equation can be solved by Fourier series expansions. We now
address the problem of the continuous dependence of the observability constant
Cobs(T) in (41) with respect to finite difference space semidiscretizations as the
mesh-size parameterh tends to zero. This problem arises naturally in the numerical
implementation of the controllability and observability properties of the continuous
wave equation but is of independent interest in the analysisof discrete models for
vibrations.

There are several important facts and results that deserve emphasis and that we
shall discuss below:

• The observability constant for the semidiscrete model tends to infinity for anyT
ash→ 0. This is related to the fact that the velocity of propagation of solutions
tends to zero ash→ 0 and the wavelength of solutions is of the same order as the
size of the mesh.

• As a consequence of this fact and of the Banach–Steinhaus theorem, there are
initial data for the wave equation for which the controls of the semidiscrete mod-
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els diverge. This proves that one cannot simply rely on the classical convergence
(consistency+ stability) analysis of the underlying numerical schemes todesign
algorithms for computing the controls.

However, as we shall explain in Section 5, one can establish weaker observability
results that hold uniformly with respect toh > 0. As a consequence, see Section 6,
we will be able to propose numerical methods for which “weak”discrete controls
converge.

4.2 Finite Difference Approximations

Given N ∈ N we defineh = 1/(N + 1) > 0. We consider the mesh{x j = jh, j =
0, . . . ,N+1} which divides[0,1] into N+1 subintervalsI j = [x j ,x j+1], j = 0, . . . ,N.

Consider the following finite difference approximation of the wave equation (39):











u′′j −
1
h2

[

u j+1 +u j−1−2u j
]

= 0, 0 < t < T, j = 1, . . . ,N,

u j(t) = 0, j = 0, N+1, 0 < t < T,
u j(0) = u0

j , u′j(0) = u1
j , j = 1, . . . ,N,

(81)

which is a coupled system ofN linear differential equations of second order. In (81)
the functionu j(t) provides an approximation ofu(x j ,t) for all j = 1, . . . ,N, u being
the solution of the continuous wave equation (39). The conditionsu0 = uN+1 = 0
take account of the homogeneous Dirichlet boundary conditions, and the second
order differentiation with respect tox has been replaced by the three-point finite
difference. Symbol′ denotes differentiation with respect to the timet.

We shall use a vector notation to simplify the expressions. In particular, the col-
umn vector

uh(t) =







u1(t)
...

uN(t)






(82)

will represent the whole set of unknowns of the system. Introducing the matrix

Ah =
1
h2













2 −1 0 0

−1
...

... 0

0
...

... −1
0 0 −1 2













, (83)

the system (81) reads as follows:

u′′
h(t)+Ahuh(t) = 0, 0 < t < T; uh(0) = u0

h, u′
h(0) = u1

h. (84)
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The solutionuh of (84) depends also onh, but most often we shall denote it simply
by u.

The energy of the solutions of (81) is

Eh(t) =
h
2

N

∑
j=0

[

| u′j |2 +

∣

∣

∣

∣

u j+1−u j

h

∣

∣

∣

∣

2
]

, (85)

and it is constant in time. It is also a natural discretization of the continuous energy
(40).

The problem of observability of system (81) can be formulated as follows:To
find T > 0 and Ch(T) > 0 such that

Eh(0) ≤Ch(T)2
∫ T

0

∣

∣

∣

∣

uN(t)
h

∣

∣

∣

∣

2

dt (86)

holds for all solutions of(81).
Observe that| uN/h |2 is a natural approximation6 of | ux(1,t) |2 for the solution

of the continuous system (39). Indeedux(1,t)∼ [uN+1(t)−uN(t)]/h and, taking into
account thatuN+1 = 0, it follows thatux(1,t) ∼−uN(t)/h.

System (81) is finite-dimensional. Therefore, if observability holds for someT >
0, then it holds for allT > 0, as we have seen in Section 3.

Note also that the existence of a constantCh(T) in (86) follows from the equiv-
alence of norms in finite dimensional spaces and the fact thatif uh is a solution of
(81) that satisfiesuN(t) = uN+1(t) = 0, thenuh = 0. This can be easily seen on (81)
using a iteration argument.

We are interested mainly in the uniformity of the constantCh(T) ash → 0. If
Ch(T) remains bounded ash→ 0, we say that system (81) isuniformly observable
ash→ 0. Taking into account that the observability of the limit system (39) holds
only for T ≥ 2, it would be natural to expectT ≥ 2 to be a necessary condition for
the uniform observability of (81). This is indeed the case but, as we shall see, the
conditionT ≥ 2 is far from being sufficient. In fact,uniform observability fails for
all T > 0. In order to explain this fact it is convenient to analyze the spectrum of
(81).

Let us consider the eigenvalue problem

− 1
h2

[

wj+1 +wj−1−2wj
]

= λwj , j = 1, . . . ,N; w0 = wN+1 = 0. (87)

The spectrum can be computed explicitly in this case (Isaacson and Keller [55]):

λ k
h =

4
h2 sin2

(

kπh
2

)

, k = 1, . . . ,N, (88)

and the corresponding eigenvectors are

6 Here and in what followsuN refers to theNth component of the solutionu of the semidiscrete
system, which obviously depends also onh.
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wk
h =

(

wk
1,h, . . . ,w

k
N,h

)T
: wk

j ,h = sin(kπ jh), k, j = 1, . . . ,N. (89)

Obviously,λ k
h → λ k = k2π2, ash → 0 for eachk ≥ 1, λ k = k2π2 being thekth

eigenvalue of the continuous wave equation (39). On the other hand we see that
the eigenvectorswk

h of the discrete system (87) coincide with the restriction tothe
mesh points of the eigenfunctionswk(x) = sin(kπx) of the continuous wave equation
(39).7

According to (88) we have
√

λ k
h = 2

h sin
(

kπh
2

)

, and therefore, in a first approxi-
mation, we have

∣

∣

∣

∣

√

λ k
h −kπ

∣

∣

∣

∣

∼ k3π3h2

24
. (90)

This indicates that the spectral convergence is uniform only in the rangek≪ h−2/3,
see [91]. Thus, one cannot solve the problem of uniform observability for the
semidiscrete system (81) as a consequence of the observability property of the con-
tinuous wave equation and a perturbation argument with respect toh.

4.3 Nonuniform Observability

Multiplying (87) by j(wj+1−wj), one easily obtains (see [53]) the following iden-
tity:

Lemma 1. For any h> 0 and any eigenvector of(87)associated with the eigenvalue
λ ,

h
N

∑
j=0

∣

∣

∣

∣

wj+1−wj

h

∣

∣

∣

∣

2

=
2

4−λh2

∣

∣

∣

wN

h

∣

∣

∣

2
. (91)

We now observe that the largest eigenvalueλ N
h of (87) is such thatλ N

h h2 →
4 ash→ 0 and note the following result on nonuniform observability.

Theorem 6.For any T> 0,

lim
h→0

inf
uh solution of (81)

[

1
Eh(0)

(

∫ T

0

∣

∣

∣

uN

h

∣

∣

∣

2
dt

)]

= 0. (92)

Proof (Proof of Theorem 6).We consider solutions of (81) of the formuh =
cos(

√
λ N

h t)wN
h , whereλ N

h andwN
h are theNth eigenvalue and eigenvector of (87),

respectively. We have

Eh(0) =
h
2

N

∑
j=0

∣

∣

∣

∣

∣

wN
j+1,h−wN

j ,h

h

∣

∣

∣

∣

∣

2

(93)

7 This is a non generic fact that occurs only for the constant coefficient 1-d problem with uniform
meshes.
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and
∫ T

0

∣

∣

∣

uN,h

h

∣

∣

∣

2
dt =

∣

∣

∣

∣

∣

wN
N,h

h

∣

∣

∣

∣

∣

2
∫ T

0
cos2

(

√

λ N
h t

)

dt. (94)

Taking into account thatλ N
h → ∞ ash→ 0, it follows that

∫ T

0
cos2

(

√

λ N
h t

)

dt → T/2 ash→ 0. (95)

By combining (91), (93), (94) and (95), (92) follows immediately.

It is important to note that the solution we have used in the proof of Theorem 6
is not the only impediment for the uniform observability inequality to hold.

Indeed, let us consider the following solution of the semidiscrete system (81),
constituted by the last two eigenvectors:

uh =
1

√

λ N
h

[

exp

(

i
√

λ N
h t

)

wN
h −

wn
N,h

wN−1
N,h

exp

(

i
√

λ N−1
h t

)

wN−1
h

]

. (96)

This solution is a simple superposition of two monochromatic semidiscrete waves
corresponding to the last two eigenfrequencies of the system. The total energy of this
solution is of the order 1 (because each of both components has been normalized in
the energy norm and the eigenvectors are orthogonal one to each other). However,
the trace of its discrete normal derivative is of the order ofh in L2(0,T). This is due
to two facts.

• First, the trace of the discrete normal derivative of each eigenvector is very small
compared to its total energy.

• Second, and more important, the gap between
√

λ N
h and

√

λ N−1
h is of the order

of h, as is shown in Figure 5, left. The wave packet (96) then has a group velocity
of the order ofh.
To be more precise, let us compute|uh|2, with uh as in (96):

|u j ,h(t)|2 =
1

λ N
h





∣

∣

∣

∣

∣

wN
j ,h−

wn
N,h

wN−1
N,h

wN−1
j ,h

∣

∣

∣

∣

∣

2

cos2
((

√

λ N
h −

√

λ N−1
h

)

t
2

)

+

∣

∣

∣

∣

∣

wn
N,h

wN−1
N,h

wN−1
j ,h +wN

j ,h

∣

∣

∣

∣

∣

2

sin2
((

√

λ N
h −

√

λ N−1
h

)

t
2

)



 .

By Taylor expansion, the difference between the two frequencies
√

λ N
h and

√

λ N−1
h is of the orderh, and thus we see that the solution is periodic of pe-

riod of the order of 1/h.
Note that here, from (91), explicit computations yield
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Fig. 5 Left: Square roots of the eigenvalues in the continuous and discrete cases (finite difference
semidiscretization). The gaps are clearly independent ofk in the continuous case and of orderh for
largek in the discrete one. Right: Dispersion diagram for the piecewise linear finite element space
semidiscretization versus the continuous wave equation.

∣

∣

∣

∣

uN,h(t)

h

∣

∣

∣

∣

2

=

∣

∣

∣

∣

∣

wN
N,h

h

∣

∣

∣

∣

∣

2
4

λ N
h

sin2
((

√

λ N
h −

√

λ N−1
h

)

t
2

)

=

(

1− λ N
h h2

4

)

sin2
((

√

λ N
h −

√

λ N−1
h

)

t
2

)

= sin2
(

πh
2

)

sin2
((

√

λ N
h −

√

λ N−1
h

)

t
2

)

.

Thus, the integral of the square of the normal derivative ofuh between 0 and

T is of order ofh4, where the smallness comes from both the fact that
√

λ N
h −

√

λ N−1
h ≃ h and (91).

High frequency wave packets may be used to show that the observability constant
has to blow up at infinite order ash→ 0 (see [75], [76]). To do this it is sufficient to
proceed as above but combining an increasing number of eigenfrequencies. Actu-
ally, Micu in [77] proved that the constantCh(T) blows up exponentially by means
of a careful analysis of the biorthogonal sequences to the family of exponentials

{exp(i
√

λ k
ht)}k=1,...,N ash→ 0.

All these high-frequency pathologies are in fact very closely related to the notion
of group velocity. We refer to [104, 101] for an in-depth analysis of this notion
that we discuss briefly in the context of this example. Since the eigenvectorswk

h
are sinusoidal functions (see (89)) the solutions of the semidiscrete system may be
written as linear combinations of complex exponentials (inspace-time):

exp



±ikπ





√

λ k
h

kπ
t −x







 .
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In view of this, we see that each monochromatic wave propagates at a speed

√

λ k
h

kπ
=

2sin(kπh/2)

kπh
=

ω(ξ )

ξ

∣

∣

∣

∣

{ξ=kπh}
= c(ξ )

∣

∣

∣

∣

{ξ=kπh}
, (97)

with ω(ξ ) = 2sin(ξ/2). This is the so-calledphase velocity. The velocity of prop-
agation of monochromatic semidiscrete waves (97) turns outto be bounded above
and below by positive constants, independently ofh: 0 < 2/π ≤ c(ξ ) ≤ 1 < ∞ for
all h > 0,ξ ∈ [0,π ]. Note that[0,π ] is the relevant range ofξ . Indeed,ξ = kπh and
k = 1, . . . ,N, Nh= 1−h. This corresponds to frequenciesζ = ξ/h in (−π/h,π/h]
which is natural due to the sampling of the uniform grid.

But wave packets may travel at a different speed because of the cancellation
phenomena we discussed above. The corresponding speed for those semidiscrete
wave packets is given by the derivative ofω(·) (see [101]). At high frequencies
(k ∼ N) the derivative ofω(ξ ) at ξ = Nπh = π(1− h) is of the order ofh, the
velocity of propagation of the wave packet.

This is illustrated in Figure 6, where we have chosen a discrete initial datum
concentrated in space aroundx = 0.5 at t = 0 and in frequency atζ ≃ 0.95/h. As
one can see, this discrete wave propagate at a very small velocity.

Fig. 6 A discrete wave packet and its propagation. In the horizontal axis we represent the time
variable, varying between 0 and 2, and the vertical one the space variablex ranging from 0 to 1.

The fact that the group velocity is of orderh is equivalent8 to the fact that the gap

between
√

λ N−1
h and

√

λ N
h is of orderh.

According to this analysis,the group velocity being bounded below is a neces-
sary condition for the uniform observability inequality tohold. Moreover, this is
equivalent to a uniform spectral gap condition.

8 Defining group velocity as the derivative ofω, i.e., of the curve in the dispersion diagram (see Fig-
ure 5), is a natural consequence of the classical propertiesof the superposition of linear harmonic
oscillators with close but not identical phases (see [21]).There is a one-to-one correspondence be-
tween the group velocity and the spectral gap which may be viewed as a discrete derivative of this
diagram. In particular, when the group velocity decreases,the gap between consecutive eigenvalues
also decreases.
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The convergence property of the numerical scheme guarantees only that the
group velocity of numerical waves is the correct one, close to that of the contin-
uous wave equation, for low-frequency wave packets and thisis compatible with
the high frequency pathologies mentioned above .9

The careful analysis of this negative example will be usefulto design possible
remedies, i.e., to propose weaker observability results that would be uniform with
respect to the discretization parameterh > 0. Actually, all the weak observability
results that we shall propose in Section 5 (and others, see [36] for extensive refer-
ences and examples) are based, in a way or another, on removing the high-frequency
pathologies generated by the numerical scheme under consideration.

As we will see below in the next paragraph, the fact that the observability in-
equality (86) is not uniform with respect toh > 0 has an important consequence in
controllability: There are some data to be controlled for which the discrete controls
diverge.

Remark 11.According to Figure 5, both finite-difference and finite element methods
exhibit a frequency on which the group velocity vanishes. This actually is a generic
fact. Indeed, as soon as the discretization method is implemented on a uniform mesh
in a symmetric way, the dispersion diagram is given by a continuous function of
ζ ∈ (−π/h,π/h) that scales asω(ζh)/h, for some smooth functionω describing the
numerical method under consideration. But this functionω can actually be defined
for ζ ∈ R as the output of the discrete laplacian when the input is exp(iζx). Doing
that, one easily checks thatω is necessarily 2π-periodic. According to this, ifω is
smooth, it necessarily has a critical point in(−π ,π).

Therefore, the existence of waves traveling at zero group velocity is generic with
respect to the discretization schemes.

To our knowledge, only the mixed finite element method escapes this patho-
logical fact, but this is so since it corresponds to a non-smooth dispersion raltion
ω(ξ ) = 2tan(ξ/2), which is produced by introducing a mass matrix that degener-
ates at frequency of orderπ/h where the dispersion relation of the discretization of
the laplacian has a critical point. We refer to [17] for a moreprecise discussion on
that particular numerical scheme.

4.4 Blow up of discrete controls

This Section is devoted to analyze the consequences of the negative results on ob-
servability obtained in Theorem 6 at the level of the controllability of the semidis-
crete wave equation (98). The finite-dimensional control system reads as follows

9 Note that in Figure 5, both for finite differences and elements, the semidiscrete and continuous
curves are tangent at low frequencies. This is in agreement with the convergence property of the
numerical scheme under consideration and with the fact thatlow-frequency wave packets travel
essentially with the velocity of the continuous model.
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













y′′j −
1
h2

[

y j+1 +y j−1−2y j
]

= 0, 0 < t < T, j = 1, . . . ,N,

y0(0, t) = 0; yN+1(1,t) = v(t), 0 < t < T

y j(0) = y0
j , y′j(0) = y1

j , j = 1, . . . ,N,

(98)

and it is the semidiscrete version of the controlled wave equation (42).
It is easy to see that this semidiscrete system, for allh> 0 and allT > 0, is exactly

controllable because the Kalman rank condition is satisfied. More precisely, for any
givenT > 0,h> 0 and initial data(y0

h , y1
h), there exists a controlvh ∈ L2(0,T) such

that
yh(T) = y′h(T) = 0. (99)

But, of course, we are interested in the limit processh → 0. In particular, we
would like to understand whether, when the initial data in (98) are “fixed”10 to be
(y0,y1)∈ L2(0,1)×H−1(0,1), the controlsvh of (98) converge inL2(0,T) ash→ 0
to the control of the continuous wave equation (42). The negative results on the ob-
servability problem, and the fact that these two problems, observability and control-
lability are equivalent, see Section 2, make us predict that, in fact, the convergence
of the controls may fail. This is what happens in practice, indeed. In fact for suitable
choices of the initial data the controls may diverge ash→ 0, whateverT > 0 is.

This negative result shows that the discrete approach to numerical control may
fail. In other words,controlling a numerical approximation of a controllable system
is not necessarily a good way of computing an approximation of the control of the
PDE model. Summarizing,the stability and convergence of the numerical scheme
for solving the initial-boundary value problem do not guarantee its stability at the
level of controllability.

4.4.1 Controllability of the discrete schemes

In this Section, we prove that the discrete systems (98) are exactly controllable for
anyh > 0 and characterize the controls of minimal norm. This actually is a byprod-
uct of (86) and Section 2.1. We only rewrite it in our setting for the convenience of
the reader.

Theorem 7.For any T > 0 and h> 0 system(98) is exactly controllable. More
precisely, for any(y0

h, y1
h)∈RN×RN, there exists a controlVhum,h ∈ L2(0,T) given

by HUM such that the solution of(98) satisfies(99).
Moreover, the controlVhum,h of minimal L2(0,T)-norm can be characterized

through the minimization of the functional

Jh((u
0
h,u1

h)) =
1
2

∫ T

0

∣

∣

∣

∣

uN(t)
h

∣

∣

∣

∣

2

dt+h
N

∑
j=1

y0
j u

1
j −h

N

∑
j=1

y1
j u

0
j , (100)

10 For given initial data(y0,y1), the initial data for the controlled semidiscrete system (98) are
taken to be approximations of(y0,y1) on the discrete mesh. The convergence of the controlsvh in
L2(0,T) is then analyzed for the controls corresponding to these approximate initial data.
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in RN ×RN, whereuh is the solution of the adjoint system(81). More precisely, the
controlVhum,h is of the form

Vhum,h(t) = −UN(t)
h

, (101)

whereUh is the solution of the adjoint system(81) corresponding to the initial data
(U0

h,U
1
h) minimizing the functional Jh.

For eachh > 0, as explained in Corollary 2, the control functionVhum,h of min-
imal L2(0,T)-norm of system (98) is given by a linear mapVh of the initial data
(y0

h,y1
h) and can be written asVhum,h = Vh(y0

h ,y1
h).

For convenience, forh > 0 we introduce the norms

∥

∥(u0
h ,u1

h)
∥

∥

2
H1

h×L2
h
= h

N

∑
j=0





(

u0
j+1−u0

j

h

)2

+ |u1
j |2




and

∥

∥(y0
h,y1

h)
∥

∥

L2
h×H−1

h
= sup
‖(u0

h ,u1
h )‖H1

h×L2
h
=1

{

h
N

∑
j=1

y0
j u

1
j −h

N

∑
j=1

u0
j y

1
j

}

. (102)

The first one corresponds to the energy of (85) and the second one stands for the
norm of the space in which the solutions of the controlled semidiscrete system be-
long to.

In particular, if one extends the discrete functions(u0
h ,u1

h) to continuous ones
using Fourier extension, denoted by(u0

h,u
1
h), the following norms are equivalent:

∥

∥(u0
h,u1

h)
∥

∥

2
H1

h×L2
h
≃
∥

∥(u0
h,u

1
h)
∥

∥

2
H1

0×L2 .

We thus deduce by duality the equivalence between the norms
∥

∥(y0
h ,y1

h)
∥

∥

L2
h×H−1

h
≃
∥

∥(y0
h,y

1
h)
∥

∥

L2×H−1 (103)

As a simple consequence of the equivalence stated in Theorem2, we have

‖Vh‖L(L2
h×H−1

h ,L2(0,T)) =
√

2Ch(T), (104)

whereCh(T) is the observability constant in (86).
By Theorems 2 and 6, this indicates that the norms of the discrete control opera-

tors blow up whenh→ 0:

Proposition 3. We have

lim
h→0

‖Vh‖L(L2
h×H−1

h ,L2(0,T)) = +∞.
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Remark 12.Identity (104) indicates that the norm of the discrete controls map blows
up whenh→ 0 at the same rate asCh(T). In view of the results presented in [77], it
blows up with an exponential rate.

As a consequence of Proposition 3 there are continuous data(y0,y1)∈ L2(0,1)×
H−1(0,1) for which the sequence of discrete controls computed on the discrete
controlled system (98) is not even bounded.

To state our results precisely, we must explain how the continuous data(y0,y1)
are approximated by discrete ones(y0

h ,y1
h).

For (y0,y1) ∈ L2(0,1)×H−1(0,1), with Fourier expansion

(y0,y1) =
∞

∑
k=1

(ŷ0
k, ŷ

1
k)w

k,

we introduce a sequence(Ah)h>0 of discretization operators

Ah :

L2(0,1)×H−1(0,1) → RN ×RN,

(y0,y1) 7→ (y0
h,y

1
h) = Ah(y

0,y1) =
N

∑
k=1

(ŷ0
k, ŷ

1
k)w

k.
(105)

To simplify notations, we will denote similarly byAh(y0,y1) the discrete functions
and their continuous corresponding Fourier extensions.

These operatorsAh map continuous data(y0,y1) to discrete ones by truncating
the Fourier expansion, and describe a natural relevant discretization process for ini-
tial data inL2(0,1)×H−1(0,1).

For instance, as one can easily check, for any(y0,y1) ∈ L2(0,1)×H−1(0,1),

Ah(y
0,y1) −→

h→0
(y0,y1) in L2(0,1)×H−1(0,1). (106)

We now prove the following divergence result:

Theorem 8.There exists an initial datum(y0,y1) ∈ L2(0,1)×H−1(0,1) such that
the sequence(Vh ◦Ah(y0,y1))h>0 is not bounded in L2(0,T).

Proof. The proof is by contradiction.
Assume that for all(y0,y1) ∈ L2(0,1)×H−1(0,1), the sequence of discrete con-

trols (Vh ◦Ah(y0,y1))h>0 is bounded inL2(0,T).
Then, applying Banach-Steinhaus Theorem (or the Principleof Uniform Bound-

edness) to the operators(Vh ◦Ah)h>0, there is a constantC > 0 such that for all
h > 0 and(y0,y1) ∈ L2(0,1)×H−1(0,1),

∥

∥Vh ◦Ah(y
0,y1)

∥

∥

L2(0,T)
≤C

∥

∥(y0,y1)
∥

∥

L2×H−1 .

Due to the particular form ofAh, this implies that for all

(y0
h,y1

h) =
N

∑
k=1

(ŷ0
k,h, ŷ

1
k,h)w

k
h,
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we have
∥

∥Vh(y
0
h ,y1

h)
∥

∥

L2(0,T)
≤C

∥

∥(y0
h,y

1
h)
∥

∥

L2
h×H−1

h
.

But this is in contradiction with Proposition 3 and the equivalence (103), which
proves the result.

Remark 13.According to Theorem 8, not only the global cost of controllability di-
verges, but there exist specific initial data such that its cost diverges. This is a direct
consequence of the Principle of Uniform Boundedness. As we indicated above here
we refer to the cost of controlling the sequence of discrete initial data(y0

h,y1
h) built

specifically from the initial data(y0,y1) by truncating Fourier series.
But the approximationAh of the initial data can be defined differently as well,

and the result will remain true. For instance, we may take discrete averages of the
continuous data over intervals centered on the mesh-pointsx j = jh. Of course, in
what concernsy1, we have to be particularly careful since the fact that it belongs to
H−1(0,1) allows only doing averages against test functions inH1

0(0,1). The use of
these test functions can be avoided by first, taking a smooth approximation ofy1 in
H−1(0,1) and then taking averages.

Remark 14.This lack of convergence of the semidiscrete controlsVhum,h towards
the continuous oneV can be understood easily. Indeed, as we have shown above,
the semidiscrete system, even in the absence of controls, generates a lot of spurious
high frequency oscillations. The controlVhum,h of the semidiscrete system (98) has
to take all these spurious components into account. When doing this it gets further
and further away from the true controlV of the continuous wave equation (42), as
the numerical experiments in the following Section illustrate.

4.5 Numerical experiments

In this Section, we describe some numerical experiments showing both the instabil-
ity of the numerical controls for suitable initial data to becontrolled. These simula-
tions were performed by Alejandro Maass Jr. using Matlab.

We consider the wave equation in timeT = 4 on the space interval(0,1). This
suffices for the boundary control of the continuous wave equation for which the
minimal time isT = 2, see Proposition 2.

Given an initial datum to be controlled, we can then compute explicitly the con-
trol of the continuous equation.

The control function can then be computed explicitly using Fourier series, see
Section 3.3. In Figure 8 we present its plot.

The control can also be computed explicitly by using D’Alembert formula. This
also explains the form of the control in Figure 7, right, which looks very much like
the superposition of the initial data to be controlled.

We now consider the finite-difference semidiscrete approximation of the wave
equation by finite-differences. We then compute the exact control of the semidiscrete
system (98) for several values ofN.
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Fig. 7 Plot of the initial datum to be controlled: Left, the position y0. Right, the velocityy1.
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Fig. 8 Plot of the continuous control corresponding to the initialdata(y0,y1) in Figure 7.

Of course, in practice, we do not deal with the space semidiscrete adjoint equa-
tions (81) but rather with fully discrete approximations. In our experiments we em-
ploy the centered discretization in time with time-step∆ t = 0.5h, which, of course,
guarantees the convergence of the scheme.

Following the discrete approach for numerical control, we compute the controls
for the resulting fully discrete system. This is done minimizing the corresponding
time-discrete version of the functionalJh in (100) using a conjugate gradient algo-
rithm. It turns out that the number of iterations needed for convergence is huge. We
stop the conjugate gradient algorithm after 500 iterations. The obtained results are
plot in Figure 9 forN = 50 andN = 150. Increasing the number of iterations would
not change significantly the shape of the obtained controls.Note that they are very
far form the shape of the actual control above. This is a clearevidence of the diver-
gence of the discrete procedure to compute an effective numerical approximation of
the control by controlling the approximate discrete dynamics. This is due to the very
weak observability of the corresponding discrete system which makes the coerciv-
ity of the correspondingJh functional to be very weak. This produces two effects.
First, the descent algorithms are very slow and, second, thenorm of the minimizers
is huge. This is what we see in these numerical experiments.
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It is also very surprising that the conjugate gradient method needs so many itera-
tions whereas it minimizes a functional on a finite-dimensional space of dimension
2N. Indeed, it is well-known that the conjugate gradient algorithm yields the exact
minimizer afterK iterations, whereK is the size of dimension of the space we are
working in, hence, in our caseK = 2N. Then the functional is very ill-conditioned
and the numerical errors cannot be negligible and prevent the conjugate gradient
algorithm from converging in 2N iterations.

The descent iterative method does converge in 500 iterations when the number
of mesh points is less thanN ≤ 44. But the controls one obtains when doing that are
very similar to those plotted in Figure 9.

0 0.5 1 1.5 2 2.5 3 3.5 4
−4

−3

−2

−1

0

1

2

3

4
x 10

4

Time

C
on

tr
ol

0 0.5 1 1.5 2 2.5 3 3.5 4
−1.5

−1

−0.5

0

0.5

1

1.5
x 10

4

Time

C
on

tr
ol

Fig. 9 Divergent evolution of the discrete exact controls when thenumberN of mesh-points in-
creases. Left: the number of mesh points isN = 50. Right:N = 150. In both cases, we plot the
control obtained after 500 iterations of the conjugate gradient algorithm for the minimization ofJh
.

5 Remedies for High-Frequency Pathologies

In the previous Section we have shown that the discrete wave equations are not
uniformly (with respect to the space mesh sizeh) observable, whatever the time
T > 0 is.

We have mentioned that this is due to high-frequency spurious waves. In this
Section, we show that, when employing convenient filtering mechanisms, ruling out
the high frequency components, one can recover uniform observability inequalities.
At this point it is important to observe that the high-frequency pathologies cannot
be avoided by simply taking, for instance, a different approximation of the discrete
normal derivative since the fact that the group velocity vanishes is due to the numer-
ical approximation scheme itself and, therefore, cannot becompensated by suitable
boundary measurements. One has really to take care of the spurious high frequency
solutions that the numerical scheme generates.
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5.1 Fourier Filtering

We introduce a Fourier filtering mechanism that consists in eliminating the high
frequency Fourier components and restricting the semidiscrete wave equation under
consideration to the subspace of solutions generated by theFourier components
corresponding to the eigenvaluesλ ≤ γh−2 with 0 < γ < 4 or with indices 0< j <
δh−1 with 0< δ < 1. In this subspace the observability inequality becomes uniform.
Note that these classes of solutions correspond to taking projections of the complete
solutions by cutting off all frequencies with

√γh−1 < ζ < 2h−1.
The following classical result due to Ingham in the theory ofnonharmonic

Fourier series (see Ingham [54] and Young [105]) is useful for proving the uniform
observability of filtered solutions.

Theorem 9 (Ingham [56]).Let {µk}k∈Z
be a sequence of real numbers such that

µk+1 − µk ≥ σ > 0 for all k ∈ Z. Then for any T> 2π/σ there exists a positive
constant C(T,σ) > 0 depending only on T andσ such that

1
C(T,σ)2 ∑

k∈Z

| ak |2≤
∫ T

0

∣

∣

∣

∣

∣

∑
k∈Z

ake
iµkt

∣

∣

∣

∣

∣

2

dt ≤C(T,σ)2 ∑
k∈Z

| ak |2 (107)

for all sequences of complex numbers{ak} ∈ ℓ2.

Remark 15.Ingham’s inequality can be viewed as a generalization of theorthogo-
nality property of trigonometric functions we used to provethe observability of the
1-d wave equation in Section 3, known as Paserval’s identity.

Ingham’s inequality allows showing that, as soon as the gap condition is satisfied,
there is uniform observability provided the time is large enough.

All these facts confirm that a suitable cutoff or filtering of the spurious numerical
high frequencies may be a cure for these pathologies.

Let us now describe the basicFourier filtering mechanismin more detail. We
recall that solutions of (81) can be developed in Fourier series as follows:

uh(t) =
N

∑
k=1



ak cos

(

√

λ k
ht

)

+
bk
√

λ k
h

sin

(

√

λ k
ht

)



wk
h,

whereak, bk are the Fourier coefficients of the initial data, i.e.,u0
h = ∑N

k=1akwk
h,

u1
h = ∑N

k=1bkwk
h.

Givens> 0, we introduce the following classes of solutions of (81):

Ch(s) =







uh(t) = ∑
λ k

h≤s



ak cos

(

√

λ k
ht

)

+
bk
√

λ k
h

sin

(

√

λ k
ht

)



wk
h







, (108)
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in which the high frequencies corresponding to the indicesj > ⌊δ (N + 1)⌋ have
been cut off. As a consequence of Ingham’s inequality and theanalysis of the gap
of the spectra of the semidiscrete systems we have the following result.11

Theorem 10 (see [53]).For any γ ∈ (0,4) there exists T(γ) > 0 such that for all
T > T(γ) there exists C= C(T,γ) > 0 such that

1
C2Eh(0) ≤

∫ T

0

∣

∣

∣

∣

uN(t)
h

∣

∣

∣

∣

2

dt ≤C2Eh(0) (109)

for every solutionuh of (81) in the classCh(γ/h2) and for all h> 0. Moreover,
the minimal time T(γ) for which (109) holds is such that T(γ) → 2 as γ → 0 and
T(γ) → ∞ asγ → 4.

Remark 16.Theorem 10 guarantees the uniform observability in each classCh(γ/h2)
for all 0 < γ < 4, provided the timeT is larger thanT(γ).

The last statement in the theorem shows that when the filtering parameterγ tends
to zero, i.e., when the solutions under consideration contain fewer and fewer fre-
quencies, the time for uniform observability converges toT = 2, which is the corre-
sponding one for the continuous equation. This is in agreement with the observation
that the group velocity of the low-frequency semidiscrete waves coincides with the
velocity of propagation in the continuous model.

By contrast, when the filtering parameter increases, i.e., when the solutions under
consideration contain more and more frequencies, the time of uniform control tends
to infinity. This is in agreement and explains further the negative result showing
that, in the absence of filtering, there is no finite timeT for which the uniform
observability inequality holds.

The proof of Theorem 10 below provides an explicit estimate on the minimal
observability time in the classCh(γ/h2): T(γ) = 2/

√

1− γ/4.

Remark 17.In the context of the numerical computation of the boundary control
for the wave equation the need of an appropriate filtering of the high frequencies
was observed by Glowinski [40] and further investigated numerically by Asch and
Lebeau in [2].

Let us now briefly sketch the proof of Theorem 10. The easiest one relies on the
explicit representation of the solutions inCh(γ/h2) and the application of Ingham’s

theorem. This can be made possible since for allk with λ k
h ≤ γh−2,

√

λ k+1
h −

√

λ k
h ≥

π cos(kπh/2)≥ π
√

1− γ/4, as explicit computations yield.
Another proof can be derived using the so-called discrete multiplier identity: for

all solutionsuh of (81),

TEh(0)+Xh(t)
∣

∣

∣

T

0
=

1
2

∫ T

0

∣

∣

∣

∣

uN(t)
h

∣

∣

∣

∣

2

dt+
h3

4

N

∑
j=0

∫ T

0

∣

∣

∣

∣

∣

u′j+1−u′j
h

∣

∣

∣

∣

∣

2

dt, (110)

11 These results may also be obtained using discrete multiplier techniques (see [53] and [36] for an
improved version with a sharp estimate of the timeT(δ )).
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with

Xh(t) = h
N

∑
j=1

jh

(

u j+1−u j−1

2h

)

u′j . (111)

Using (110) and straightforward bounds on the time boundaryterm Xh and on
the extra term

h3

4

N

∑
j=0

∫ T

0

∣

∣

∣

∣

∣

u′j+1−u′j
h

∣

∣

∣

∣

∣

2

dt, (112)

one will be able to prove Theorem 10 in any timeT > 2/(1− γ/4), see [53]. How-
ever, using more refined estimates on these terms, one can recover the observability
timeT(γ) = 2/

√

1− γ/4, see [36].
Let us also note that the timeT(γ) = 2/

√

1− γ/4 is sharp. More precisely, when
T < T(γ), there is no uniform observability results in the classCh(γ/h2) sinceT(γ)
is the time corresponding to the minimum group velocity within the classCh(γ/h2).
But the proof is technically more involved and is beyond the scope of these notes.
We refer to [72] and [36] for detailed proofs.

5.2 A Two-Grid Algorithm

Glowinski and Li in [42] introduced a two-grid algorithm that makes it possible to
compute efficiently the control of the continuous model. Themethod was further
developed by Glowinski in [40].

The relevance and impact of using two grids can be easily understood in view of
the analysis of the 1-d semidiscrete equation developed in the previous paragraph.

In (88) we have seen that all the eigenvalues of the semidiscrete system satisfy
λ ≤ 4/h2. We have also seen that the observability inequality becomes uniform
when one considers solutions involving eigenvectors corresponding to eigenvalues
λ ≤ γ/h2, with γ < 4, see Theorem 10.

The key idea of this two-grid filtering mechanism consists inusing two grids:
one, the computational one in which the discrete wave equations are solved, with
step sizeh and a coarser one of size 2h. In the fine grid, the eigenvalues satisfy the
sharp upper boundλ ≤ 4/h2. And the coarse grid will “select” half of the eigen-
values, the ones corresponding toλ ≤ 2/h2. This indicates that in the fine grid the
solutions obtained in the coarse one would behave very much as filtered solutions.

To be more precise, letN ∈ N be an odd number, and still consider the semidis-
crete wave equation (81). We then define the class

Vh =
{

(u0
h,u

1
h) ∈ R

N ×R
N, uℓ

2 j+1 =
uℓ

2 j +uℓ
2 j+2

2
,

j ∈ {0, · · · ,(N−1)/2}, ℓ∈ {0,1}
}

. (113)
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The idea of Glowinski and Li is then to consider initial data lying in this space,
which can be easily described, as we said, in the physical space.

Formally, the oscillations in the coarse mesh that correspond to the largest
eigenvaluesλ ≃ 4sin(π/4)2/h2, in the finer mesh are associated to eigenvalues
in the class of filtered solutions with parameterγ = 4sin(π/4)2 = 2. Formally,
this corresponds to a situation where the observability inequality is uniform for
T > 2/

√

1− γ/4= 2
√

2.
The following holds:

Theorem 11.For N ∈ N an odd integer and T> 2
√

2+ 2h, for any initial data
(u0

h,u
1
h) ∈ Vh, the solutionuh of (81) satisfies:

Eh(0) ≤ 2

T −2
√

2−2h

∫ T

0

∣

∣

∣

uN

h

∣

∣

∣

2
dt. (114)

Theorem 11 has been obtained recently in [36] using the multiplier identity (110)
and careful estimates on each term in this identity. This approach yields the most
explicit estimate on the observability constant for bi-grid techniques.

This issue has also been studied theoretically in the article [83] using the mul-
tiplier techniques in 1-d (but getting an observation timeT > 4), and later in [50]
in 2d using a dyadic decomposition argument. The time has later been improved in
1-d toT > 2

√
2 using Ingham techniques in [71], loosing track of the observability

constants.
Theorem 11 justifies the efficiency of the two-grid algorithmfor computing the

control of the continuous wave equation, as we shall derive more explicitly in Sec-
tion 6.

This method was introduced by Glowinski [40] in the context of the full finite
difference (in time) and finite element space discretization in 2D. It was then fur-
ther developed in the framework of finite differences by M. Asch and G. Lebeau
in [2], where the Geometric Control Condition for the wave equation in different
geometries was tested numerically.

5.3 Tychonoff Regularization

Glowinski, Li, and Lions [43] proposed a Tychonoff regularization technique that
allows one to recover the uniform (with respect to the mesh size) coercivity of the
functional that one must minimize to get the controls in the HUM approach. The
method was tested to be efficient in numerical experiments.

In the context of observability Tychonoff regularization corresponds to relaxing
the boundary observability inequality by adding an extra observation, distributed
everywhere in the domain and at the right scale so that it asymptotically vanishes as
h tends to zero but it is strong enough to capture the energy of the pathological high
frequency components. The corresponding observability inequality is as follows:
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Eh(0) ≤C(T)2
[

∫ T

0

∣

∣

∣

∣

uN(t)
h

∣

∣

∣

∣

2

dt +h3
N

∑
j=0

∫ T

0

∣

∣

∣

∣

∣

u′j+1−u′j
h

∣

∣

∣

∣

∣

2

dt

]

. (115)

The following holds:

Theorem 12 ([100]).For any time T> 2, there exists a constant C(T) such that, for
all h > 0, inequality(115) holds for all solutionsuh of (81). Furthermore, C(T)2

can be taken to be2/(T −2).

In (115) we have the extra term (112) that has already been encountered in the
multiplier identity (110). By inspection of the solutions of (81) in separated vari-
ables it is easy to understand why this added term is a suitable one to reestablish
the uniform observability property. Indeed, consider the solution of the semidiscrete

systemuh = exp(±i
√

λ k
ht)wk

h. The extra term we have added is of the order of

h2λ k
hEh(0). Obviously this term is negligible ash→ 0 for the low-frequency solu-

tions (fork fixed) but becomes relevant for the high-frequencyones whenλ k
h ∼ 1/h2.

Accordingly, when inequality (86) fails, i.e., for the high-frequency solutions, the
extra term in (115) reestablishes the uniform character of the estimate with respect
to h. It is important to emphasize that both terms are needed for (115) to hold. In-
deed, (112) by itself does not suffice since its contributionvanishes ash→ 0 for the
low-frequency solutions.

We do not give the proof of Theorem 12, which is an easy consequence of the
discrete multiplier identity (110)–(111).

5.4 Space semidiscretizations of the 2D Wave Equations

In this Section we briefly discuss the results in [111] on the space finite difference
semidiscretizations of the 2D wave equation in the squareΩ = (0,π)×(0,π) of R2:







utt −∆u = 0 in Q = Ω × (0,T),
u = 0 on∂Ω × (0,T),
u(x,0) = u0(x), ut(x,0) = u1(x) in Ω .

(116)

Obviously, the fact that classical finite differences provide divergent results for 1-
d problems in what concerns observability and controllability indicates that the same
should be true in two dimensions as well. This is indeed the case. However, the mul-
tidimensional case exhibits some new features and deservesadditional analysis, in
particular in what concerns filtering techniques. Given

(

u0,u1
)

∈ H1
0(Ω)×L2(Ω),

system (116) admits a unique solutionu ∈ C
(

[0,T];H1
0(Ω)

)

∩C1
(

[0,T];L2(Ω)
)

.
Moreover, the energy

E(t) =
1
2

∫

Ω

[

| ut(x,t) |2 + | ∇u(x,t) |2
]

dx (117)
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remains constant, i.e.,
E(t) = E(0) ∀0 < t < T. (118)

Let Γ denote a subset of the boundary ofΩ constituted by two consecutive sides,
for instance,

Γ = {(x1,π) : x1 ∈ (0,π)}∪{(π ,x2) : x2 ∈ (0,π)} . (119)

It is well known (see [68, 69]) that forT > 2
√

2π there existsCobs(T) > 0 such that

E(0) ≤Cobs(T)2
∫ T

0

∫

Γ

∣

∣

∣

∣

∂u
∂n

∣

∣

∣

∣

2

dσdt (120)

holds for every finite-energy solution of (116).
We can now address the standard five-point finite difference space semidis-

cretization scheme for the 2-d wave equation.
As in one dimension we may perform a complete description of both the contin-

uous solutions and those of the semidiscrete systems in terms of Fourier series. One
can then deduce the following:

• The semidiscrete system is observable for all timeT and mesh sizeh;
• The observability constantCh(T) blows up ash tends to 0 because of the spurious

high-frequency numerical solutions.
• The uniform (with respect toh) observability property may be reestablished by a

suitable filtering of the high frequencies.

However, filtering needs to be implemented more carefully inthe multi-dimensional
case.

Indeed, the upper bound on the spectrum of the semidiscrete system in two di-
mensions is 8/h2 but it is not sufficient to filter by a constant 0< γ < 8, i.e.,
to consider solutions that do not contain the contribution of the high frequencies
λ > γ h−2, to guarantee uniform observability.

In fact, one has to filter by means of a constant 0< γ < 4. This is due to the exis-
tence of solutions corresponding to high-frequency oscillations in one direction and
very slow oscillations in the other. Roughly speaking, one needs to filter efficiently
in both space directions, and this requires takingγ < 4 (see [111]).

In order to better understand the necessity of filtering and getting sharp observ-
ability times it is convenient to adopt the approach of [72, 73] based on the use of
discrete Wigner measures. The symbol of the semidiscrete system for solutions of
wavelengthh is

τ2−4
(

sin2(ξ1/2)+sin2(ξ2/2)
)

(121)

and can be easily obtained as in the von Neumann analysis of the stability of nu-
merical schemes by taking the Fourier transform of the semidiscrete equation: the
continuous one in time and the discrete one in space.12

12 This argument can be easily adapted to the case where the numerical approximation scheme is
discrete in both space and time by taking discrete Fourier transforms in both variables.
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Note that in the symbol in (121) the parameterh disappears. This is due to the
fact that we are analyzing the propagation of waves of wavelength of the order ofh.

The bicharacteristic rays are then defined as follows:














x′j(s) = −2sin(ξ j/2)cos(ξ j/2) = −sin(ξ j), j = 1,2,

t ′(s) = τ,
ξ ′

j(s) = 0, j = 1,2,

τ ′(s) = 0.

(122)

It is interesting to note that the rays are still straight lines, as for the constant
coefficient wave equation, since the coefficients of the equation and the numeri-
cal discretization are both constant. We see, however, thatin (122) the velocity of
propagation changes with respect to that of the continuous wave equation.

Let us now consider initial data for this Hamiltonian systemwith the following
particular structure:x0 is any point in the domainΩ , the initial timet0 = 0, and the
initial microlocal direction(τ∗,ξ ∗) is such that

(τ∗)2 = 4
(

sin2(ξ ∗
1 /2)+sin2(ξ ∗

2 /2)
)

. (123)

Note that the last condition is compatible with the choiceξ ∗
1 = 0 andξ ∗

2 = π together
with τ∗ = 2. Thus, let us consider the initial microlocal directionξ ∗

2 = π andτ∗ = 2.
In this case the ray remains constant in time,x(t) = x0, since, according to the first
equation in (122),x′j vanishes both forj = 1 and j = 2. Thus, the projection of the
ray over the spacex does not move as time evolves. This ray never reaches the exte-
rior boundary∂Ω where the equation evolves and excludes the possibility of having
a uniform boundary observability property. More precisely, this construction allows
one to show that, ash→ 0, there exists a sequence of solutions of the semidiscrete
problem whose energy is concentrated in any finite time interval 0≤ t ≤ T as much
as one wishes in a neighborhood of the pointx0.

This example corresponds to the case of very slow oscillations in the space vari-
ablex1 and very rapid ones in thex2-direction, and it can be ruled out, precisely,
by taking the filtering parameterγ < 4. In view of the structure of the Hamiltonian
system, it is clear that one can be more precise when choosingthe space of filtered
solutions. Indeed, it is sufficient to exclude by filtering the rays that do not prop-
agate at all to guarantee the existence of a minimal velocityof propagation (see
Figure 10). Roughly speaking, this suffices for the observability inequality to hold
uniformly in h for a sufficiently large time [72, 73].

This ray approach makes it possible to conjecture the optimal uniform observ-
ability time depending on the class of filtered solutions under consideration. The
optimal time is the one that all characteristic rays entering in the class of filtered so-
lutions need to reach the controlled region. This constitutes the discrete version of
the GCC for the continuous wave equation. Moreover, if the filtering is done so that
the wavelength of the solutions under consideration is of anorder strictly less than
h, then one recovers the classical observability result for the constant coefficient
continuous wave equation with the optimal observability time.
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Fig. 10 Level set representation of the group velocity as a functionof the frequency(hξ1,hξ2) ∈
(−π ,π). In red, the points where the group velocity is 1, which is thevelocity of propagation of
continuous waves. In blue, the points where the group velocity is close to zero. When, by means
of a filtering method the blue areas are removed, the velocityof propagation of rays is uniformly
bounded from below.

5.5 A more general result

Here, we describe the most general result available in the literature for uniform
observability of space semidiscrete wave equations.

This concerns the finite-element discretization of (59) observed through some
subdomainω . Let us emphasize from the beginning that the results presented in that
Section hold under the Geometric Control Condition for(Ω ,ω ,T), whatever the
dimension is and under very mild assumptions on the finite-element discretization
under consideration.

In the following, to simplify the presentation, we focus on the constant coefficient
wave equation:







utt −∆u = 0, in Ω × (0,T),
u = 0, on∂Ω × (0,T),
u(0) = u0, ut(0) = u1, in Ω

(124)

observed throughχωut on ω × (0,T).
The corresponding observability inequality is

∥

∥∇u0
∥

∥

2
L2(Ω)

+
∥

∥u1
∥

∥

2
L2(Ω)

≤C2
obs

∫ T

0
‖χωut(t)‖2

L2(Ω) dt. (125)

Let us now describe the finite element method we use to discretize (124).
Consider(Vh)h>0 a sequence of vector spaces of finite dimensionnh that embed

Vh into L2(Ω) using a linear morphismρh : Vh → L2. For eachh > 0, the inner
product〈·, ·〉L2 in L2 induces a structure of Hilbert space forVh endowed by the
scalar product〈·, ·〉h = 〈ρh·,ρh·〉L2. We assume that for eachh > 0, the vector space
ρh(Vh) is a subspace ofD((−∆D)1/2) = H1

0(Ω). We thus define the linear operator
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A0h : Vh →Vh by

〈A0hφ h,ψh〉h = 〈∇ρhφ h,∇ρhψh〉L2, ∀(φ h,ψh) ∈V2
h . (126)

The operatorA0h defined in (126) obviously is self-adjoint and positive defi-
nite.Formally, definition (126) implies that

A0h = (∇ρh)
∗∇ρh. (127)

This operatorA0h corresponds to the finite element discretization of−∆D, the
Laplace operator with Dirichlet boundary conditions. System (124) is then dis-
cretized into

u′′
h +A0huh = 0, uh(0) = u0

h ∈Vh, u′
h(0) = u1

h ∈Vh. (128)

In this context, for allh> 0, the observation operator naturally becomesχωρhu′h(t).
We now make precise the assumptions we have, usually, onρh, and which will

be needed in our analysis. For this, we introduce the adjointof ρh fromVh endowed

with the scalar product of〈A1/2
0h ·,A1/2

0h ·〉h to D(A1/2
0 ) = H1

0(Ω) endowed with the
scalar product〈∇·,∇·〉L2.

One easily checks thatρ∗
hρh = IdVh. Besides, the embeddingρh describes the

finite element approximation we have chosen. In particular,the vector spaceρh(Vh)

approximates, in the sense given hereafter, the spaceD(A1/2
0 ) = H1

0(Ω): There exist
θ > 0 andC0 > 0, such that for allh > 0,

{

∥

∥∇(ρhρ∗
h − I)u

∥

∥

L2(Ω)
≤C0‖∇u‖L2(Ω) , ∀u∈ H1

0(Ω),
∥

∥∇(ρhρ∗
h − I)u

∥

∥

L2(Ω)
≤C0hθ ‖−∆u‖L2(Ω) , ∀u∈ H2∩H1

0(Ω).
(129)

Note that in many applications, estimates (129) are satisfied for θ = 1. This is in
particular true when discretizing on uniformly regular meshes (see [92]).

We will not discuss convergence results for the numerical approximation schemes
presented here, which are classical under assumption (129), and which can be found
for instance in the textbook [92].

In view of the previous results, it is natural to restrict ourselves to filtered initial
data. For allh > 0, sinceA0h is a self adjoint positive definite matrix, the spectrum
of A0h is given by a sequence of positive eigenvalues

0 < λ 1
h ≤ λ 2

h ≤ ·· · ≤ λ nh
h (130)

and normalized (inVh) eigenvectors(wk
h)1≤k≤nh. For anys, we can now define, for

eachh > 0, the filtered space (to be compared with (108))

Ch(s) =







uh = ∑
λ k

h≤s



ak cos

(

√

λ k
ht

)

+
bk
√

λ k
h

sin

(

√

λ k
ht

)



wk
h







.
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We are now in position to state the following results:

Theorem 13 ([27]).Assume that the maps(ρh)h>0 satisfy property(129)and that
(ω ,Ω ,T) satisfies the Geometric Control Condition, i.e. that system(124)is exactly
observable.

Then there existε > 0, a time T∗ and a positive constant Cobs such that, for any
h∈ (0,1), any solution of(128) lying in Ch(ε/hθ ) satisfies

∥

∥∇ρhu0
h

∥

∥

2
L2(Ω)

+
∥

∥ρhu1
h

∥

∥

2
L2(Ω)

≤C2
obs

∫ T∗

0

∥

∥χωρhu′
h(t)
∥

∥

2
L2(Ω)

dt. (131)

Note in particular that this yields the same results as the one obtained in [90] in
a 1-d framework and generalizes it to any dimension.

The proof of this Theorem combines, essentially, the observability inequality
of the continuous wave equation and sharp estimates on the convergence of the
numerical scheme towards the continuous model. Roughly speaking, one needs to
build the subspace of initial data so that numerical solutions are uniformly close to
the continuous ones so that they inherit the observability properties of the later.

The interest of this result is that it holds in any space dimension and in a very
general Galerkin approximation setting. To our knowledge,[27] and the companion
paper [29] are the first ones in which this kind of results are presented with such a
degree of generality.

The proof of this statement can be derived using resolvent estimates [16, 79] (see
also [88] for a similar estimate) but this method does not yield sharp estimates on
the observability time. HenceT∗ in Theorem 13 may be much larger than the time
for which (ω ,Ω ,T) satisfies GCC and the one one could expect to be sharp in view
of the analysis of the dispersion diagram of the numerical scheme.

Note also that (131) holds within a class of functions that are much more filtered
than in Theorem 10. The later holds up to the critical scale within subclasses of
the formCh(γ/h2), γ < 4. Whether the result in Theorem 13 is true or not in these
optimal subclasses is an interesting open problem. Note, inany case, that Theorem
13 holds in a much more general setting, where new phenomena could occur. Even
in 1-d, for the finite element method on non-uniform meshes, whether Theorem 13
can be improved or not is an open problem.

6 Convergence results

The goal of this Section is to describe a general approach to show the convergence
of the discrete controls, obtaining convergence rates, from the observability results
presented in the previous Section.
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6.1 A general procedure for the convergence of the discrete
controls

In this Section, we describe the setting in which we are working, and present the
main ideas.

Let A be a skew-adjoint operatorA : D(A) ⊂ X → X with compact resolvent and
dense domain, andB be an admissible control operatorB∈ L(U ,X−1).

We assume that the continuous system (13) is controllable insome timeT > 0.
Now, we approximate the continuous model (13) by a sequence of finite-dimensional

systems
x′h = Ahxh +Bhvh, t ≥ 0, xh(0) = x0

h ∈ Xh, (132)

where(Ah,Bh) is a sequence of finite-dimensional approximations of the operators
(A,B) respectively, where for eachh > 0, Ah is a skew-adjoint operator defined on
a finite dimensional spaceXh embedded intoX, andBh is defined on a vector space
Uh that embeds into the Hilbert spaceU with values inXh.

We consider the embeddingρh : Xh → X, which provides an Hilbert structure on
Xh by ‖·‖h = ‖ρh(·)‖X .

To simplify the presentation, we further assume thatBh is simply given byρ∗
hB,

whereB is the continuous control operator, so thatUh simply coincides withU .
Otherwise, similar ideas can be applied, see for instance Section 6.2.3.

We also assume that the spacesXh fill the spaceX as h → 0 in a sense that
will be made precise below. Of course, the finite difference or the finite-element
approximation schemes for the wave equation fit into this setting, and a more precise
description can be made in these cases.

We have already seen in Section 4.4 that, for the finite-difference method, the
discrete controls fulfilling the control requirementxh(T) = 0 may blow up ash→ 0,
due to the fact that observability properties do not hold uniformly with respect to
the discretization parameterh > 0.

However, we have seen in Section 5 that weak observability results can be shown
to hold uniformly with respect to the discretization parameterh > 0, provided suit-
able filtering mechanisms are implemented. To be more precise, we assume that
there exist a positive constantCobs and a timeT such that, for allh > 0,

∥

∥ϕT
h

∥

∥

2
h ≤C2

obs

∫ T

0
η(t)‖B∗

hϕh(t)‖2
U

dt, ∀ϕT
h ∈ Ch, (133)

whereCh is a subspace ofXh, η is a smooth function with values in[0,1], vanishing
for t /∈ [0,T] and equals to 1 on some non trivial subset of[0,T], similarly as in (21),
andϕh is the solution of the adjoint system

ϕ ′
h = Ahϕh, t ∈ (0,T), ϕh(T) = ϕT

h . (134)

We now consider the HUM-type functionalJh, defined forϕT
h ∈ Ch by
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Jh(ϕT
h ) =

1
2

∫ T

0
η(t)‖B∗

hϕh(t)‖2
U

dt+ 〈x0
h,ϕh(0)〉h. (135)

Using the same arguments as in Theorem 1 and Corollary 1, one easily checks
that:

Theorem 14.Assume that(133)holds. with constants C and T independent of h>
0.

Let h> 0 and x0
h ∈ Xh. Then the functional Jh in (135) is continuous, strictly

convex and coercive onCh and it admits a unique minimizerΦT
h ∈ Ch. Then, setting

Vh = η(t)B∗
hΦh, whereΦh is the solution of(134)with initial dataΦT

h , the solution
xh of (132)satisfies

∀ϕT
h ∈ Ch, 〈ϕT

h ,xh(T)〉h = 0, (136)

or equivalently xh(T) ∈ C⊥
h .

Besides, this is the only controlVh ∈ L2(0,T;U ) such that the correspondingxh

satisfies(136)and which is of the formVh = ηB∗
hϕh for someϕh solution of (134)

with ϕh(T) ∈ Ch.
Moreover,

1

C2
obs

∥

∥ΦT
h

∥

∥

2
h ≤

∫ T

0
‖Vh(t)‖2

U

dt
η(t)

=
∫ T

0
η(t)‖B∗

hΦh(t)‖2
U

dt ≤C2
obs

∥

∥x0
h

∥

∥

2
h .

(137)

The following two questions arise now naturally:

• Convergence.Givenx0
h that converge (weakly or strongly) tox0 in X ash→ 0 (in

a sense to be made precise), can we show that the discrete controlsVh converge
to V, the continuous control corresponding tox0 for (13) ?

• Convergence rates.Can we furthermore give a convergence rate for the conver-
gence ofVh towardsV ?

These two questions will be investigated below in this very general setting. Of
course, getting such results requires a more precise knowledge of the numerical
schemes under consideration.

We shall then present a general frame on which, under suitable hypotheses that
should then be carefully verified in each situation, the convergence will be proved
with convergence rates.

6.1.1 Convergence

To derive the convergence of the discrete controlsVh given by Theorem 14, we need
the following hypotheses, that should be verified in each situation:

Hypothesis #1.For ϕT ∈ ∩s>0D(As) andϕ be the corresponding solution of
(14), there exists a sequence of functionsϕT

h ∈ Ch such that, ifϕh denotes the cor-
responding solution of(134),
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ρhϕh(0) −→
h→0

ϕ(0) X (138)

B∗
hϕh −→

h→0
B∗ϕ L2(0,T;U ). (139)

Hypothesis #1 looks like a classical result of convergence of the numerical meth-
ods under consideration. This is indeed the case, except forthe fact that the ap-
proximations ofϕT are searched within the restricted subspaceCh of Xh. This in
practice requires proving the convergence of suitable projections of the numerical
approximations.

We also need the following assumption:

Hypothesis #2.For ϕT
h ∈ Xh andϕT ∈ X such that

ρhϕT
h ⇀

h→0
ϕT X andsup

h
‖B∗

hϕh(t)‖L2(0,T;U) < ∞, (140)

denoting byϕh andϕ respectively the solutions of(134)and (14) with initial data
ϕT

h andϕT respectively,

ρhϕh ⇀
h→0

ϕ L2(0,T;X) (141)

B∗
hϕh ⇀

h→0
B∗ϕ L2(0,T;U ) (142)

ρhϕh(0) ⇀
h→0

ϕ(0) X. (143)

The statements in Hypothesis #2 typically hold for classical numerical approxi-
mation schemes.

Under these two main hypotheses we get the following result:

Theorem 15.Let x0 ∈ X andx0
h ∈ Xh be such thatρhx0

h weakly converges to x0 in X
as h→ 0.

We further assume that Hypotheses #1 and #2 hold true.
Then the discrete controlsVh given by Theorem 14 weakly converge to V given

by Proposition 1 in L2(0,T;dt/η ;U ) as h→ 0.
Moreover, ifρhx0

h strongly converge to x0, Vh strongly converge to V in the norm
of L2(0,T;dt/η ;U ) (hence in the L2(0,T;U )-norm as well) as h→ 0.

Proof. The proof of Theorem 15 is divided into several steps.
Step 1. Extraction of a weakly convergent sequence of controls. From Theo-

rem 14, the sequenceVh is bounded inL2(0,T;dt/η ;U ). Hence, up to extrac-
tion of a subsequence, the controlsVh weakly converge to some functionv in
L2(0,T;dt/η ;U ).

Step 2. Any weak accumulation point ofVh is a control function for(13). The
Euler-Lagrange equation satisfied by the minimizerΦT

h of Jh in (135) is the follow-
ing one:

∀ϕT
h ∈ Ch,

∫ T

0
〈Vh(t),B

∗
hϕh〉U dt+ 〈x0

h,ϕh(0)〉h = 0. (144)
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Let us then takeϕT ∈∩s>0D(As). Using Hypothesis #1, we obtain a sequenceϕT
h ∈

Ch such that the strong convergences (139)-(138) hold. Further using that

〈x0
h,ϕh(0)〉h = 〈ρhx0

h,ρhϕh(0)〉X ,

and passing to the limit in (144), we obtain that for allϕT ∈ ∩s>0D(As),

∫ T

0
〈v(t),B∗ϕ〉U dt+ 〈x0,ϕ(0)〉X = 0. (145)

By density, this also holds true for allϕT ∈ X. From (20), this implies thatv is a
control function for (13).

Step 3. Any weak accumulation point v ofVh can be written as v= ηB∗ϕ for some
ϕ solution of the adjoint system(14). For all h > 0, Vh = ηB∗

hΦh, whereΦh is the
solution of (134) with initial dataΦT

h , andVh andρhΦT
h are bounded, respectively,

in L2(0,T;dt/η ;U ) andX, due to (137). Thus, up to subsequence,ρhΦT
h weakly

converge inX to someϕT . Thus, from Hypothesis #2,v = ηB∗ϕ , whereϕ is the
solution of (14) corresponding toϕT .

Step 4. Any weak accumulation point ofVh is the control V given by Proposition
1. This follows from the uniqueness of the control functions that can be written
ηB∗ϕ for someϕ solution of (14) (see Proposition 1).

Hence there is only one weak accumulation point for the sequence(Vh), which
coincides with the controlV given by Proposition 1. Therefore, the sequence(Vh)
weakly converges toV in L2(0,T;dt/η ;U ) ash→ 0.

Step 5. Strong convergence whenρhx0
h strongly converges to x0. In view of the

weak convergence property from Step 4, we only need to prove the convergence of
theL2(0,T;dt/η ;U )-norms ofVh ash→ 0.

But, from (144) applied toΦT
h (∈ Ch),

‖Vh‖2
L2(0,T;dt/η;U ) =

∫ T

0
η(t)‖B∗

hΦh(t)‖2
U

dt = −〈ρhx0
h,ρhΦh(0)〉X. (146)

On the other hand,V = ηB∗Φ, whereΦ is given by Proposition 1. From (20) applied
to ϕT = ΦT , we obtain

‖V‖2
L2(0,T;dt/η;U ) =

∫ T

0
η(t)‖B∗Φ(t)‖2

U
dt = −〈x0,Φ(0)〉X . (147)

Now, using Step 3 and Hypothesis #2,ρhΦT
h weakly converges to someϕT in X

which is such thatV = ηB∗ϕ . From the observability inequality (22),ϕ ≡ Φ, the
one corresponding to the minimizer of the functionalJ in (23). HenceρhΦT

h weakly
converges inX to ΦT . Applying again Hypothesis #2,ρhΦh(0) weakly converges
to Φ(0) in X ash→ 0.

Passing to the limit,〈ρhx0
h,ρhΦh(0)〉X converges to〈x0,Φ(0)〉X ash → 0, and

then passing to the limit in (146) and using (147), theL2(0,T;dt/η ;U )-norms of
Vh converge to theL2(0,T;dt/η ;U )-norm ofV.

This concludes the proof of the Theorem.
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Note that this method of proof is not new (see, for instance, [53]) and it has been
shown to be robust and efficient, whatever the discretization scheme or the weak
observability properties under consideration are.

However, this approach did not seem to be sufficient to get convergence rates for
the discrete controls. The main reason is that it was not known, with this degree of
generality, that smooth initial data to be controlled yieldsmooth controls. As we
have explained above, we now know that such results hold truein a broad abstract
setting, but only when the cut-off function in timeη(t) is introduced or when the
control operator is bounded, i.e.B∈ L(U ,X). Then, using Theorem 3, we will be
in conditions to prove also convergence rates.

6.1.2 Convergence rates

To prove convergence rates for the discrete controls towards the continuous ones, it
is necessary, as is standard in numerical analysis, to assume some smoothness on the
initial data. One then needs to make sure that the numerical schemes approximating
the PDE model have suitable convergence rates that we will then transfer to the
controls. In the following Hypothesis #3 we require this property to be fulfilled.

Hypothesis #3.There exists1 > 0 and a constantθ1 > 0 such that for allϕT ∈
D(As1), one can find a sequence of functionsϕT

h ∈ Ch such that the corresponding
solutionsϕh of (134)satisfy, forh > 0,

sup
t∈(0,T)

(‖ρhϕh−ϕ‖X)+‖B∗(ρhϕh−ϕ)‖L2(0,T;U ) ≤Chθ1
∥

∥ϕT
∥

∥

D(As1)
, (148)

whereϕ is the solution of(14)with initial dataϕT .

Note that Hypothesis #3 is a stronger version of Hypothesis #1. It always holds
with Xh instead ofCh for convergent numerical approximation schemes. As we shall
see, in specific examples, similar results hold within the classesCh as assumed in
Hypothesis #3.

Also note that whenB∗ is bounded, estimate (148) is implied by the weaker one:

sup
t∈(0,T)

‖ρhϕh−ϕ‖X ≤Chθ1
∥

∥ϕT
∥

∥

D(As1)
. (149)

We also need a similar convergence assumption for the controlled equation:

Hypothesis #4.There exists2 > 0 and a constantθ2 such that for allx0 ∈D(As2)
andΦT ∈ D(As2), settingx0

h = ρ∗
hx0, v = ηB∗Φ whereΦ is the solution of(14)

with initial dataΦT andvh ∈ L2(0,T;U ), the corresponding solutionsxh andx of
(132)and (13) respectively satisfy:

‖ρhxh(T)−x(T)‖X ≤Chθ2

(

∥

∥x0
∥

∥

D(As2)
+
∥

∥ΦT
∥

∥

D(As2)

)

+C‖vh−v‖L2(0,T;U ) .

(150)
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Note that Hypothesis #4 looks like a classical convergence result for numerical
methods. The fact that the source term is given asηB∗Φ is needed to guarantee
that the controlled trajectoryx lies in a smooth space, and in particular that this is a
strong solution, see Corollary 3 and Section 3.3.

We are now in position to state our main result:

Theorem 16.Assume that Hypotheses #3 and #4 hold.
Let s= max{s1,s2} andθ = min{θ1,θ2}.
Then, for any x0 ∈ D(As), settingx0

h = ρ∗
hx0, the discrete controlsVh given by

Theorem 14 converge to the control V given by Proposition 1 and

‖Vh−V‖L2(0,T;dt/η;U ) ≤Chθ ∥
∥x0
∥

∥

D(As)
. (151)

Proof. The proof is divided into several steps.
Step 1. The continuous control is smooth.Let x0 ∈ D(As) . From Theorem 3, the

weighted HUM method yields a controlV(t) = η(t)B∗Φ(t), computed by Propo-
sition 1 whereΦ is the solution of (14) corresponding to the minimizerΦT of the
functionalJ in (23), which is smooth:

∥

∥ΦT
∥

∥

D(As)
≤C

∥

∥x0
∥

∥

D(As)
.

Step 2. An approximate control.SinceΦT ∈ D(As), by Hypothesis #3, one can
approximateΦ by a sequencẽΦh of solutions of the discrete equations (134) with
initial dataΦ̃T

h ∈ Ch such that

∥

∥B∗(ρhΦ̃h−Φ)
∥

∥

L2(0,T;U )
≤Chθ ∥

∥ΦT
∥

∥

D(As)
≤Chθ ∥

∥x0
∥

∥

D(As)
.

Hence, setting
ṽh(t) = η(t)B∗

hΦ̃h(t), (152)

ṽh satisfies
‖ṽh−V‖L2(0,T;dt/η;U ) ≤Chθ ∥

∥x0
∥

∥

D(As)
. (153)

Then, using Hypothesis #4, we get that the solutionx̃h of

x̃′h = Ahx̃h +Bhṽh, t ≥ 0, x̃h(0) = x0
h,

satisfies
‖x̃h(T)‖h ≤Chθ ∥

∥x0
∥

∥

D(As)
.

Step 3. An exact discrete control.From Theorem 14, there exists a control func-
tion v̂h ∈ L2(0,T;U ) such that the functionwh solution of

w′
h = Ahwh +Bhv̂h, t ≥ 0, wh(0) = 0,

satisfies
∀ϕT

h ∈ Ch, 〈wh(T)+ x̃h(T),ϕh(T)〉h = 0.
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Besides, from Theorem 14, this can be done with a control function v̂h ∈ L2(0,T;U )
that can be written̂vh = ηB∗

hζ h for ζ h solution of (134) with initial dataζ T
h ∈ Ch,

and with
‖v̂h‖L2(0,T;dt/η;U ) ≤C‖x̃h(T)‖h ≤Chθ ∥

∥x0
∥

∥

D(As)
. (154)

Henceṽh + v̂h is a control for (132) (in the sense of (136)).
Step 4. Identification of the controls.From the uniqueness of the discrete controls

that can be written asηB∗
hϕh with ϕT

h ∈ Ch stated in Theorem 14,Vh = ṽh + v̂h.
Hence, from (153)-(154),

‖V −Vh‖L2(0,T;dt/η;U ) ≤‖V − ṽh‖L2(0,T;dt/η;U )+‖v̂h‖L2(0,T;dt/η;U ) ≤Chθ ∥
∥x0
∥

∥

D(As)
.

This completes the proof of the Theorem.

The approach presented above is very general and can be applied in many sit-
uations. Below, we shall explain how it yields convergence results from the weak
observability results stated in Section 5.

Remark 18.We refer to the recent work [20] for approximation results based on
the continuous approach. In that approach the approximate controls are not built as
controls for an approximate discrete dynamics but rather discretizing an iterative
algorithm leading to convergence at the continuous level, but necessarily to the con-
trol of minimal norm. Note also that the method developed in [20] only converges
for initial data to be controlled lying inD(A3/2) (the proofs in [20] focus on the
finite element methods for the wave equation, for which this space is the natural
one), but does nota priori converge when the initial data to be controlled only lie in
X. The discrete approach we develop here provides both, convergence results in the
optimal class of initial data and convergence rates for smooth data.

Remark 19.In a first reading, the fact that the proof of convergence of the discrete
controls does not require the convergence of the controlledequations might seem
surprising. Indeed, Hypotheses #1, #2 and #3 refer only to the adjoint equation
(134)-(14) and only Hypothesis #4 directly refers to the convergence of the con-
trolled equation.

But the convergence properties of the adjoint equation (134) towards the contin-
uous one (14) in Hypotheses #1, #2 and #3 also yield convergence results for the
discrete controlled system (132)-(13) since their solutions are defined by transposi-
tion, taking scalar products with the solutions of the adjoint system.

6.2 Controllability Results

In this Section we apply the above procedure for deriving convergence rates for
numerical controls in various relevant examples.

Before going further, let us emphasize that the problem of boundary control, as
the internal control problem above, corresponds to a case inwhich the energy space
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is not identified with its dual, as it is done in the previous paragraph. This fact creates
a shift in the functional spaces below. We made the choice of presenting the abstract
theory in the reflexive case with the identification betweenX and its dual for the
sake of simplicity.

More precisely, in the case of the boundary controllabilityof the wave equation,
the adjoint equation (39) lies inX = H1

0(0,1)× L2(0,1), whereas the controlled
equation (42) is solved in the spaceX∗ = L2(0,1)×H−1(0,1).

Note in particular that the wave semigroup is an isometry in both spacesX and
X∗, and thus the only difference with respect to the presentation above is that the
identification betweenX and its dual is not done.

Hence, Hypotheses #1, #2, #3 should be checked in the energy spaceH1
0(0,1)×

L2(0,1), whereas Hypothesis #4, that refers to the convergence of the continu-
ous controlled equation towards (42), should be proved in the spaceL2(0,1)×
H−1(0,1).

6.2.1 Filtering methods

Based on Theorem 10, we can setCh = Ch(γ/h2) with γ ∈ (0,4). Note that, here
Ch(γ/h2) refers to the space in which the trajectoriesuh, solutions of (81), live. Of
course, this can be identified with the set of data such that for somet ∈ (0,T) (and
then for allt ∈ (0,T)), (uh(t),u′

h(t)) belongs to the vector space spanned by the first
eigenvectorswk

h corresponding to the eigenvaluesλ k
h ≤ γ/h2.

In that case, the control requirement (136) for solutionsyh of (98) becomes:

∀uh ∈ Ch(γ/h2), h
N

∑
j=1

y j(T)u′j(T)−h
N

∑
j=1

y′j(T)u j(T) = 0, (155)

or, equivalently,

π
Ch(γ/h2)yh(T) = 0, andπ

Ch(γ/h2)y
′
h(T) = 0, (156)

whereπCh(γ/h2) denotes the orthogonal projection ofL2
h(0,1) on the vector space

spanned by the eigenfunctionswk
h corresponding to eigenvaluesλ k

h ≤ γ/h2.
Fix now γ ∈ (0,4), andT > T(γ) given by Theorem 10. Introduceδ > 0 such

thatT > T(γ)+2δ . Let η be a smooth function of time such that

η : R → [0,1], η(t) =

{

1 on[δ ,T(γ)+ δ ],
0 onR\ (0,T).

(157)

According to the analysis done in the previous Section, it isthen natural to introduce
the following functional

Jh(uh) =
1
2

∫ T

0
η(t)

∣

∣

∣

∣

uN(t)
h

∣

∣

∣

∣

2

dt+h
N

∑
j=1

y0
j u

1
j −h

N

∑
j=1

y1
j u

0
j , (158)
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for uh ∈ Ch(γ/h2).
Then, similarly as in Theorem 7, we have:

Theorem 17.Let γ ∈ (0,4) and T> T(γ) given by Theorem 10.
For all h > 0 system(98) is controllable in the sense of(155) (or, equivalently,

(156)).
More precisely, for any(y0

h , y1
h)∈RN×RN, there exists a controlVh ∈L2(0,T;dt/η)

such that the solution of(98) satisfies(155).
Moreover, the controlVh of minimal L2(0,T;dt/η)-norm fulfilling (155)can be

characterized through the minimization (overCh(γ/h2)) of the functional Jh in (158)
as

Vh(t) = −η(t)
UN(t)

h
, (159)

whereUh is the minimizer of Jh in (158)overCh(γ/h2).

Here, the difference with the situation in Theorem 7 is that discrete systems are
observable within the spaceCh(γ/h2), uniformly with respect to the discretization
parameterh > 0. This allows to deduce that the discrete controlsVh given by The-
orem 17 are bounded.

One should then prove that the Hypotheses #1 and #2 hold in this case, to obtain
a convergence result. In this case, they take the following form:

Lemma 2 ([53, 36]).Let (u0,u1) ∈ C∞
0 (0,1)2 and u be the corresponding solution

of (39). Then there exists a sequence of functionsuh ∈ Ch(γ/h2) such that

(

ρhuh(0),ρhu′
h(0)

)

−→
h→0

(u(0),u′(0)) H1
0(0,1)×L2(0,1) (160)

−uN,h

h
−→
h→0

∂xu(1,t) L2(0,T), (161)

whereρh is the continuous extension of the discrete functionuh by Fourier series.

In other words, Hypothesis #1 is satisfied in this case. Corresponding to Hypoth-
esis #2, we have:

Lemma 3 ([53, 36]).Let (u0
h,u

1
h) be discrete functions and(u0,u1) ∈ H1

0(0,1)×
L2(0,1) such that

(ρhu0
h,ρhu1

h) ⇀
h→0

(u0,u1) H1
0(0,1)×L2(0,1) (162)

and

sup
h

∥

∥

∥

∥

uN,h(t)

h

∥

∥

∥

∥

L2(0,T)

< ∞. (163)

Then, denoting byuh and u respectively the solutions of(81)and(39)with initial
data(u0

h,u
1
h) and(u0,u1) respectively, we have
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(ρhuh,ρhu′
h) ⇀

h→0
(u,u′) L2(0,T;H1

0(0,1)×L2(0,1)) (164)

−uN,h

h
⇀

h→0
∂xu(1,t) L2(0,T) (165)

(ρhu0
h,ρhu1

h) ⇀
h→0

(u0,u1) H1
0(0,1)×L2(0,1). (166)

Here, again,ρh denotes the continuous extension operator of discrete functions by
Fourier series.

In other words, Hypothesis #2 is satisfied in this case.
Note that, due to the multiplier identity (110), one easily checks that (163) is a

consequence of (162). Indeed, weakly convergent sequencesare bounded, and (110)
immediately yields an uniform admissibility result for thediscrete wave equation
(81).

We refer to [53, 36] for the proof of Lemmas 2–3.
Accordingly, based on the convergence result in Theorem 15,we get

Theorem 18.Within the setting of Theorem 17, given(y0,y1)∈ L2(0,1)×H−1(0,1)
and a sequence of discrete initial data(y0

h,y
1
h) such that(ρhy0

h,ρhy1
h) weakly con-

verges to(y0,y1) in L2(0,1)×H−1(0,1), the discrete controlsVh provided by The-
orem 17 weakly converges in L2(0,T;dt/η) to V , the control provided by Theorem
5, as h→ 0.

Besides, if the discrete initial data(y0
h,y

1
h) are such that(ρhy0

h,ρhy1
h) strongly

converges to(y0,y1) in L2(0,1)×H−1(0,1), then the discrete controlsVh strongly
converges to V in L2(0,T;dt/η) as h→ 0.

It is then natural to address the issue of the convergence rates for the discrete
controlsVh given by Theorem 17. For this to be done, as we have said, it is sufficient
to derive the order of convergence for the discrete wave equation, namely the ones
corresponding to Hypotheses #3 and #4.

The following result is proved in [36]:

Proposition 4 ([36]). Let (u0,u1) ∈ H2 ∩H1
0(0,1)×H1

0(0,1). Then there exists a
constant C=C(T) independent of(u0,u1) and a sequence(u0

h,u
1
h) ∈ Ch(1/h4/3) of

initial data such that for all h> 0,
∥

∥(ρhu0
h,ρhu1

h)− (u0,u1)
∥

∥

H1
0×L2 ≤Ch2/3

∥

∥(u0,u1)
∥

∥

H2∩H1
0×H1

0
(167)

and the solutions u of(39)with initial data (u0,u1) anduh of (81)with initial data
(u0

h,u
1
h) satisfy, for all h> 0,

sup
t∈[0,T ]

∥

∥(ρhuh(t),ρhu′
h(t))− (u(t),u′(t))

∥

∥

H1
0×L2 ≤Ch2/3

∥

∥(u0,u1)
∥

∥

H2∩H1
0×H1

0
,

(168)
∥

∥

∥

∥

uN,h(·)
h

+ux(1, ·)
∥

∥

∥

∥

L2(0,T)

≤Ch2/3
∥

∥(u0,u1)
∥

∥

H2∩H1
0×H1

0
, h > 0. (169)

Moreover,
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sup
t∈[0,T ]

∥

∥(ρhuh(t),ρhu′
h(t))

∥

∥

H2∩H1
0×H1

0
≤C

∥

∥(u0,u1)
∥

∥

H2∩H1
0×H1

0
, (170)

∥

∥

∥

∥

uN,h(·)
h

∥

∥

∥

∥

H1(0,T)

≤C
∥

∥(u0,u1)
∥

∥

H2∩H1
0×H1

0
, h > 0. (171)

Note that Proposition 4 is proved by taking the Fourier series decomposition of
the continuous solutionu of (39) and truncating it at the best order, which turns out
to beλ k

h ≃ 1/h4/3. This might be surprising since it introduces powers of the form
h2/3 for the rate of convergence of the numerical scheme. But, actually, this strategy
is optimal, as explained in [91]. This is due to the fact that

√

λ k
h −kπ =

2
h

sin

(

kπh
2

)

−kπ ≃ π3

24
k3h2,

which is small within the range ofk such thatk . h−2/3, hence corresponding to
λ k

h . h−4/3.
Also note thatρh denotes the Fourier extension of the discrete solutions. Hence it

is smooth and one can take theH2(0,1) norms of these continuous approximations
as required in the statement above.

Finally, let us emphasize that Proposition 4 is well-known except for what con-
cerns the convergence of the normal derivatives on the boundary. In particular, our
approach strongly uses the uniform hidden regularity property given by the multi-
plier identity (110).

Once this is done, we are in position to state the following counterpart of Hy-
pothesis #4:

Theorem 19 ([36]).Let (y0,y1) ∈ H1
0(0,1)×L2(0,1) and v∈ H1

0(0,T) and denote
by y the corresponding solution of(42).

Consider a sequence of initial data(y0
h,y

1
h) and control functionsvh ∈ L2(0,T)

such that
sup
h>0

{

∥

∥(ρhy0
h,ρhy1

h)
∥

∥

H1
0×L2 +‖vh‖H1

0 (0,T)

}

< ∞

and denote byyh the corresponding solution of(98). Then there exists a positive
constant C independent of h> 0 such that

∥

∥(ρhyh(T),ρhy′h(T))− (y(T),y′(T))
∥

∥

L2×H−1

≤Ch2/3sup
h>0

{

∥

∥(ρhy0
h,ρhy1

h)
∥

∥

H1
0×L2 +‖vh‖H1

0 (0,T)

}

+
∥

∥(ρhy0
h,ρhy1

h)− (y0,y1)
∥

∥

L2×H−1 +C‖vh−v‖L2(0,T) . (172)

The details of the proof of Theorem 19 will be given in [36].
This is slightly more subtle than Proposition 4 at least for two reasons:

• To give a precise definition of the solution of the wave equation with initial data
in L2(0,1)×H−1(0,1) with a boundary datav∈ L2(0,T), one needs to introduce
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the concept of solutions in the sense of transposition, i.e.based on the duality
with solutionsu of equations similar to (39) lying in the energy spaceH1

0(0,1)×
L2(0,1), and to use hidden regularity results that show thatux(1,t) ∈ L2(0,T),
see [68].

• One should then use the explicit convergence results statedin Proposition 4, and
in particular the one on the normal derivative (169).

Then, using Proposition 4 and Theorem 19 and Theorem 16, we get:

Theorem 20.Let (y0,y1) ∈ H1
0(0,1)×L2(0,1) and consider a sequence of discrete

initial data (y0
h,y

1
h) such that(ρhy0

h,ρhy1
h) strongly converges to(y0,y1) in L2(0,1)×

H−1(0,1).
Let γ ∈ (0,4) and T> T(γ). Then the controlsVh given by Theorem 17 strongly

converge to V in L2(0,T;dt/η), where V is the control given by Theorem 5 corre-
sponding to(y0,y1).

Besides, there exists a constant C such that for all h> 0,

‖Vh−V‖L2(0,T;dt/η) ≤Ch2/3sup
h>0

{

∥

∥(ρhy0
h,ρhy1

h)
∥

∥

H1
0×L2

}

+C
∥

∥(ρhy0
h,ρhy1

h)− (y0,y1)
∥

∥

L2×H−1 . (173)

In particular, choosing(y0
h,y

1
h) such that for some C independent of h> 0,

∥

∥(ρhy0
h,ρhy1

h)
∥

∥

H1
0×L2 ≤ C

∥

∥(y0,y1)
∥

∥

H1
0×L2 , (174)

∥

∥(ρhy0
h,ρhy1

h)− (y0,y1)
∥

∥

L2×H−1 ≤ Ch2/3
∥

∥(y0,y1)
∥

∥

H1
0×L2 , (175)

one immediately gets

‖Vh−V‖L2(0,T;dt/η) ≤Ch2/3
∥

∥(y0,y1)
∥

∥

H1
0×L2 . (176)

To our knowledge, this is the first result on the order of convergence for the
discrete controls obtained in Theorem 17.

Let us also emphasize that the convergence results stated in(174)-(175) are sat-
isfied when taking as discrete initial data the restriction to the mesh points of the
orthogonal projections inL2(0,1) or H1

0(0,1) on the vector space spanned by the
functions(wk(x) = sin(kπx))1≤k≤N. Of course, other interpolation operators can be
considered for which assumptions (174)-(175) are satisfied.

Remark 20.The observability results in classes of filtered solutions stated in Section
5.4 and obtained in [111] for the semidiscrete finite-difference approximations of
the multi-dimensional wave equation, also yield similar convergence estimates with
proofs that follow line to line those above. We do not write down the details here for
the sake of conciseness.

The results stated in Theorem 13 ([27]) do not apply in the context of boundary
controllability, but rather when the control is distributed inside the domain. In that
case one does not need to use transposition methods since solutions are defined in a
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classical manner and this can be done by standard energy and semigroup methods
(see Theorem 4). Consequently, the needed convergence results are more classical.
But still, to our knowledge, a rigorous proof of the fact thatHypothesis #3 holds in
that case is still missing.

Of course, despite of this, Hypotheses #1 and #2 hold and follow from classical
convergence results for the finite element methods, see [4].Therefore, one can prove
the counterpart of Theorem 18 in that case, see [27] for details.

6.2.2 The bi-grid technique

The methods above can also be used to obtain convergence results and convergence
rates for the two-grid filtering technique.

In this caseCh = Vh, whereVh is given by (113). We are then precisely in the
same setting as the one in Section 6.1.

Based on the observability result stated in Theorem 11, using Theorem 14 we
obtain:

Theorem 21.Let T > 2
√

2 andη be as in(157)with T(γ) replaced by2
√

2.
Let (y0

h,y
1
h) be discrete initial data.

Then introduce the functional Jh defined as in(158) for uh solution of (81)
such that(uh(T),u′

h(T)) ∈ Vh. This functional has a unique minimizerUh solu-
tion of (81) with (Uh(T),U′

h(T)) ∈ Vh, among the space of solutionsuh such that
(uh(T),u′

h(T)) ∈ Vh.
ThenVh defined as in(159)is a control function for which the solutionyh of (98)

satisfies

∀(u0,T
h ,u1,T

h ) ∈ Vh, h
N

∑
j=1

y j(T)u1,T
j −h

N

∑
j=1

y′j(T)u0,T
j = 0. (177)

Moreover,Vh is the control of minimal L2(0,T;dt/η) norm for which the corre-
sponding solution of(98) satisfies the control requirement(177). It is also the only
control satisfying(177)that can be written as in(159)for a solutionuh of (81)with
(uh(T),u′

h(T)) ∈ Vh.

Now, using Theorem 15, Lemma 3 and an easy variant of Lemma 2 left to the
reader, one can then prove the following:

Theorem 22 ([36]).Within the setting of Theorem 21, given(y0,y1) ∈ L2(0,1)×
H−1(0,1) and a sequence of discrete initial data(y0

h,y
1
h) such that(ρhy0

h,ρhy1
h)

weakly converges to(y0,y1) in L2(0,1)×H−1(0,1), the discrete controlsVh pro-
vided by Theorem 21 weakly converge in L2(0,T;dt/η) to V , the control provided
by Theorem 5, as h→ 0.

Besides, if the discrete initial data(y0
h,y

1
h) are such that(ρhy0

h,ρhy1
h) strongly

converge to(y0,y1) in L2(0,1)×H−1(0,1), the discrete controlsVh strongly con-
verge to V in L2(0,T;dt/η) as h→ 0.
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To go further, one should then prove a variant of Proposition4 for the solutions
uh of the discrete wave equations (81) such that(uh(T),u′

h(T)) ∈ Vh. One way of
doing that is to take the discrete solutions given by (4), which belong toCh(1/h4/3)
and to add to them high-frequency components so that(uh(T),u′

h(T)) ∈ Vh. Doing
this, one can check that the high-frequency components thathave been added that
way are small and do not modify the estimates in Proposition 4.

Note that, of course, these approximations will not belong anymore toCh(1/h4/3)
but it does not matter for our purpose.

Then, using Theorem 15, Theorem 19 and this slightly modifiedvariant of Propo-
sition 4 where we further imposed on the discrete data the condition(uh(T),u′

h(T))∈
Vh, one can obtain convergence rates for the convergence of thediscrete controls:

Theorem 23 ([36]).Let (y0,y1) ∈ H1
0(0,1)× L2(0,1) and consider a sequence of

discrete initial data(y0
h,y

1
h) such that(ρhy0

h,ρhy1
h) strongly converges to(y0,y1) in

L2(0,1)×H−1(0,1).
Let T > 2

√
2. Then the controlsVh given by Theorem 21 strongly converge to

V in L2(0,T;dt/η), where V is the control given by Theorem 5 corresponding to
(y0,y1).

Besides, there exists a constant C such that for all h> 0, estimate(173)holds. In
particular, choosing(y0

h,y
1
h) such that for some C independent of h> 0, (174)-(175)

are satisfied, one immediately gets(176).

The proof can be found in [36] but, again, it follows the general theory developed
in Section 6.1.

6.2.3 Tychonoff regularization

The Tychonoff regularization is of slightly different nature since, in agreement with
Theorem 12, one has to reinforce the observation operator byadding an extra ob-
servation, distributed everywhere in the discrete grid, sothat observability holds
uniformly on the mesh-size parameter for all solutions. In view of this, the applied
control mechanism has to be reinforced as well, so that to theboundary discrete
control we will add an extra control distributed everywherein the domain. How-
ever, this added control will vanish ash → 0 and the methods of Section 6.1 will
apply to show the convergence towards the limit control of the leading term. There
are however some minor modifications to be introduced with respect to the abstract
functional setting provided in Section 6.1 that we describebelow.

Let η be as in (157) withT(γ) replaced by 2.
First, we introduce the functional̂Jh defined for(u0

h,u
1
h) ∈ R

N ×R
N by:
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Ĵh(u
0
h,u

1
h) =

1
2

∫ T

0
η(t)

∣

∣

∣

∣

uN(t)
h

∣

∣

∣

∣

2

dt+
h3

4

N

∑
j=0

∫ T

0
η(t)

∣

∣

∣

∣

∣

u′j+1−u′j
h

∣

∣

∣

∣

∣

2

dt

+h
N

∑
j=1

y0
j u

1
j −h

N

∑
j=1

y1
j u

0
j , (178)

whereuh is the solution of the adjoint system (81) with initial datum(u0
h,u

1
h).

Using this functional and based on Theorem 12, we get the following:

Theorem 24.Set T> 2, and consider an initial datum(y0
h,y

1
h) ∈ RN ×RN.

For each h> 0, the functionalĴh in (178)has a unique minimizer(U0
h,U

1
h). Then,

setting










Vh(t) = −η(t)
UN(t)

h

G j ,h(t) =
η(t)
2h2

(

U ′
j+1−2U ′

j +U ′
j−1

)

, j = 1, · · · ,N,

(179)

the solutionyh of














y′′j −
1
h2

[

y j+1 +y j−1−2y j
]

= h2G′
j ,h, 0 < t < T, j = 1, . . . ,N

y0(t) = 0; yN+1(t) = Vh(t), 0 < t < T
y j(0) = y0

j , y′j(0) = y1
j , j = 1, . . . ,N,

(180)

satisfies the control requirement

(yh(T),y′h(T)) = (0,0). (181)

Theorem 24 shows how the Tychonoff regularization modifies the control prob-
lem. It introduces a control everywhere in the domain, that weakly converges to
zero. This is of course compatible with our analysis, which states the existence of
high-frequency spurious solutions which do not propagate and therefore can not be
controlled from the boundary. Therefore, if one wants to satisfy the strong control
requirement (181), one needs to introduce a control everywhere in the domain. But
this control can be built in such a way that it vanishes whenh→ 0.

Note that Theorem 12 gives a lot more of information, and in particular the fol-
lowing one:

Proposition 5. Under the assumptions of Theorem 24, there exists a constantC(T)
independent of h> 0 such that

‖Vh‖L2(0,T) +h‖ρhGh‖L2(0,T;H−1(0,1)) +h2‖ρhGh‖L∞(0,T;L2(0,1))

≤C(T)
∥

∥(ρhy0
h,ρhy1

h)
∥

∥

L2(0,1)×H−1(0,1)
. (182)

We now state the following counterparts of Lemma 2 and 3,:

Lemma 4 ([36]). In the setting of Lemma 2 (withγ = 4 so that no filtering is imple-
mented), we further have
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h2ρh∆hu′
h −→

h→0
0 L2((0,T)× (0,1)). (183)

Lemma 5 ([36]). In the setting of Lemma 3, we further have

h2ρh∆hu′
h ⇀

h→0
0 L2((0,T)× (0,1)). (184)

Based on Proposition 5, Lemmas 4-5 and using the same ideas asin Theorem 15,
one gets the following:

Theorem 25 ([36]).Within the setting of Theorem 24, given(y0,y1) ∈ L2(0,1)×
H−1(0,1) and a sequence of discrete initial data(y0

h,y
1
h) such that(ρhy0

h,ρhy1
h)

weakly converges to(y0,y1) in L2(0,1) × H−1(0,1), then the discrete controls
(Vh,Gh) provided by Theorem 24 weakly converge in the following sense:

Vh ⇀
h→0

V, in L2(0,T;dt/η),

h2ρhGh ⇀
h→0

0, in L2((0,T)× (0,1)),
(185)

where V is the control provided by Theorem 5, as h→ 0.
Besides, if the discrete initial data(y0

h,y
1
h) are such that(ρhy0

h,ρhy1
h) strongly

converges to(y0,y1) in L2(0,1)×H−1(0,1), then the discrete controls(Vh,h2ρhGh)
strongly converge to(V,0) in L2(0,T;dt/η)×L2((0,T)× (0,1)) as h→ 0.

One can even follow the proof of Theorem 16 to obtain convergence rates for the
discrete controls. For doing that, inspecting the proof of Theorem 19, we need the
following for the convergence of the equations of (81) to (39):

Proposition 6 ([36]). In the setting of Lemma 3, we further have

sup
t

∥

∥hρh∆hu′
h(t)
∥

∥

L2(0,1)
≤Ch

∥

∥(u0,u1)
∥

∥

H2∩H1
0×H1

0
. (186)

The proof of this additional estimate is easy: Basically, ituses thath∇h are uniformly
bounded with norm smaller than 2, and then

∥

∥hρh∆hu′
h

∥

∥

L2(0,1)
.
∥

∥ρhu′
h

∥

∥

H1
0

.
∥

∥(ρhu0
h,ρhu1

h)
∥

∥

H2∩H1
0×H1

0
.

We also need to be able to give an estimate on the controlled equation, which is
mainly the one in Theorem 19 except that an internal control in H−1(0,T;L2(0,1))
has been added. When the distributed source terms are inL2(0,T;L2(0,1)) con-
vergence results in the energy space are classical and can befound, for instance,
in [4]. One can easily deal with source terms inH−1(0,T;L2(0,1)) integrating the
equations in time,and working in the spaceL2(0,1)×H−1(0,1).

Hence we can derive the following result:

Theorem 26 ([36]). Within the setting of Theorem 25, let(y0,y1) ∈ H1
0(0,1)×

L2(0,1) and consider a sequence of discrete initial data(y0
h,y

1
h) such that(ρhy0

h,ρhy1
h)

strongly converge to(y0,y1) in L2(0,1)×H−1(0,1).
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Fig. 11 The initial positiony0 to be controlled.

Let T > 2. Then the controls(Vh,h2Gh) given by Theorem 24 strongly converge
to (V,0) in L2(0,T;dt/η)× L2((0,T)× (0,1)), where V is the control given by
Theorem 5 corresponding to(y0,y1).

Besides, there exists a constant C such that for all h> 0,

‖Vh−V‖L2(0,T;dt/η) +
∥

∥h2ρhGh
∥

∥

L2((0,T)×(0,1))

≤Ch2/3sup
h>0

{

∥

∥(ρhy0
h,ρhy1

h)
∥

∥

H1
0×L2

}

+
∥

∥(ρhy0
h,ρhy1

h)− (y0,y1)
∥

∥

L2×H−1 . (187)

In particular, if (174)-(175)are satisfied, we get

‖Vh−V‖L2(0,T;dt/η) +
∥

∥h2ρhGh
∥

∥

L2((0,T)×(0,1))
≤Ch2/3

∥

∥(y0,y1)
∥

∥

H1
0×L2 . (188)

The precise proofs will be given in [36], but here again, theyrely on the same
ideas as for Theorem 16. Indeed it consists in using that the minimizer (U0,U1)
of the continuous HUM functional is smooth. Therefore, one can approximate it
with a known error term by a discrete solution(Ũ0

h,Ũ
1
h) of (81), which corresponds

to some approximate controls(ṽh,h2g̃h) defined by (179) withŨh instead ofUh.
One should then correct this error, and this can be done with small controls using
the observability result in Proposition 5. We finally conclude by the uniqueness of
controls(vh,gh) that can be written as (179) for some solutionuh of (81).

6.3 Numerical Experiments

In this Section, our goal is to illustrate the convergence results proven above. We
focus on the study of the filtering method, the others being very similar.

We first consider the case in which the initial datum to be controlled lies in
L2(0,1)×H−1(0,1): y0(x) = x2 for x∈ (0,1/2), y0(x) = −(1−x)2 for x∈ (1/2,1)
andy1 ≡ 0 (see Figure 11).
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Fig. 12 Discrete controls computed for the initial datum(y0,0) with y0 as in Figure 11, for different
values ofN, under the CFL condition∆t = 0.5h, in timeT = 4 and with a filtering parameterγ = 1.
From left to right and top to bottom:N = 50,N = 100,N = 150,N = 200,N = 250 andN = 300.

We then represent in Figure 12 the control functions for various choices ofN.
Note that here, due to the weight function in time, the explicit expression of the
control that is given through the minimization of the functional J in (76) is not
available anymore.

Here, the wave equation is discretized in time, with a CFL condition ∆ t = 0.5h.
The filtering parameter is taken to beγ = 1. The functionη is chosen such that:
η = 1 for t ∈ (0.4,3.6). On t ∈ (0,0.4), η(t) is a polynomial of order 3 so that
η(0) = η ′(0) = η ′(1) = 0 andη(0.4) = 1, and we choose it in a similar way in
(3.6,4). Of course,η is notC∞ smooth but onlyC1, but this would be enough for
our purpose. With these choices, the time of controlT = 4 suffices to control the
fully discrete dynamics.
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Fig. 13 The initial velocityy1 to be controlled.

As one can see, the controls in Figure 12 exhibit some kind of Gibbs phenomenon
close to the discontinuities of the control.

Let us now present similar numerical results, but for an initial datum to be con-
trolled in H1

0(0,1)× L2(0,1). Now, (y0,y1) are chosen such that:y0 = 0 andy1 is
the discontinuous triangular function in Figure 13. The analytic expression ofy1 is
y1(x) = −x for x∈ (0,1/2) andy1(x) = 1−x in (1/2,1).

This corresponds to an initial datum to be controlled inH1
0(0,1)× L2(0,1).

Therefore, we should expect better convergence propertiesas before.
We present in Figure 14 the controls computed for that initial data and for several

values ofN. One can see that there, the controls in Figure 14 seem to be smoother
than the ones in Figure 12. This is of course consistent with our analysis which
states that:

• the smoothness of the continuous control corresponds to thesmoothness of the
initial datum to be controlled,

• the discrete controls converge towards the continuous one,

and the added regularity of the data being controlled.
To conclude our analysis, we illustrate our results on the rate of convergence

of the discrete controls. For that to be done, we take as reference control the one
carefully computed for some large reference system sizeNre f . Using this accurately
computed controlVNre f , we compute the norm ofVN −VNre f for variousN ≤ Nre f .
The rate of convergence ofVN towardsVNre f should give a realistic estimate of the
convergence rate of the discrete controls towards the continuous one. In log-log
scales, this yields Figure 15.

The linear interpolations of the obtained curves have slope−1.04 when control-
ling (0,y1) with y1 as in Figure 13 and slope−0.34 when controlling(y0,0) with y0

as in Figure 11.
The fact that, for(0,y1) with y1 as in Figure 13, the rate is much better than the

expected rate−2/3 predicted by Theorem 20 comes from the fact that the initial
datum to be controlled(0,y1), with y1 as in Figure 13, lies not only inH1

0(0,1)×
L2(0,1) but in Hs

0(0,1)×Hs−1
0 (0,1) for all s< 3/2. This gain of 1/2− derivative

with respect of the energy space explain the faster convergence rate as we shall
explain below.
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Fig. 14 Discrete controls computed for the initial datum(0,y1) with y1 as in Figure 13, for different
values ofN, under the CFL condition∆t = 0.5h, in timeT = 4 and with a filtering parameterγ = 1.
From left to right and top to bottom:N = 50,N = 100,N = 150,N = 200N = 250 andN = 300.

Similarly, (y0,0) with y0 as in Figure 11, lies not only inL2(0,1)×H−1(0,1) but
also inHs

0(0,1)×Hs−1
0 (0,1) for all s< 1/2, thus explaining why the controls seem

to converge with a rate of the order of 1/3.
In fact, the numerical approximations of the controls converge to that of the limit

system with rates corresponding to the class of regularity of the initial data under
consideration. Actually, following the proofs of [36], if the initial data to be con-
trolled lye inHs

0(0,1)×Hs−1
0 (0,1) for s∈ (0,3/2) (above the values= 3/2, more

compatibility boundary conditions are required), the convergence rate is of the order
of h2s/3. This is completely consistent with the numerical simulations in Figure 15
since the theory then predicts a convergence rate of orderh1/3 for s= 1/2 and ofh
for s= 3/2, to be compared with the ratesh0.34 andh1.04 found in Figure 15. For
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Fig. 15 Graph of log(‖VN −V300‖) as a function of log(N) for N ∈ (30,120): left, for the discrete
controls computed for the initial datum(0,y1) with y1 as in Figure 13, the linear interpolant has
slope−1.04; right, for the discrete controls computed for the initial datum (y0,0) with y0 as in
Figure 11, the linear interpolant has slope−0.34.

the proof of these more general convergence rates results itsuffices, in fact, to prove
the analogs of Theorems 19–20 in the spaces of the corresponding regularity and
convergence rates.

7 Further Comments and Open Problems

7.1 Further Comments

1. Time-discrete and fully discrete approximations.In these notes, we have
addressed the problem of the convergence of the controls forspace semidiscrete
approximations of the wave equation as the mesh-size goes tozero. But one can
go further and discretize in time these space semidiscrete approximations to obtain
fully discrete approximation schemes. This time-discretization adds further spurious
high-frequency waves and, consequently, extra difficulties to the fulfillment of the
observability inequalities. This is so since the time-discretization process deforms
the spectrum and the dispersion relation of the system.

This added numerical dispersion effect has been studied more precisely in [31]
for abstract conservative systems (see also [107] for a study of a time discrete and
space continuous wave equation) using resolvent type estimates [16, 79, 88]. The in-
terest of the method developed there is that it completely decouples the effects of the
space discretization process from the ones originating from the time discretization.
Again, the main results can be stated as follows: removing high-frequency solutions,
one can get uniform observability properties, where, here,uniformity is referred to
space and time discretization parameters. Spurious waves appear at frequencies of
the order of 1/(∆ t), where∆ t is the time discretization parameter ([31]). On the
other hand, the added filtering that the time-discretization processes require can be
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avoided through suitable CFL type conditions on the space and time discretization
parameters. These results are sharp, as it has been shown explicitly in [107].

However, the results in [31] do not provide any precise estimate on the time
needed to guarantee the uniform observability inequality.This is a drawback of the
method developed in [31], which is based on resolvent estimates.

To overcome this drawback, more recently in [36], we have developed a dis-
crete transmutation technique, inspired on previous works, in particular by Miller
[80, 79], which establishes a connection between solutionsof the time continuous
systems and the time-discrete ones. This approach yields explicit estimates on the
time needed to guarantee uniform observability results.

The approach developed in Section 6.1 also applies in the context of fully discrete
schemes and also yields convergence results for the corresponding discrete controls
with explicit convergence rates based on the existing results on the convergence of
the fully discrete systems towards the continuous one.

2. Other space discretization methods.In these notes, we have mainly consid-
ered the 1-d wave equation discretized using finite differences and we have proved
that their observability and controllability properties fail to be uniform as the mesh-
size parameters tend to zero. This turns out to occur for mostnumerical methods. In
particular, this is also the case for the finite element method, see [53], among others.

However, there are some schemes that enjoy uniform observability properties,
but they seem to be very rare. This is the case for instance forthe mixed finite el-
ement method [41, 17, 18, 28]. For these schemes observability and controllability
properties are uniform, without any need of filtering, and the discrete controls con-
verge towards the continuous ones. But this discretizationmethod has an important
drawback: Its CFL type condition for stability has the form∆ t ≤ h2, where∆ t is
the time discretization parameter. This is in contrast withthe above methods which
only require∆ t ≤ h.

3. Stabilization and discretization.As already noticed in [96], the theory of
stabilization and observation/control are strongly linked.

This connection has been made even more precise in [46], showing that the
damped wave system







ztt −∆z+ χωzt = 0 in Q,
z= 0 on Σ ,
z(x,0) = z0(x),zt(x,0) = z1(x) in Ω .

(189)

is exponentially stable, in the sense that there exist a constantC and a strictly positive
constantµ > 0 such that for all initial data(z0,z1) ∈ H1

0(Ω)× L2(Ω) and for all
t ≥ 0,

E(t) ≤Ce−µtE(0),

if and only if the wave system (64) is observable throughω .
This result can be easily extended to an abstract framework,provided the damp-

ing and control operators are bounded.
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In the context of stabilization of waves one often considersboundary damping
operators. They turn out to be unbounded perturbations of the conservative semi-
group and, therefore, the equivalence of stabilization of the damped system and the
observation of the conservative one does not apply. We referto [1] for partial results
in that direction.

Going back to the problem of stabilization by distributed damping as above, and
in what concerns the numerical approximation issues, our understanding of the lack
of observability for space semidiscrete systems (and fullydiscrete ones, see Com-
ment #1 above) suggests that similar pathologies may arise making the decay prop-
erties of the corresponding semidiscrete or fully discretesystems not to be uniform.
That is indeed the case. As a by byproduct of the lack of uniform observability for
(64), the apparently most natural discretizations of (189)are not exponentially uni-
formly stable, see e.g. [99, 81, 90]. Again, this is due to high-frequency phenomena
and spurious solutions coming from the numerical schemes under consideration.
One shall then add a numerical viscosity term everywhere in the domain to damp
out efficiently these spurious waves. This is the idea that has been developed in [99]
for the 1 and 2-d wave equation and then later formalized in a much more general
form in [33, 34].

The possible use of two-grid filtering techniques to ensure uniform decay prop-
erties is an interesting subject that requires further analysis. Of course, one of the
main difficulties is related to the fact that the property of being of two-grid form is
not preserved along the dissipative dynamics.

4. Other models.Let us also point out that many control results exist for other
type of models, such as Schrödinger equation [67], beam equation [89], where sim-
ilar ideas as the one presented above can be applied, even if of course, each case
presents some specificity and should be handled carefully.

The convergence properties of controls for discrete heat equations has also been
developed lately in [70, 61, 30, 8, 9, 10]. The later works [8,9] are based on Car-
leman estimates for discrete elliptic operators, which require important technical
developments.

7.2 Open Problems

Problem 1. Semilinear Wave Equations.We have studied the convergence of
the discrete controls for linear wave equations, and we havedescribed the difficulties
encountered because of the spurious high-frequency solutions and how to remedy
them.

Of course, the same questions arise in the context of semilinear wave equations,
even with globally Lipschitz nonlinearities, a case that has been handled for instance
in [113]. Most often the nonlinear problems are addressed bymeans of a fixed point
argument together with a careful analysis of the control properties of the linearized
system. One of the main difficulties that appears when doing that is to estimate the
dependence of the observability constants on the(t,x)-depending potentials of the
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linearized the equation. This can be handled using sidewiseenergy estimates (but
this works only in 1-d), multipliers or Carleman estimates [109, 110, 37, 26], thus
yielding various constraints on the growth of the non-linearity at infinity for the
controllability property to hold. This kind of results guarantees the controllability of
the nonlinear system for all initial data in an uniform time.

But one can relax the control problem, analyzing it locally,for small data. Local
results, together with exponential convergence ones obtained by means of suitable
damping mechanisms, allow showing that, eventually, everyinitial data can be con-
trolled to zero but on a time that depends on the size of the initial data and that
may tend to infinity when the norm of the data tend to infinity. Local results can
be proved for nonlinearities growing at infinity in a superlinear manner. When us-
ing energy methods, however, one needs to impose growth conditions at infinity.
More recently, using dispersive estimates (see [25, 24]), the class of nonlinearities
for which this kind of results holds has been extended to cover the range of non-
linearities that can be handled for the well-posedness of the Cauchy problem in the
energy space by means of Strichartz inequalities. We refer to the survey article [108]
for a discussion of this issue.

The extension of the numerical analysis we have developed and presented in this
article to this semilinear setting is a widely open problem.In [115], the adaptation
of the two-grid technique to globally Lipschitz nonlinearities is presented, together
with some open problems and directions of research.

There is also plenty to be done to adapt the numerical analysis techniques pre-
sented here to super-critical exponents since the theory ofdispersive estimates for
linear discrete waves is also difficult matter in itself. We refer to in [51, 49, 50] for
the first results in that direction in the context of Schrödinger equations.

The same problems arise in the context of many other nonlinear PDE, for in-
stance: semilinear Schrödinger equations [62], KdV equations [95], semilinear heat
equations [112, 26], etc.

Problem 2. Non-uniform meshes.In applications, one usually deals with non-
uniform meshes for finite element methods. But the Fourier analysis methods we
have developed here can not be applied in that setting. Roughly speaking, the only
existing result in this direction is the one presented in Theorem 13 ([27]), ensuring
that, when filtering the high frequencies at the scale 1/

√
h, uniform observability

holds. But on uniform meshes, the critical scale is 1/h. An in depth analysis is
needed in order to explain what is the behavior of numerical waves in this interme-
diate range for frequencies in between 1/

√
h and 1/h.

The issue is even open in 1-d. For instance, it would worth identifying the class
of quasi-uniform meshes for which the 1/h filtering scale suffices.

In this context, the article [28] is worth mentioning: There, it has been proved
that, for the mixed finite element method in 1-d on non-uniform meshes, uniform
observability properties hold under some mild restrictions on the mesh. This is based
on the very nature of the mixed finite element discretizationwhich allows to com-
pute explicitly the spectrum of the discrete equations and then to apply Fourier anal-
ysis techniques.
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Note that this issue can also be related to the observabilityproperties of the wave
equation with variable coefficients in uniform meshes. For the continuous 1-d wave
equation the assumption on the BV regularity of the coefficients is sharp (see [19]).
Adapting the numerical analysis results presented in this paper to that setting is a
challenging open problem.

Problem 3. Uniform control of the low frequencies.In [77] it has been proved
that, in 1-d, for initial data having only a finite number of Fourier components, the
discrete controls are uniformly bounded and converge ash→ 0 towards the control
of the wave equation. This result has been proved using moment problem tech-
niques. The article [77] provides explicit estimates on thebi-orthogonal functions
depending both on the frequency and the mesh-size parameters and in particular
yields uniform estimates in the case in which only a finite number of frequencies
are involved. This analysis is limited by now to 1-d problems. The extension of this
result to multi-dimensional problems, even in the case of the unit square observed
from two consecutive boundaries, is a challenging and interesting open problem.

Problem 4. Wigner measures.In [72, 73], Macià adapted Wigner measures to
study the propagation of the singularities of waves in a discrete setting on uniform
meshes of the whole space (see Problem 2). Roughly speaking,to any sequence
of solutions of the discrete wave equation one associates a measure living on the
space and frequency variables that is constant along the bicharacteristic flow of the
Hamiltonian corresponding to the wave process under consideration. This Wigner
measure has some interesting features. In particular, whenconsidering sequences
that weakly converge to zero inL2, the Wigner measure describes the possible lack
of strong convergence very accurately.

But this theory is still to be developed more completely to handle, for instance,
boundary conditions and non-uniform meshes or to adapt the notion of polarization
introduced in [15] to the discrete setting.

Problem 5. Numerical methods using randomness.When discretizing one
dimensional hyperbolic systems of conservation laws, one can use the so-called
Glimm’s random choice method.

This idea, originally developed in [39], has even been used to prove existence of
solutions for one dimensional hyperbolic systems.

A natural question then is the following one: Can we use Glimm’s random choice
method to obtain convergent sequences of discrete controls? So far, this issue is
widely open. The only contribution we are aware of is [22], which states that, for
the corresponding discrete 1-d wave equation, with an excellent probability, uniform
observability holds. Here, excellent probability means with a probability greater
than exp(−C(T)(∆ t/h)2/(∆ t)), where∆ t is the time discretization parameter, and
C(T) is a strictly positive constant whenT > 2.

But of course, this first result should be further developed,in particular for con-
servation laws. Also, one could try to extend Glimm’s idea tohigher dimensions and
derive numerical schemes for the 2-d wave equation with somerandom effects that
could help on the obtention of discrete observability properties.
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Problem 6. Inverse Problems.The literature on inverse problems for hyperbolic
equations is wide. We refer, for instance, to the works of Bukgheim and Klibanov
[13] and the books [12, 58, 56, 59] (and the references therein) for a presentation of
the state of the art in that field. For what concerns the acoustic wave equation, we
can also refer to the works of [86, 52].

Roughly speaking, the problem is that of determining the properties of a medium
by making boundary measurements on the waves propagating init.

To illustrate the kind of problems that arise in this field andtheir intrinsic com-
plexity let us consider the example of the 1d wave equation inwhich the velocity of
propagationc is a positive unknown constant:

utt −c2uxx = 0, 0 < x< 1, 0 < t < T, u(0,t) = u(1,t) = 0, 0 < t < T. (190)

One could then consider the problem of determining the velocity c out of boundary
measurementsux(1, t) for t ∈ R.

In this continuous setting, using the time periodicity of solutions with time period
2/c, one could determine the value ofc in terms of the periodicity of the boundary
measurement. But, of course, this cannot be applied in the discrete setting since the
discrete versions of (190) generate a lot of spurious high-frequency waves that travel
at any velocity between 0 andc, thus breaking down the periodicity properties of
continuous waves.

Hence, even on that simple example, the convergence of the solutions of the
discrete inverse problems towards those of the continuous one is not so obvious
and very unlikely to hold. Of course, on more intricate examples, the situation will
become even worse. Generally speaking, the problem of solving discrete inverse
problems and passing to the limit as the mesh-size parametertends to zero is widely
open.

Note that these questions are also of interest for what concerns the so-called
Calderón problem, which consists, in the elliptic setting, on identifying the electri-
cal conductivity of a medium by the knowledge of the so-called Dirichlet to Neu-
mann map (or voltage to current map), see [103]. There again,to our knowledge,
convergence issues for numerical approximation schemes have not been analyzed.

Problem 7. Unique continuation for discrete waves.For the continuous wave
equation in a bounded domain, it is well-known that if the solution vanishes in
some open subset during a certain amount of time (which shallbe large enough
and depends on the whole geometry of the setω where the solution vanishes and
the domainΩ where the equation holds), then the solution is identicallyzero every-
where. For the constant coefficient wave equation this is a consequence of Holm-
gren’s uniqueness theorem, see [48].

Such result is not true for the discrete wave equation, as an explicit counterexam-
ple by O. Kavian shows (mentioned in [114]): In the unit square, when discretizing
the Laplacian on a uniform grid using the usual 5-points finite-difference discretiza-
tion, there exists a concentrated eigenvalue, alternatingbetween 1 and−1 on the
diagonal, and taking the null value 0 outside. This corresponds to the eigenvalue
4/h2, whereh is the mesh-size, hence to a very high eigenfunction. Of course, this
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makes the discrete version of the unique continuation property above to be false.
However, one could expect this uniqueness property to be true within a class of
filtered solutions. This is indeed the case, as it has been recently proved in [9].

But the same can be said about the quantitative versions of the uniqueness theo-
rem above that are by now well known in the continuous setting(see among others,
[63, 93, 94, 85]). These results consist in weak observability estimates for the con-
tinuous wave equation when no geometric condition is fulfilled.

When no geometric condition is fulfilled, such weak observability estimates for
discrete wave equations are so far completely unknown, but we expect this to be
reachable using suitable discrete versions of the Carlemaninequalities, the prelim-
inary results by [9] and the so-called Fourier-Bros-Iagoniltzer transform [94, 85].

Problem 8. Waves on networks.Several important applications require the un-
derstanding of the propagation of waves into networks, and their control theoretical
properties. Even in the continuous setting, this question is intricate since the propa-
gation of the waves in a network depend strongly on its geometrical and topological
properties. In particular, when the network includes a closed loop, some resonant
effects may appear. We refer to [23] (and to the references therein) for a precise
description of the state of the art in this field, updated in the recent survey [116].

Hence, when discretizing these models, understanding the propagation, observa-
tion and control properties of discrete waves propagate into networks, becomes a
complex topic that is widely open. Some preliminary resultshave been obtained in
[11] on a star shaped network of three strings controlled from the exterior nodes.
But there is still an important gap between the understanding of the observability
properties of the waves on networks in the discrete and continuous frameworks.

Problem 9. Hybrid parabolic/hyperbolic systems.In these notes we focused
on the classical wave equation and its semidiscrete approximation schemes, but in
many applications the relevant models are much more complex.

A classical example is given by the system of linear thermoelasticity, whose null-
controllability properties have been derived in [65]. Thissystem is composed of one
parabolic type equation coupled with an hyperbolic one. In [65], it is proved that the
system of linear thermoelasticity is null-controllable when the Geometric Control
Condition is satisfied, which of course comes from the hyperbolic nature of the
underlying wave equation.

When discretizing such equations, in view of the results developed above, it
is natural to expect that the discrete controllability properties may fail to be uni-
form. But this should be discussed more precisely, because of the coupling with the
parabolic component that may strongly influence the dynamics.
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boliques.Comm. Partial Differential Equations, 16(4-5):789–800, 1991.
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