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Abstract

We give a regularity result for the free Schrödinger equations set in a
bounded domain of RN which extends the 1-dimensional result proved in [2]
with different arguments. We also give other equivalent results, for example,
for the free Schrödinger equation, if the initial value is in H1

0 (Ω) and the right
hand side f can be decomposed in f = g + h where g ∈ L1(0, T ;H1

0 (Ω)) and
h ∈ L2(0, T ;L2(Ω)), ∆h = 0 and h/Γ ∈ L2(0, T ;L2(Γ)), then the solution
is in C([0, T ];H1

0 (Ω)). This obviously contains the case f ∈ L2(0, T ;H1(Ω)).
This result is essential for controllability purposes in the 1-dimensional case as
shown in [2] and might be interesting for the N -dimensional case where the
controllability problem is open.

1 Introduction

Let us consider the free Schrödinger equation (without potential) with Dirichlet
boundary conditions on a bounded open domain Ω of RN with boundary Γ and on
a time interval (0, T ) with T > 0.

i
∂y

∂t
+ ∆y = f in Ω× (0, T ),(1.1)

y = 0 on Γ× (0, T ),(1.2)

y(0) = y0 in Ω.(1.3)

It is well known, from the properties of the Schrödinger group (see for example [6] or
[3]), that when y0 ∈ L2(Ω) and f ∈ L1(0, T ;L2(Ω)) then this equation has a unique
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solution y ∈ C([0, T ];L2(Ω)). Moreover, if we denote by ∆ the Laplace operator
with Dirichlet boundary conditions, when y0 ∈ D(∆

s
2 ) and f ∈ L1(0, T ;D(∆

s
2 ))

with s ≥ 0, then y ∈ C([0, T ];D(∆
s
2 )).

On the other hand it is commonly accepted that the Schrödinger equation does not
have any regularizing property.
Nevertheless, for purposes of exact controllability results, Karine Beauchard and
Camille Laurent proved in [2] a regularity result in the 1-dimensional case Ω =]0, 1[,
at least concerning the boundary conditions. Let us define the space

(1.4) H∆(Ω) = {z ∈ H1
0 (Ω), ∆z ∈ H1

0 (Ω)}.

Of course when Ω is regular enough we have

H∆(Ω) ⊂ H3(Ω).

In [2] it is proved that when y0 ∈ H∆(0, 1) and f ∈ L2(0, T ;H3(0, 1) ∩ H1
0 (0, 1)),

then y ∈ C([0, T ];H∆(0, 1)). Notice the essential point that f is not supposed to
have values in H∆(0, 1). In this article the proof makes essential use of explicit

values of eigenvalues and eigenfunctions of
∂2

∂x2
on (0, 1) and of fine harmonic anal-

ysis arguments. The result is essential for the study of controllability problems for
Schrödinger equations. It enables the authors to establish the correct functional
setting (the space H∆(0, 1)) when replacing f(t, x) by f(t, x) = u(t)µ(x)y(t, x)
with u ∈ L2(0, T ) (control) and µ ∈ H3(0, 1) (potential profile). Using this reg-
ularity property, the authors have been able to simplify considerably and extend
K.Beauchard’s original proof of local exact controllability established in [1].
The goal of the present work is to extend this regularity result to the general case
of a bounded open set Ω of RN . Of course in this case we cannot anymore use the
explicit values for the eigenvalues and eigenfunctions of ∆ and the proof will make
use of arguments which, a priori, appear completely different.
Along the lines of the proof, we obtain several equivalent results which are worth
being stated separately. All these results are given precisely in section 2. Section 3
will contain the proof of the main theorem whereas the proofs of other results will
be given in section 4.

2 Results

We start with the result which motivated this work and extends the result in [2].

Theorem 2.1 Let T be positive and Ω be a bounded open subset of RN of class
C2,α with α > 0. We denote by Γ the boundary of Ω. For every y0 ∈ H∆(Ω) and
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for every f = g + h where

(2.5) g ∈ L1(0, T ;H∆(Ω))

and

(2.6) h ∈ L2(0, T ;H2(Ω) ∩H1
0 (Ω)), ∆2h = 0, ∆h/Γ ∈ L2(0, T ;L2(Γ)),

the solution y of (1.1), (1.2), (1.3) satisfies

(2.7) y ∈ C([0, T ];H∆(Ω))

and there exists C > 0 independent of y0, g and h such that

(2.8) ||y||C([0,T ];H∆(Ω)) ≤ C
(
||y0||H∆(Ω) + ||g||L1(0,T ;H∆(Ω)) + ||∆h/Γ||L2(0,T ;L2(Γ))

)
.

Remark 2.2 If f ∈ L2(0, T ;H3(Ω)∩H1
0 (Ω)), let us take g such that for almost every

t ∈ (0, T )

∆2g(t) = ∆2f(t) in Ω,

g = 0 on Γ,

∆g = 0 on Γ.

As ∆2f ∈ L2(0, T ;H−1(Ω)), this uniquely defines g with g ∈ L2(0, T ;H∆(Ω)).
Let us now write h = f−g. Then h ∈ L2(0, T ;H2(Ω)∩H1

0 (Ω)), ∆h ∈ L2(0, T ;H1(Ω))
and

∆2h = 0 in Ω,

h = 0 on Γ,

∆h/Γ ∈ L2(0, T ;H
1
2 (Γ)).

Therefore, Theorem 2.1 is indeed an extension of the result in [2].

In fact, Theorem 2.1 will be an immediate consequence of the following result.

Theorem 2.3 Let T and Ω be as in the previous theorem. For every y0 ∈ H1
0 (Ω)

and for every f = g + h where

(2.9) g ∈ L1(0, T ;H1
0 (Ω)),

and

(2.10) h ∈ L2(0, T ;L2(Ω)), ∆h = 0, h/Γ ∈ L2(0, T ;L2(Γ)),
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the solution y of (1.1), (1.2), (1.3) satisfies

(2.11) y ∈ C([0, T ];H1
0 (Ω))

and there exists C > 0 independent of y0, g and h such that

(2.12) ||y||C([0,T ];H1
0 (Ω)) ≤ C

(
||y0||H1

0 (Ω) + ||g||L1(0,T ;H1
0 (Ω)) + ||h/Γ||L2(0,T ;L2(Γ))

)
.

Remark 2.4 If f ∈ L2(0, T ;H1(Ω)), it can be decomposed as f = g + h with g ∈
L2(0, T ;H1

0 (Ω)) and h ∈ L2(0, T ;H1(Ω)) with ∆h = 0 and so h/Γ ∈ L2(0, T ;H
1
2 (Γ)).

Let us now consider the non homogeneous Schrödinger equation

i
∂z

∂t
+ ∆z = f in Ω× (0, T ),(2.13)

z = v on Γ× (0, T ),(2.14)

z(0) = z0 in Ω.(2.15)

We will consider weak solutions of this problem in the sense of transposition which
will be made precise in the next section. Theorem 2.3 and Theorem 2.1 will be
consequences of the following result.

Theorem 2.5 Let T and Ω be as in Theorem 2.1. For every z0 ∈ H−1(Ω), v ∈
L2(0, T ;L2(Γ)) and f ∈ L1(0, T ;H−1(Ω)), there exists a unique solution z of (2.13),
(2.14) and (2.15), in a sense which will be made precise below in Definition 3.2,
satisfying

(2.16) z ∈ C([0, T ];H−1(Ω)).

Moreover, there exists C > 0 independent of z0, v and f such that

(2.17) ||z||C([0,T ];H−1(Ω)) ≤ C
(
||z0||H−1(Ω) + ||f ||L1(0,T ;H−1(Ω)) + ||v||L2(0,T ;L2(Γ))

)
.

3 Proof of Theorem 2.5

First of all we have to give a precise definition for solutions of (2.13), (2.14) and
(2.15). These solutions will be defined by transposition, following [4].
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3.1 Solutions by transposition

The following results have already been obtained by Elaine Machtyngier in [5]. We
give them again here for sake of completeness and also because we can slightly
improve the required regularity.
In a first step, let us make some formal computations. Let us suppose that z
is a solution of (2.13), (2.14) and (2.15) with enough regularity. For every ψ0 ∈
H1

0 (Ω) and ϕ ∈ L1(0, T ;H1
0 (Ω)) we know that there exists a unique solution ψ ∈

C([0, T ];H1
0 (Ω)) of the following problem

i
∂ψ

∂t
+ ∆ψ = ϕ in Ω× (0, T ),(3.18)

ψ = 0 on Γ× (0, T ),(3.19)

ψ(T ) = ψ0 in Ω.(3.20)

Let us take the scalar product of (2.13) by ψ. We obtain formally∫ T

0

∫
Ω
fψ̄dxdt = i

(∫
Ω
z(T )ψ̄0dx−

∫
Ω
z0ψ̄(0)dx

)
−
∫ T

0

∫
Γ
v
∂ψ̄

∂ν
dγdt+

∫ T

0

∫
Ω
zϕ̄dxdt,

where ν is the unit exterior normal vector to the boundary Γ.
Therefore, for every ϕ ∈ L1(0, T ;H1

0 (Ω)), taking ψ0 = 0 we have formally

(3.21)

∫ T

0

∫
Ω
zϕ̄dxdt =

∫ T

0

∫
Ω
fψ̄dxdt+ i

∫
Ω
z0ψ̄(0)dx+

∫ T

0

∫
Γ
v
∂ψ̄

∂ν
dγdt.

Notice that in the above formula, the integrals have to be understood as dualities

and the term
∂ψ

∂ν
has to be defined in a correct way. This is the object of the

following lemma which is a slight improvement of the result obtained in [5].

Lemma 3.1 ([5]) Let Ω be a bounded open subset of RN of class C2,α with α > 0
and let T be positive. For every ψ0 ∈ H1

0 (Ω) and ϕ ∈ L1(0, T ;H1
0 (Ω)) the solution

ψ of (3.18), (3.19), (3.20) satisfies

(3.22)
∂ψ

∂ν
∈ L2(0, T ;L2(Γ))

and the mapping (
ψ0, ϕ

)
→ ∂ψ

∂ν

is linear continuous from H1
0 (Ω)× L1(0, T ;H1

0 (Ω)) to L2(0, T ;L2(Γ)).

5



Proof.
First of all when the datas

(
ψ0, ϕ

)
are taken in a dense subset of regular functions,

the solution ψ is regular and
∂ψ

∂ν
makes perfect sense. Therefore it suffices to

show that there exists a constant C > 0 such that for every
(
ψ0, ϕ

)
∈ C∞0 (Ω) ×

C∞0 ((0, T )× Ω) we have

(3.23) ||∂ψ
∂ν
||L2(0,T ;L2(Γ)) ≤ C

(
||ψ0||H1

0 (Ω) + ||ϕ||L1(0,T ;H1
0 (Ω))

)
.

In order to obtain this inequality, we use the multiplier method with a specific
multiplier. Let e1 be the positive unitary eigenfunction of −∆ on Ω associated with
the first eigenvalue λ1. From the regularity of Ω we know that e1 ∈ C1(Ω̄) and from
the strong maximum principle (see [7]) we know that there exists β > 0 such that

(3.24) ∀x ∈ Γ, −∂e1

∂ν
(x) ≥ β > 0

We now take the mutiplier
m = −∇e1

and multiply equation (3.18) by m.∇ψ̄, then take the real part. We compute sepa-
rately the different terms, taking into account that divm = −∆e1 = λ1e1.

i

∫ T

0

∫
Ω

∂ψ

∂t
m.∇ψ̄dxdt = i

∫
Ω

(
ψ0m.∇ψ̄0 − ψ(0)m.∇ψ̄(0)

)
dx− i

∫ T

0

∫
Ω
ψm.∇∂ψ̄

∂t
dxdt

= i

∫
Ω

(
ψ0m.∇ψ̄0 − ψ(0)m.∇ψ̄(0)

)
dx+ i

∫ T

0

∫
Ω

(
m.∇ψ∂ψ̄

∂t
+ ψ

∂ψ̄

∂t
divm

)
dxdt.

Therefore

Re
(
i

∫ T

0

∫
Ω

∂ψ

∂t
m.∇ψ̄dxdt

)
=

i

2

∫
Ω

(
ψ0m.∇ψ̄0 − ψ(0)m.∇ψ̄(0)

)
dx+

λ1

2

∫ T

0

∫
Ω
ψ(i

∂ψ̄

∂t
)e1dxdt =

i

2

∫
Ω

(
ψ0m.∇ψ̄0 − ψ(0)m.∇ψ̄(0)

)
dx+

λ1

2

∫ T

0

∫
Ω
ψ(∆ψ̄ − ϕ̄)e1dxdt =

i

2

∫
Ω

(
ψ0m.∇ψ̄0 − ψ(0)m.∇ψ̄(0)

)
dx+

λ1

2

∫ T

0

∫
Ω
ψm.∇ψ̄dxdt

−λ1

2

∫ T

0

∫
Ω

(|∇ψ|2 + ψϕ̄)e1dxdt.
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For the second term we have, noticing from (3.19) that on Γ we have ∇ψ = (∇ψ.ν)ν∫ T

0

∫
Ω

∆ψm.∇ψ̄dxdt =

∫ T

0

∫
Γ
(∇ψ.ν)(m.∇ψ̄)dγdt

−
N∑

j,k=1

∫ T

0

∫
Ω

∂ψ

∂xj

∂mk

∂xj

∂ψ̄

∂xk
dxdt−

N∑
j,k=1

∫ T

0

∫
Ω
mk

∂ψ

∂xj

∂2ψ̄

∂xk∂xj
dxdt,

so that

Re
(∫ T

0

∫
Ω

∆ψm.∇ψ̄dxdt
)

=

∫ T

0

∫
Γ
|∇ψ.ν|2(m.ν)dγdt

−Re
( N∑
j,k=1

∫ T

0

∫
Ω

∂ψ

∂xj

∂mk

∂xj

∂ψ̄

∂xk
dxdt

)
− 1

2

N∑
k=1

∫ T

0

∫
Ω
mk

∂

∂xk
(|∇ψ|2)dxdt

=
1

2

∫ T

0

∫
Γ
|∇ψ.ν|2(m.ν)dγdt−Re

( N∑
j,k=1

∫ T

0

∫
Ω

∂ψ

∂xj

∂mk

∂xj

∂ψ̄

∂xk
dxdt

)
+
λ1

2

∫ T

0

∫
Ω
|∇ψ|2e1dxdt.

Adding the two terms we obtain

1

2

∫ T

0

∫
Γ
|∇ψ.ν|2(m.ν)dγdt = Re

∫ T

0

∫
Ω
ϕm.∇ψ̄dxdt− i

2

∫
Ω

(
ψ0m.∇ψ̄0 − ψ(0)m.∇ψ̄(0)

)
dx

−λ1

2

∫ T

0

∫
Ω

(
ψm.∇ψ̄ + ψϕ̄e1

)
dxdt+Re

( N∑
j,k=1

∫ T

0

∫
Ω

∂ψ

∂xj

∂mk

∂xj

∂ψ̄

∂xk
dxdt

)
.

From (3.24) and the standard estimates on solutions of (3.18), (3.19), (3.20), we
then obtain with a constant C independent of ψ0 and ϕ

(3.25)

∫ T

0

∫
Γ
|∇ψ.ν|2dγdt ≤ C

(
||ψ0||2H1

0 (Ω) + ||ϕ||2L1(0,T ;H1
0 (Ω))

)
.

This finishes the proof of Lemma 3.1.
We can now give a precise definition of solutions by transposition.

Definition 3.2 A function z ∈ C([0, T ];H−1(Ω)) is a (weak) solution to problem
(2.13), (2.14), (2.15) if, for every ϕ ∈ L1(0, T ;H1

0 (Ω)) and ψ0 = 0 we have, if ψ is
the corresponding solution of (3.18), (3.19), (3.20),∫ T

0
< z, ϕ̄ >H−1(Ω),H1

0 (Ω) dt =

∫ T

0
< f, ψ̄ >H−1(Ω),H1

0 (Ω) dt(3.26)

+i < z0, ψ̄(0) >H−1(Ω),H1
0 (Ω) +

∫ T

0

∫
Γ
v
∂ψ̄

∂ν
dγdt.
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For every ϕ ∈ L1(0, T ;H1
0 (Ω)) let us define

L(ϕ) =

∫ T

0
< f, ψ̄ >H−1(Ω),H1

0 (Ω) dt+i < z0, ψ̄(0) >H−1(Ω),H1
0 (Ω) +

∫ T

0

∫
Γ
v
∂ψ̄

∂ν
dγdt.

From Lemma 3.1 and classical results for Schrödinger equations (see for example
[3]) the mapping

ϕ→ L(ϕ)

is an antilinear continuous form on L1(0, T ;H1
0 (Ω)). Therefore, there exists a unique

element z ∈ L∞(0, T ;H−1(Ω)) such that

∀ϕ ∈ L1(0, T ;H1
0 (Ω)),

∫ T

0
< z, ϕ̄ >H−1(Ω),H1

0 (Ω) dt = L(ϕ).

Moreover we have

||z||L∞(0,T ;H−1(Ω)) ≤ C
(
||z0||H−1(Ω) + ||f ||L1(0,T ;H−1(Ω)) + ||v||L2(0,T ;L2(Γ))

)
.

When the datas z0, f, v are taken in a dense subset of regular functions (C∞ func-
tions with compact support in space and time), it is well known that the solution
z is regular and we have z ∈ C([0, T ];H−1(Ω)) with the same estimate. There-
fore, taking a sequence of regular datas (zn0 , f

n, vn) converging to (z0, f, v) we have,
denoting by zn the corresponding solution to (2.13), (2.14), (2.15),

||zm − zp||C([0,T ];H−1(Ω)) ≤ C
(
||zm0 − z

p
0 ||H−1(Ω) + ||fm − fp||L1(0,T ;H−1(Ω))

+||vm − vp||L2(0,T ;L2(Γ))

)
.

This shows that zn is a Cauchy sequence in C([0, T ];H−1(Ω)) and of course zn

converges to z so that z ∈ C([0, T ];H−1(Ω)). This finishes the proof of Theorem
2.5.

4 Proofs of Theorem 2.3 and of Theorem 2.1

4.1 Proof of Theorem 2.3

Let us take
y0 ∈ C∞0 (Ω), f = g + h,

g ∈ C∞0 (0, T ;C∞0 (Ω)), h ∈ C∞0 (0, T ;W 2,p(Ω)), ∆h = 0, h/Γ ∈ C∞0 (0, T ;C∞(Γ)).

This set of datas is dense in the general set of datas for Theorem 2.3.
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We then have, setting
z = ∆y,

i
∂z

∂t
+ ∆z = ∆g in Ω× (0, T ),

z = h/Γ on Γ× (0, T ),

z(0) = z0 = ∆y0 in Ω.

Now from Theorem 2.5 we have

||z||C([0,T ];H−1(Ω)) ≤ C
(
||z0||H−1(Ω) + ||∆g||L1(0,T ;H−1(Ω)) + ||h/Γ||L2(0,T ;L2(Γ))

)
≤ C

(
||y0||H1

0 (Ω) + ||g||L1(0,T ;H1
0 (Ω)) + ||h/Γ||L2(0,T ;L2(Γ))

)
.

This implies

||y||C([0,T ];H1
0 (Ω)) ≤ C

(
||y0||H1

0 (Ω) + ||g||L1(0,T ;H1
0 (Ω)) + ||h/Γ||L2(0,T ;L2(Γ))

)
.

As in the previous section we can now use a density argument which shows imme-
diately Theorem 2.3.

4.2 Proof of Theorem 2.1

Let us now take
y0 ∈ H∆(Ω), f = g + h,

g ∈ L1(0, T ;H∆(Ω)), h ∈ L2(0, T ;H2(Ω)∩H1
0 (Ω)), ∆2h = 0,∆h/Γ ∈ L2(0, T ;L2(Γ)).

First of all it is clear that
y ∈ C([0, T ];H1

0 (Ω)).

Let z be solution of the following problem

i
∂z

∂t
+ ∆z = ∆g + ∆h in Ω× (0, T ),

z = 0 on Γ× (0, T ),

z(0) = z0 = ∆y0 in Ω.

From Theorem 2.3 we know that z ∈ C([0, T ];H1
0 (Ω)), with

||z||C([0,T ];H1
0 (Ω)) ≤ C

(
||z0||H1

0 (Ω) + ||∆g||L1(0,T ;H1
0 (Ω)) + ||∆h/Γ||L2(0,T ;L2(Γ))

)
.
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Let us now define ỹ by
∆ỹ = z, ỹ/Γ = 0,

we have

||ỹ||C([0,T ];H∆(Ω)) ≤ C
(
||y0||+ ||g||L1(0,T ;H∆(Ω)) + ||∆h/Γ||L2(0,T ;L2(Γ))

)
.

On the other hand it is immediate to see that

ỹ = y

which finishes the proof of Theorem 2.1.

References

[1] K. Beauchard Local controllability of a 1D Schrödinger equation , J. Math.
Pures et Appl., 84:851-956, July 2005.

[2] K. Beauchard, C. Laurent Local controllability of linear and nonlinear
Schrödinger equations with bilinear control, to appear in J. Math. Pures et
Appl.

[3] T. Cazenave, A. Haraux An Introduction to Semilinear Evolution Equa-
tions, Oxford University Press, 2006.
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