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The statistical associating fluid theory for attractive potentials of variable range (SAFT-VR) density
functional theory (DFT) developed by [Gloor et al., J. Chem. Phys., 2004, 121, 12740-12759] is
used to predict the interfacial behaviour of molecules modelled as fully-flexible square-well chains
formed from tangentially-bonded monomers of diameter σ and potential range λ = 1.5σ . Four
different model systems, comprising 4, 8, 12, and 16 monomers per molecule, are considered.
In addition to that, we also compute a number of interfacial properties of molecular chains from
direct simulation of the vapour-liquid interface. The simulations are performed in the canonical
ensemble, and the vapour-liquid interfacial tension is evaluated using the wandering interface
(WIM) method, a technique based on the thermodynamic definition of surface tension. Apart from
surface tension, we also obtain density profiles, coexistence densities, vapour pressures, and
critical temperature and density, paying particular attention to the effect of the chain length on
these properties. According to our results, the main effect of increasing the chain length (at fixed
temperature) is to sharpen the vapour-liquid interface and to increase the width of the biphasic
coexistence region. As a result, the interfacial thickness decreases and the surface tension in-
creases as the molecular chains get longer. The interfacial thickness and surface tension appear
to exhibit an asymptotic limiting behaviour for long chains. A similar behaviour is also observed
for the coexistence densities and critical properties. Agreement between theory and simulation
results indicates that SAFT-VR DFT is only able to predict qualitatively the interfacial properties of
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1 Introduction
Interfacial phenomena play a key role not only in many scien-
tific fields, such as nucleation, nanotechnology or the dynamics of
phase transitions, but also in a great number of practical applica-
tions1. Solubilization of immiscible fluids, detergency, lubricants,
and the design of lyotropic liquid-crystalline amphiphiles for use
as soaps, cosmetics and foodstuffs are some common applications
where an understanding of the interfacial properties is essential.

Apart from experiments, which allow to determine in a
straightforward manner the interfacial properties of a give real
system, theoretical and computational methods based on Statis-
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tical Mechanics are also key tools for studying this kind of prop-
erties. In fact, microscopic models have played and still are play-
ing an essential role in understanding the thermodynamic and
interfacial properties of real and model complex fluid systems.
These methodologies allow to understand, from a molecular per-
spective, which microscopic parameters determine the interfacial
properties of macroscopic systems. Since molecular models are
based on the knowledge of a given intermolecular interaction
potential, calculations obtained from computer simulations, that
provide a nearly exact solution of the problem, can be compared
with predictions obtained from more or less complex theoreti-
cal approaches. This comparison usually helps to understand the
complex interfacial behaviour of an important number of systems.

Although real systems are usually investigated due to its indus-
trial and practical interest, simple model systems are also studied
since provide an insight on how molecular details determine the
behaviour of a given system. In fact, new theoretical frameworks
are usually developed in a first stage for these kind of systems.
This allows to implement more elaborated and complex theories
that in a second stage could be apply to predict the thermody-
namic and interfacial behaviour of real models. From a molecu-
lar perspective, Monte Carlo and molecular dynamics computer
simulation techniques and theoretical approaches based on Sta-
tistical Mechanics have demonstrated to be key methodologies
for studying the interfacial properties of fluids and fluid mixtures.
Particularly interesting in this context are simple molecular mod-
els, such as chain-like systems. However, it is key for this perspec-
tive to know accurately the behaviour of these systems and to
compare results from computer simulation to validate theoretical
approaches.

Apart from simple spherical models, during the last two
decades the interfacial properties of molecular model systems
have been investigated using both Monte Carlo and molecular dy-
namics techniques of a number of systems interacting through dif-
ferent intermolecular potentials, mostly LJ and Mie2–15, but also
systems that interact via the hard-core Yukawa potential16–20,
and the square-well (SW) potential5,9,17,21–28. In fact, whereas
the computation of interfacial properties of polymer models have
been the subject of a number of recent papers,29–33 results for
the well known fully-flexible SW model, in which square-well seg-
ments (monomers) of diameter σ and potential range λ are tan-
gentially bonded to form molecular chains are scarce. In particu-
lar, computer simulation results for determining the vapour-liquid
phase equilibrium of chain like molecules formed from spheri-
cal units that interact through the SW intermolecular potential
have received relatively less attention than other systems. As
we have mentioned before, accurate knowledge of the interfa-
cial properties of molecular model systems is essential to check
if sophisticated Statistical Mechanics approaches34, such as Den-
sity Functional Theory (DFT)1,35–39 and Square Gradient Theory

(SGT)40,41 are able to predict with confidence the interfacial be-
haviour of these models.

Escobedo and de Pablo42 determined the vapour-liquid phase
equilibrium of fully-flexible tangent square-well chains (TSWC)
formed from tangentially bonded monomers with SW interactions
comprising of 4, 8, 16, 32, and 100 monomers per molecule using
the Gibbs Ensemble Monte Carlo (GEMC) technique. Three years
later, Hu et al.43 obtained the vapour-liquid equilibrium from
Molecular Dynamics (MD) simulations of vibrating square-well
chains (VSWC) formed from 2, 4, and 8 SW monomers with three
different average bond lengths, l = 0.97, 0.60, and 0.40σ . The
model was originally introduced by Rapaport in late 1970s and
early 1980s. The two first models correspond to freely-jointed
or fully flexible chains, and the last one (l = 0.40σ) corresponds
to chains with average bond angles constrained to 127◦ (see the
work of Hu et al.43 for further details). Although both models
seem to be similar, an important difference exists between them.
In the case of the model simulated by Escobedo and de Pablo
(TSWC), the bond length between consecutive bonded monomers
is strictly equal to l = σ , the diameter of the segments forming the
chains, and hence, the monomers are tangentially bonded. In the
second case, corresponding to the model simulated by Hu et al.,
the bond length between monomers is not constant but varies in
all cases ±0.03σ around an average bond length (0.97, 0.60, and
0.40σ).

More recently, Chapela and Alejandre24 have determined the
vapour-liquid interfacial properties of VSWC of 2, 4, 8, and 16
monomers with the same average bond length that those consid-
ered by Hu et al. In particular, they have obtained the vapour-
liquid coexistence densities, vapour pressure, interfacial thick-
ness, and surface tension simulating directly the vapour-liquid in-
terface using MD computer simulation. Initially, the vapour-liquid
phase equilibrium of VSWC model seems to be equivalent to that
of the TSWC model since the beads of VSWC with bond lengths
l = 0.97σ are nearly tangentially bonded. However, as pointed
by Hu et al., the VL coexistence curves of VSWC are shifted to
higher temperatures relative to those of fully flexible SW chains
with monomers tangentially bonded. In particular, they compare
their original data with those obtained by Escobedo and de Pablo
corresponding to truly tangentially bonded chains. As can be seen
in Fig. 3 of the paper from Hu et al.43, the coexistence curves cor-
responding to VSWC with average bond length l = 0.97σ are sys-
tematically higher that those corresponding to the TSWC model.
Hu et al. attribute the differences between both results to differ-
ences in the compressibility factors of both models, which have a
significant effect on the phase behaviour: the VSWC have lower
compressibility factor due to its non-stiff bonds that make it more
flexible.

The work of Chapela and Alejandre is a nice extension of the
seminal work of Hu et al. in the characterisation of thermody-
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namic properties of VSWC since they extend the study to deal
with the interfacial properties of the same system. However, con-
clusions from Chapela and Alejandre concerning VSWC with av-
erage bond length l = 0.97σ are in disagreement with those found
by Hu et al. The ensuing discussion shows that is not clear that
thermodynamic, and especially interfacial properties of VSWC
with bond length l = 0.97σ must be equivalent to those of TSWC
with l = σ . The obvious way to elucidate this point is to calcu-
late the interfacial properties of the specific model in which l, the
bond length between consecutive monomers, is strictly constant.

As we have mentioned previously in this Section, it is possi-
ble to determine the interfacial properties of molecular model
systems, not only from computer simulation but also using a
molecular theory based on Statistical Mechanics. Apart from the
parachor of MacLeod44 and the corresponding states principle of
Guggenheim45, which are empirical approaches widely used that
provide a very accurate description of the interfacial tension of
complex substances, the Square Gradient Theory (SGT) is one
of the most popular methodologies for the theoretical descrip-
tion of interfacial systems based on a microscopic point of view.
The approach, originally proposed by van der Waals in its the-
ory of inhomogeneous fluids40, and rediscovered by Cahn and
Hilliard several decades after41, is based on a Taylor series of the
Helmholtz free-energy density in terms of the density profile. This
method is very popular since only two ingredients are necessary:
an equation of state for the bulk fluid (first-order contribution)
and the value of the so-called influence parameter, which enters
in the theory in the square-gradient term of the series (second-
order contribution). The later is, however, the main limitation
of the SGT formalism since in practical applications is adjusted
by fitting to the experimental interfacial-tension data of a great
number of complex substances and their mixtures, including hy-
drocarbons, carbon dioxide, water, and their mixtures14,46–62.

However, one of the most sophisticated and successful theoreti-
cal treatments for the study of interfacial phenomena is DFT. This
approach is entirely predictive with no adjustable parameters1,39.
Most of the different versions presented in the literature have the
same common point: the free-energy density functional is divided
in two parts, a reference term that incorporates only, apart from
the ideal contribution, the short-range interactions, and a pertur-
bative term accounting for the long-range interactions. The refer-
ence term can be treated under the local density approximation
(LDA) or a weighted-density approximation (WDA)1,39. Several
authors have proposed different functions and approaches63–71,
including those that incorporate correlations in the perturbative
contribution71–75 following similar ideas to those originally pro-
posed by Toxvaerd76–78.

Few years ago, Gloor et al.72,73,79,80 and Llovell et al.81,82 pro-
posed a DFT approach in which the well-known SAFT formalism
for potentials of variable range (SAFT-VR) is incorporated to de-

scribe the interfacial properties of molecular substances and their
mixtures, including alkanes, carbon dioxide, and water. In partic-
ular, the theoretical formalism uses a Helmholtz free-energy func-
tional which reduces to the SAFT-VR83,84 free energy of the ho-
mogeneous fluid in the limit of constant density. SAFT-VR is one of
the variants of the original SAFT equation of state85–94 based on
Wertheim’s first-order thermodynamic perturbation theory for as-
sociating systems95–100. In this approach, the free energy is a sum
of different microscopic contributions (the ideal, hard-sphere, dis-
persion, chain, and association contribution). This version has al-
ready shown to accurately represent the vapour-liquid and liquid-
liquid phase equilibrium of mixtures of model and real complex
substances and their mixtures. This is a key point since one of
the most important requirements for an accurate description of
the interfacial properties of inhomogeneous systems with a DFT
treatment is that the properties of coexisting homogeneous bulk
phases are described reliably.

The aim of this paper is threefold: (1) to determine the in-
terfacial properties, with special emphasis on the vapour-liquid
surface tension, of fully-flexible chains formed from tangentially
bonded monomers interacting through the SW intermolecular po-
tential by direct coexistence (TSWC model); (2) to calculate the
interfacial properties of the same model with the SAFT-VR DFT
formalism to check the accuracy of the theory in predicting the
interfacial properties of SW chains, including density profiles and
surface tension; and (3), to compare the simulation results of
the TSWC model with bond length l = σ , with those obtained by
Chapela and Alejandre for the VSWC model with l = 0.97σ . This
will allow to know if both models are completely equivalent. To
our knowledge, this is the first time the interfacial properties of
the TSWC model are studied from computer simulation. In ad-
dition to that, it is also the first time the predictions from the
SAFT-VR DFT formalism are compared with simulation data.

The rest of the paper is organised as follows: In then next sec-
tion we briefly consider the molecular model and the theory used
in this work. After this, we present the simulation details sec-
tion and the results obtained in this work. In the final section we
present the main conclusions.

2 Model and Theory
The molecular model and theory used to determine the bulk
phase behaviour and the interfacial properties of TSWC are briefly
described in this section before presenting the results.

The molecular chains considered in this work are formed from
m spherical segments (monomers) tangentially bonded that in-
teract through the SW intermolecular potential, which is char-
acterised by a diameter σ , a dispersive energy ε, and a poten-
tial range λ . The chains are fully flexible, i.e., the model does
not consider neither bending nor torsional potentials between
the segments that form the chains. However, we account for in-
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tramolecular interactions between monomer of the same chain
separated by more than one bond. This crude model takes into
account the main attributes of the molecular architecture of the
chain, including segment connectivity, that represent topological
constrains and internal flexibility, excluded volume effects, and
attractive interactions between the different segments that form
the molecules.

The SW potential between two segments, in the same or in
different molecules, is given by:

φi j(ri j) =


∞ ri j ≤ σ

−ε σ < ri j ≤ λσ

0 r > λσ

(1)

where ri j denotes the distance between the centres of the two
segments, and λσ is the range of the dispersive interaction of
depth ε.

The interfacial properties of selected SW chains formed from
different number of monomers are considered within the context
of the SAFT-VR DFT formalism, a DFT based on the SAFT-VR free
energy. In what follows, we give a brief summary of the theory
since further details can be found in references1,39,101.

In an open system of volume V , at temperature T , and chemi-
cal potential µ, in absence of external fields, the grand potential
functional Ω[ρ(r)] is given by1,

Ω[ρ(r)] = F [ρ(r)]−µ

∫
drρ(r) (2)

where F [ρ(r)] is the intrinsic Helmholtz free energy functional,
and ρ(r) is the density profile. The minimal value of Ω[ρ(r)] is the
equilibrium grand potential of the system, and the correspond-
ing equilibrium density profile, ρeq(r), satisfies the corresponding
Euler-Lagrange condition1,

δΩ[ρ(r)]
δρ(r)

∣∣∣∣
eq

=
δF [ρ(r)]

δρ(r)

∣∣∣∣
eq
−µ = 0 (3)

According to the perturbative scheme of the SAFT-VR DFT treat-
ment, the free energy is expressed into reference, Fref[ρ(r)], and
perturbative attractive, Fatt[ρ(r)], terms72,73,81,82,

F [ρ(r)] = Fref[ρ(r)]+Fatt[ρ(r)] (4)

The reference takes into account all of the contributions to the
free energy due to short-range interactions according to the fol-
lowing expression72,73,81,82

Fref[ρ(r)] = F ideal[ρ(r)]+Fhs[ρ(r)]+Fchain[ρ(r)]+F2[ρ(r)] (5)

Here, F ideal is the ideal-gas contribution. The term Fhs is
the (residual) contribution for an inhomogeneous system of
hard spheres resulting form the repulsive interactions between

monomers. This contribution is treated within a Local Density
Approximation (LDA)1,39, which implies that the hard-sphere
contribution to the free energy of the inhomogeneous system is
approximated by that of an equivalent homogeneous system of
hard spheres evaluated at the local density ρ(r). There are many
different DFT versions in the literature that predict the interfa-
cial behaviour of pure and liquid mixtures70,71,102, and other
more sophisticated that include Non-Local Density Approxima-
tions (NLDA)66–68,74,101,103–105 or even take into account explic-
itly the fluctuations of the system close to the critical point75. The
use of a LDA is fully justified in the case of planar vapour-liquid
interfaces, in which only smooth variations of the density profile
exist1. Fhs is given by the Carnahan and Starling34,106 expres-
sion for the residual free energy of the homogeneous hard-sphere
system. The term Fchain in Eq. (5) corresponds to the contribution
to the free energy due to the formation of chains of m square-well
segments, according to the standard Wertheim’s first-order ther-
modynamic perturbation theory (TPT1) of association86. Also
note that this contribution is treated at the LDA level as the in-
teractions they represent are short range in nature. Finally, the
last contribution F2 in Eq. (5) corresponds to the second-order
term in a Barker and Henderson107 high-temperature perturba-
tion expansion of the free energy. As it is well explained in the
original paper72, this term is incorporated in order to recover the
SAFT-VR free energy of the homogeneous bulk phases, and is also
treated at the LDA level. The full formulas for the excess free
energy contributions are given in the Appendix.

The perturbative term Fatt in Eq. (4) includes the contributions
resulting from the attractive square-well interactions between the
monomeric segments. In our approach this is given by1,39,70

Fatt[ρ(r)]=
1
2

∫
dr mρ(r)

∫
dr′ mρ(r′) gref(r,r′;ρ(r),ρ(r′)) φ

att(|r−r′|),
(6)

Here gref is the pair distribution function of the hard-sphere refer-
ence system and φatt is the attractive part of the segment-segment
square-well potential. As little is known of the pair distribution
function of the inhomogeneous hard-sphere fluid, we approxi-
mate this function by the pair distribution function of a homo-
geneous system of hard spheres evaluated at a mean density de-
fined as ρ̄ = (ρ(r)+ρ(r′))/2. In order to be consistent to the
SAFT-VR original treatment of the bulk fluid83, the pair distribu-
tion function can be further approximated by its value at contact
for an equivalent system with an effective density ρ̄eff (which is a
function of the original density ρ and the range λ of the poten-
tial72,83). The final expression of the perturbative dispersive term
used in the SAFT-VR DFT approach is given by

Aatt[ρ(r)] =
1
2

∫
dr mρ(r)

∫
dr′ mρ(r′) ghs(σ ; ρ̄eff) φ

att(|r− r′|) .
(7)
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Within this approach, the free energy given by Eq. (4) reduces
to the bulk SAFT-VR expression for homogeneous systems83 when
ρ(r) is the bulk average number density ρ.

As we have mentioned previously, the equilibrium density pro-
file follows from the solution of the Euler-Lagrange Eq. (3). In
this study we consider planar vapour-liquid interfaces (which are
assumed to be perpendicular to the z axis) and thus ρ(r) ≡ ρ(z),
where z is the distance normal to the interface. As in our previous
papers72,72,82, a numerical integration of Eq. (3) is performed
by starting from a trial density profile ρold with limiting densities
which correspond to the vapour and liquid equilibrium bulk den-
sities (obtained as described in reference83). This results in a new
density profile ρnew and the process is repeated using a standard
iterative scheme until the full density profile changes by no more
than a specified tolerance.

Once the equilibrium density profile ρeq(z) is known, the sur-
face tension can be determined from the simple thermodynamic
relation

γ =
Ω+PV

A
(8)

where A is the interfacial area and P is the bulk pressure.

3 Simulation Details
In this work, we determine the phase equilibrium and interfacial
properties of chain molecules formed from spherical monomers
that interact through the SW intermolecular potential from Monte
Carlo simulation. The use the same model presented in the pre-
vious section to predict the interest properties of representative
chain molecules from the SAFT-VR DFT and Monte Carlo simula-
tion. Results from both approaches are compared in the next sec-
tion in order to determine the ability of the theoretical formalism
in predicting both phase equilibrium and interfacial properties.

The number of molecules, N, used in each simulation depends
on the chain length. We consider N = 504, 252, 168, and 126 for
systems formed by 4, 8, 12, and 16 monomers, respectively. This
choice is made so as to have systems with the same total number
of monomers irrespective of the particular chain length.

A code for the simulation of LJ dumbbells108 has been ex-
tended to deal with the simulation of either rigid or chain
molecules in the NV T , NPT or grand canonical ensemble in either
bulk or a slit-pore geometry, including not only molecules inter-
acting through the LJ potential, but also the SW intermolecular
potential. Translational and rotational movements are supple-
mented with configurational bias displacements109–111 and dele-
tion/insertion attempts.112 The energy is evaluated efficiently
with the help of a link cell list. Further details on the specific im-
plementation of configurational bias displacements and the cell
list may be found elsewhere.113

Simulations are performed in the NV T ensemble. We consider
a system of N molecules at a temperature T in a volume V =

Lx Ly Lz, where Lx, Ly and Lz are the dimensions of the rectangular
simulation box. A homogeneous liquid system is first equilibrated
in a rectangular simulation box of dimensions Lx = Ly = 11σ , and
Lz = 24, 26, 28, and 30σ for systems with LJ chains formed by 4,
8, 12, and 16 monomers, respectively. In the case of fully-flexible
chains the end-to-end dimension of the chains is of the order of ∼
m1/2, which for the longest chains of m = 16 studied corresponds
to 4σ . The box is then expanded to three times its original size
along the z direction, while leaving the liquid phase at the centre.
On performing this expansion, care must be taken not to break
chains spanning the periodic boundary conditions of the initial
configuration. As a result, we obtain a centred liquid slab with
those chain bits spanning across the boundary conditions of the
original liquid configuration protruding into empty boxes of equal
size at each side. The final overall dimensions of the vapour-
liquid-vapour simulation box are therefore Lx = Ly = 11σ , and
Lz = 72, 78, 84, and 90σ for the corresponding chain lengths.

All simulations are organised in cycles, where each cycle corre-
sponds to N trial MC moves. Our MC procedure comprises three
types of configurational updates: one involving a trial displace-
ment of the molecular centre of mass, and the other two, a par-
tial and complete molecular regrowth of the molecular chains.
For the latter type of moves, we consider a configurational bias
scheme. Each type of move is chosen with a probability of 20,
40, and 40%, respectively. The magnitudes of the appropriate dis-
placements are adjusted so as to get an acceptance rate of ∼ 30%
to 50%. We use periodic boundary conditions in all three direc-
tions of the simulation box.

Calculation of the coexistence pressures, from a Monte Carlo
simulation perspective, poses some difficulties. For a model of
fixed bond lengths as the one studied here, the expression for
the virial is awkward, particularly for long chains whose end to
end distance may be larger than half the simulation box114. This
problem notwithstanding, acquisition of meaningful averages for
such low pressures as are typical well below the critical point re-
quires very lengthy simulations. For that reason, we calculate the
pressure by means of a thermodynamic integration hinted at pre-
viously.115 In this procedure we exploit the Gibbs–Duhem equa-
tion, dp= ρdµ, at constant temperature. By splitting the chemical
potential into ideal gas and residual contributions, and integrat-
ing by parts, we obtain:

β p(ρ) = ρ−
∫

ρ

0

[
µr(ρ

′)−µr(ρ)
]
dρ
′ (9)

In order to exploit this equation for the calculation of the pres-
sure, we performed a series of bulk simulations in the Grand–
Canonical ensemble. As in the case of the inhomogeneous sys-
tem, we also organise these simulations in cycles. As before, each
cycle consists in N trial MC moves. The only difference is that
we do not perform full chain configurational bias regrowth but
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Grand–Canonical configurational bias chain insertion/deletion.
Each type of move is chosen with a probability of 20%, 40%, and
40% for centre of mass displacements, partial configurational bias
chain regrowth, and Grand–Canonical configurational bias chain
insertion/deletion, respectively. Typically, we run between 10 and
20 thermodynamic states from the ideal gas limit to the supersat-
urated vapour. Each state is equilibrated for 106 MC cycles, and
averages of density are determined over a further period of 8×106

MC cycles. The production stage is divided into M blocks. We
consider M = 50 for all the states (different chemical potentials
and temperatures) and chain lengths considered here. With this
choice, the density at each chemical potential has been obtained
from an average of 50 uncorrelated or statistically independent
blocks (1.6×105 cycles per block). The residual chemical poten-
tial, as a function of density, was then fitted to a polynomial of
2nd up to 5th order and integrated up to the coexistence vapour
density. We have checked that our fitting procedure is essentially
independent of the degree of the polynomial fit. Once the func-
tion µr = µr(ρ) has been obtained, the vapour pressure can be
readily calculated from Eq. (9). The statistical uncertainty associ-
ated with the thermodynamic integration of the equation of state
given in Eq. (9) has been estimated from the synthetic analysis
proposed recently by de Miguel116, and applied by MacDowell
and Blas117 to determine the vapour pressure of TSWC formed
from different numbers of LJ monomeric units. In this particu-
lar case, we have generated 106 synthetic data sets according to
the de Miguel’s prescription,116 obtaining a Gaussian-like distri-
bution for the vapour pressure at each temperature.

The computation of the surface tension is accomplished with
the use of the Wandering Interface Method (WIM) proposed by
MacDowell and Bryk several years ago9. The WIM technique is
an extension of the NPT ensemble in which the interfacial area is
allowed to fluctuate at random. This is achieved by introducing
a new MC move, which consists of an attempt to deform the box
by changing the interfacial area of the system at constant volume.
The attempted moves are accepted according to the usual canon-
ical rules, and the surface tension may be extracted from the re-
sulting surface area probability distribution. Further details can
be found in Ref.9 The WIM approach can also be implemented in
the grand canonical ensemble (suitable for confined fluids against
a wall) or in the canonical ensemble; the latter is a better option
for the description of vapour-liquid or liquid-liquid interfaces. For
the special case of discrete sampling of the surface area, the WIM
technique becomes equivalent to the recent expanded ensemble
methodology.8,21

For each chain length, we perform simulations of inhomo-
geneous systems at different temperatures where vapour-liquid
equilibrium is expected. We typically consider either six or seven
temperatures in the range ∼ 0.5Tc up to ∼ 0.9Tc, where Tc is the
critical temperature of the system. Each series is started at the

lowest temperature studied. This system is well equilibrated for
107 MC cycles, and averages are determined over a further pe-
riod of 1.6×108 MC cycles. The production stage is divided into
M blocks. The ensemble average of the surface tension is given
by the arithmetic mean of the block averages and the statistical
precision of the sample average is estimated from the standard
deviation in the ensemble average from σ/

√
M, where σ is the

variance of the block averages and M = 80, but in some cases
averages are taken over more blocks.

All the quantities in our paper are expressed in conventional
reduced units, with σ and ε being the length and energy units,
respectively. Thus, the temperature is given in units of ε/kB, the
densities in units of σ−3, pressure in units of ε/σ3, the surface
tension in units of ε/σ2, and the interfacial thickness and poten-
tial range in units of σ .

4 Results
We apply the SAFT-VR DFT approach outlined in the Introduction
to study the vapour-liquid interfacial properties of fully-flexible
TSWC with potential range λ = 1.5σ and varying chain length.
In addition to that, we also present simulation data of the exactly
same model and compare both results to asses the accuracy of the
theoretical formalism used in this work. We focus mainly on the
interfacial properties of chain like models interacting through the
SW intermolecular potential, such as density profiles and interfa-
cial tension. We are particularly interested in the dependence of
these interfacial properties with the chain length of the system.

As in previous works, we also use the bulk SAFT-VR equation
of state to determine the vapour-liquid equilibrium, including the
coexistence curves and vapour pressure, as functions of temper-
ature. This allows to check if the theory is able to predict accu-
rately, not only the behaviour of the system at the interface, but
also the equilibrium properties. Since simulation data for the in-
terest properties of the exactly same model (studied previously by
Escobedo and de Pablo42) and nearly the same model (studied by
Hu et al.43 and more recently by Chapela and Alejandre24) exist
in the literature, as outlined in the Introduction, we also com-
pare the theoretical predictions and simulation data obtained in
this work with previous simulation results. It is worthy of special
mention that interfacial properties are very sensitive to molecular
details. Comparison between predictions obtained from similar
but not identical models allows, such as in the case of the TSWC
and VSWC models, to check if these differences provoke different
macroscopic interfacial behaviour.

We use the SAFT-VR formalism, including the bulk limiting
equations as well as the full SAFT-VR DFT approach, to calculate
the equilibrium properties and interfacial behaviour for all the
chain lengths and temperatures. Vapour-liquid phase equilibrium
is calculated following the standard procedure, equating the pres-
sure and chemical potential in each phase at a given temperature.

6 | 1–17Journal Name, [year], [vol.],



Fig. 1 Equilibrium density profiles across the vapour-liquid interface of fully-flexible TSWC formed from four (m = 4), eight (m = 8), twelve (m = 12),
and sixteen (m = 16) monomers with potential range λ = 1.5. From top to bottom (in the liquid region): (a) m = 4: T = 1.0,1.2.1.3,1.4,1.5,1.6,1.65, and
1.7; (b) m = 8: T = 1.2,1.4.1.5,1.6,1.7,1.8,1.9, and 1.95; (c) m = 12: T = 1.5,1.6.1.7,1.8,1.9,1.95,2.0, and 2.05; (c) m = 16: T = 1.5,1.6.1.7,1.8,1.9,2.0,2.1,
and 2.15. Symbols correspond to the results obtained from Monte Carlo simulation and curves are the fitting of the simulation data to hyperbolic
tangent functions.
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Once the bulk properties are determined, the equilibrium density
profiles of the inhomogeneous system are obtained solving the
Euler-Lagrange equation, which results from the minimisation of
the grand potential Ω functional of the system with respect to the
density profile, as expressed in Eq. (3). Details relating to the
numerical methodology are given in previous work72,73,82.

In this work, we use the full version of the SAFT-VR DFT, in
which correlations in the attractive contribution (see. Eqs. (6)
and (7)) are explicitly incorporated in the free energy of the sys-
tem. In particular, we retain the average correlations at first-order
level in the perturbation term described by Eq. (7). A simplified
version of the theory, the SAFT-VR MF DFT approach presented
previously, could be also used to predict the interfacial proper-
ties72. It is important to note that both approaches (the full SAFT-
VR DFT and the SAFT-VR MF DFT) provide essentially the same
density profiles, with slightly different descriptions of the interfa-
cial region. This is because both approaches of the theory provide
the same bulk phase behaviour and limiting coexistence densities.
However, as it will be seen later, it becomes apparent that corre-
lations should be incorporated to provide the best description of
the interfacial tension.

We also determine the equilibrium density profiles ρ(z) from
Monte Carlo simulation. We compute ρ(z) from averages of the
histogram of densities along the z direction over the production
stage. It is important to note that we do not show density profiles
of individual segments. Although this information is interesting
since provide important information on how molecular chains ori-
entate along the interface, our parametrisation of the theory does
not allows to calculate such density profiles, at least in its actual
form. Fig. 1 shows the segment density profiles ρ(z) for SW chains
formed by four, eight, twelve, and sixteen monomers (m = 4,8,12,
and 16) at several temperatures in the vapour-liquid coexistence
region. For the sake of clarity, we only present one half of the cor-
responding profiles corresponding to one of the interfaces. Also
for convenience, all density profiles have been shifted along z so
as to place z0 at the origin. Our simulation results for the bulk
densities and interfacial thickness for SW chains formed from sev-
eral monomers are collected in Table 1. As can be seen, SAFT-VR
DFT approach provides a qualitative prediction of the coexistence
of liquid and vapour densities, and reasonable description of the
interfacial region, especially at low temperatures for all the chain
lengths considered. However, the theory slightly overestimates
the liquid densities and underestimates the vapour densities ob-
tained from the direct simulation of the inhomogeneous system
with T/Tc ≥ 0.80− 0.84. Although this effect is more noticeable
as the chain length is increased, it should be taken into account
that results from the theory are pure predictions since we have
not performed any fitting procedure.

Also notice that we have not taken into account capillary wave
broadening of the simulation profiles. Such effects produce a

weak logarithmic increase of the interfacial thickness with lateral
system size,118 but we believe that the relatively small surface ar-
eas employed in our simulations do not upset comparison of the
simulation results with the mean-field density functional theory
calculations.

Fig. 2 Vapour-liquid coexistence densities for fully-flexible TSWC with
potential range λ = 1.5. The circles, squares, diamonds, and triangles
correspond to the coexistence densities obtained from the analysis of
the equilibrium density profiles obtained from Monte Carlo NVT
simulations, for chain lengths of m = 4, 8, 12, and 16, respectively. The
open symbols correspond to chains studied in this work and filled red
symbols to chains taken from the work of Escobedo and de Pablo 42.
The curves represent the predictions obtained from the SAFT-VR
formalism and the symbols at the highest temperature for each chain
length to the corresponding critical points estimated from Eqs. (10) and
(11).

One can compare the vapour-liquid envelope for SW chains of
different chain lengths as obtained from the SAFT-VR approach
and from the simulation data presented in Table 1. It is also use-
ful to estimate the location of the critical point resulting from
our direct Monte Carlo simulations and compare the results with
the theoretical predictions as obtained form the SAFT-VR formal-
ism. The estimation of the critical temperature Tc and density
ρc from Monte Carlo are obtained using the simulation results
for the vapour and liquid coexistence densities (Table 1) and the
scaling relation for the width of the coexistence curve,

ρL−ρV = A(T −Tc)
β , (10)

and the law of rectilinear diameters

ρL +ρV

2
= B+CT . (11)

Here A, B, and C are constants, and β is the corresponding critical
exponent. A universal value of β = 0.325 is assumed here.119 In
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Table 1 Liquid density ρL, vapour density ρV , vapour pressure P, 10-90 interfacial thickness t, and surface tension γ at different temperatures for
systems of fully-flexible TSWC formed from m monomers with potential range λ = 1.5. All quantities are expressed in the reduced units defined in the
Simulation details section. The errors are estimated as explained in the text.

T ρV ρL P t γ

m = 4
1.0 0.000023(1) 0.8037(14) 0.00000569(24) 0.7373(3) 1.53(8)
1.2 0.000519(5) 0.7530(6) 0.0001276(12) 0.9510(6) 1.00(7)
1.3 0.001636(7) 0.7240(4) 0.0005140(21) 1.091422(24) 0.69(6)
1.4 0.004308(13) 0.6924(3) 0.001407(4) 1.2743(10) 0.49(5)
1.5 0.010027(19) 0.65613(15) 0.003305(6) 1.52862(14) 0.35(3)
1.6 0.02168(4) 0.6120(1) 0.0066(9) 1.9259(6) 0.21(3)

1.65 0.03148(15) 0.58509(19) 0.00965(4) 2.22947(4) 0.19(3)
1.7 0.04619(24) 0.55289(9) 0.01326(8) 2.6934(22) 0.131(22)

m = 8
1.2 0.000004(4) 0.7804(23) 0.0000005(6) 0.8414(15) 1.10(6)
1.4 0.00013(3) 0.7312(9) 0.000022(5) 1.0536(6) 0.81(5)
1.5 0.00049(3) 0.7039(6) 0.000090(5) 1.1935(3) 0.53(3)
1.6 0.001547(21) 0.6734(4) 0.000298(4) 1.3687(11) 0.52(3)
1.7 0.00419(7) 0.6384(4) 0.000826(13) 1.60476(17) 0.31(3)
1.8 0.0103(1) 0.59758(24) 0.001995(16) 1.9643(8) 0.24(3)
1.9 0.02372(10) 0.54580(20) 0.004308(16) 2.5796(15) 0.108(24)

1.95 0.0365(3) 0.51197(13) 0.00615(4) 3.141(4) 0.069(18)
m = 12

1.5 0.000039(25) 0.7175(17) 0.000005(3) 1.1073(3) 0.77(5)
1.6 0.00018(3) 0.6910(10) 0.000024(4) 1.2496(10) 0.49(4)
1.7 0.000677(24) 0.6600(5) 0.000094(3) 1.4218(15) 0.38(3)
1.8 0.00211(6) 0.6258(3) 0.000302(8) 1.653(3) 0.29(4)
1.9 0.00576(14) 0.5859(2) 0.000821(18) 1.9890(6) 0.16(3)

1.95 0.00924(14) 0.56273(16) 0.001297(17) 2.2263(5) 0.15(3)
2.0 0.01468(9) 0.53639(23) 0.001996(10) 2.548(3) 0.094(22)

2.05 0.02348(21) 0.50569(19) 0.003005(20) 3.0292(3) 0.084(21)
m = 16

1.5 0.000003(1) 0.723(3) 0.00000030(9) 1.070(5) 0.80(9)
1.6 0.000023(2) 0.698(3) 0.0000023(2) 1.189(4) 0.52(6)
1.7 0.000129(10) 0.6701(15) 0.0000136(10) 1.340(3) 0.42(4)
1.8 0.000526(9) 0.6380(9) 0.0000581(10) 1.530(3) 0.33(4)
1.9 0.001791(16) 0.6024(5) 0.0002034(17) 1.7872(6) 0.24(4)
2.0 0.00525(6) 0.5602(3) 0.000595(6) 2.16855(4) 0.18(3)
2.1 0.01428(13) 0.50872(17) 0.001519(11) 2.8536(4) 0.12(3)

2.15 0.0242(3) 0.47288(17) 0.002375(20) 3.5094(4) 0.034(24)
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Tables 2 and 3 we report the values of the critical densities and
temperatures, respectively, as obtained from this procedure for all
the systems studied in this work. Note that the values obtained
from Eqs. (10) and (11) exhibit a weak system size dependence.
A more rigorous analysis would requires the use of a finite-size
scaling methodology. However, the main goal of this work is not
the exact determination of the critical behaviour of the system. In
addition to that, we have also presented the predictions obtained
from the SAFT-VR equation. Results from Monte Carlo simula-
tions by Escobedo and de Pablo42 and from Molecular Dynamics
simulations by Chapela and Alejandre24 also presented for com-
parison reasons.

The SAFT-VR theoretical predictions overestimate the critical
temperatures and critical densities for all the chain lengths con-
sidered. As previously mentioned in this section, this is an ex-
pected and well-known result since SAFT-VR, as many of the SAFT
versions in the literature89–94, are classical equations of state that
do not take into account the fluctuations of the system near the
critical point.

The vapour-liquid phase envelopes of TSWC as obtained from
the SAFT-VR formalism and the bulk coexistence densities pre-
sented in Table 1, calculated from Monte Carlo direct simulation
of the interface, are depicted in Fig. 2. Note that densities are
again presented in terms of the monomeric segments. The coex-
istence envelopes exhibit a definite trend with the chain length
when represented in terms of the monomeric density. As can be
seen in Fig. 2, the phase envelope predicted by the SAFT-VR and
calculated from Monte Carlo simulation becomes wider as the
chain length is increased, as one would expect. The increase is
more significant when the number of monomers is increased from
4 to 8 than when the chain length is further increased. This is con-
sistent with the well-known asymptotic behaviour of the vapour-
liquid phase envelope of SW chains expected as m→∞120. Agree-
ment between both results is excellent at low temperatures for all
the chain lengths studied. However, as the temperature is in-
creased, agreement between both results is worse. SAFT-VR over-
estimates the coexistence liquid densities and underestimates the
vapour densities for all the chains lengths, especially in the case
of m = 16. Differences between theory and simulation data are
larger as the temperature is higher, for a fixed value of the chain
length, as well as the chain length is increased (for a fixed temper-
ature). A similar behaviour is also observed for the critical proper-
ties. Differences between theoretical predictions and Monte Carlo
simulation data arise mainly due to two reasons. The first one is
related with the description of the critical region. Classical equa-
tions, included the most sophisticated molecular-based theories
such as SAFT, fail to describe the thermodynamic behaviour of
fluids close to the critical point. The reason is that these equa-
tions are based on the mean-field approximation, which neglects
inhomogeneities in the molecular environment. The second one

Fig. 3 Vapour-liquid coexistence densities for fully-flexible SW chains
with potential range λ = 1.5. The circles, squares, diamonds, and
triangles correspond to the coexistence densities obtained from the
analysis of the equilibrium density profiles obtained from Monte Carlo
simulations, for chain lengths of m = 4, 8, 12, and 16, respectively. The
open symbols correspond to the TSWC model studied in this work. The
filled red symbols in part (a) are the simulations results obtained by
Escobedo and de Pablo 42 for the same molecular model (TSWC) and
filled red symbols in part (b) are the simulation data obtained by Chapela
and Alejandre 24 for the VSWC model. The curves represent the fits of
the simulation data presented in this work to Eqs. (10) and (11), and the
symbols at the highest temperature for each chain length to the
corresponding critical points estimated from the previous equations.
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Table 2 Critical density obtained from the SAFT-VR equation of state† and from the analysis of the coexistence densities using Eqs. (10) and (11).
Results correspond to the TSWC model studied by Escobedo and de Pablo§, to the TSWC model analysed in this work‡, and to the VSWC model
studied by Chapela and Alejandre¶. dev(ρ§

c ,ρ
‡
c ) and dev(ρ§

c ,ρ
¶
c ) are the relative deviations between the indicated critical densities. All results

correspond to fully-flexible SW chains with potential range λ = 1.5 and are expressed in the reduced units defined in Section 2.

m ρ†
c ρ§

c ρ‡
c dev(ρ§

c ,ρ
‡
c ) ρ¶

c dev(ρ§
c ,ρ

¶
c )

4 0.2754 0.2559 0.268(3) 4.73% 0.277(1) 8.25%
8 0.2405 0.2291 0.243(5) 6.07% 0.251(1) 9.56%
12 0.2137 - 0.226(6) - 0.231(3) -
16 0.1915 0.2101 0.215(10) 2.33% 0.218(3) 3.76%

arises from the linear approximation in the Wertheim’s first-order
Thermodynamic Perturbation Theory or TPT1. One of the weak-
est points of Wertheim’s theory (and SAFT) is that it does not
correctly account for the intramolecular interactions of chains;
hence, it predicts a nonphysical behaviour in the same properties
at low density limit121,122. This is not a defect of the theory, but a
consequence of the first-order approximation. At this level of de-
scription, the many-body distribution functions are approximated
as a product pair distribution functions. In other words, at low
densities only consecutive monomers of the chains are correlated.
This problem does not arise at high densities since the chain-chain
interpenetrations become more important and the structure of the
fluids is dominated by the repulsive forces.

We compare the coexisting vapour and liquid densities ob-
tained from direct coexistence of the inhomogeneous systems (see
Table 1) with the results determined by Escobedo and de Pablo.
Fig. 3a shows the vapour-liquid phase envelopes of TSWC ob-
tained in this work and those corresponding to Escobedo and de
Pablo. As can be seen, simulation results obtained from direct
simulation of the vapour-liquid interface and from Gibbs ensem-
ble Monte Carlo simulation are nearly identical. Small differences
are seen at high temperatures for a given chain length and close
to critical point, especially in the case m = 4. This discrepancy
could be attributed to finite-size scaling effects near the critical
point because the simulation boxes used in both works are differ-
ent.

We also compare our results for the phase equilibrium with that
of VSWC obtained by Chapela and Alejandre using Molecular Dy-
namics simulations (Fig. 3b). In this case, both simulation results
are obtained from direct simulation of the vapour-liquid interface.
Differences between both results can be observed at temperatures
close to the critical temperature of each chain length. It is impor-
tant to remember that in the case of the VSWC, the intramolecular
distance between consecutive SW monomers is not equal to the
diameter of the segments but 0.97 times that diameter.

We have summarised the simulation data corresponding to the
critical temperatures and densities of the TSWC and VSWC mod-
els in Tables 2 and 3. We include results obtained in this work,
as well as simulation data obtained by Escobedo and de Pablo
and Chapela and Alejandre for both models. As can be seen, dif-
ferences between critical temperatures and densities for all the

Fig. 4 Vapour pressure curves (a) and Clausius-Clapeyron plot (b) for
fully-flexible SW chains with potential range λ = 1.5. The black circles,
red squares, green diamonds, and blue triangles correspond to the
vapour pressure for chain lengths of m = 4, m = 8, m = 12, and m = 16,
respectively. The open symbols correspond to simulation results
obtained from the thermodynamic integration analysis of Eq. (9)
explained in Section 3 of the TSWC model and filled symbols are the
simulation results obtained by Chapela and Alejandre 24 (VSWC model).
The continuous curves are the predictions from the SAFT-VR formalism.
The dashed curves are included as a guide to the eyes.
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Table 3 Critical temperature obtained from the SAFT-VR equation of state† and from the analysis of the coexistence densities using Eqs. (10) and
(11). Results correspond to the TSWC model studied by Escobedo and de Pablo§, to the TSWC model analysed in this work‡, and to the VSWC
model studied by Chapela and Alejandre¶. dev(T §

c ,T
‡

c ) and dev(T §
c ,T

¶
c ) are the relative deviations between the indicated critical densities. All results

correspond to fully-flexible SW chains with potential range λ = 1.5 and are expressed in the reduced units defined in Section 2.

m T †
c T §

c T ‡
c dev(T §

c ,T
‡

c ) T ¶
c dev(T §

c ,T
¶

c )

4 2.1499 1.90 1.908(3) 0.42% 1.836(1) 3.37%
8 2.4719 2.13 2.142(5) 0.56% 2.080(1) 2.35%

12 2.6239 - 2.264(6) - 2.201(5) -
16 2.7246 2.33 2.33(1) 0% 2.284(1) 1.97%

chain lengths are noticeable. In particular, the results obtained
in this work are in better agreement with simulation data pre-
sented by Escobedo and de Pablo than with those of Chapela and
Alejandre. It is also interesting to note that differences between
critical densities and temperatures decrease as the chain length
is increased, especially in the the case of critical densities. Our
results are in agreement with previous results obtained by Hu et
al.43, which show that the binodals of VSWC are slightly different
than those corresponding to TSWC. Although this could be due to
finite-size scaling effects near the critical point, it also possible, as
it will be clear later, that the both models (TSWC and VSWC) are
not indeed completely equivalent.

We also consider the behaviour of the vapour pressure of SW
chains as a function of temperature. In particular, we analyse the
results obtained from simulations using the procedure explained
in section 3, as well as from the SAFT-VR approach. Fig. 3 shows
the theoretical predictions from the SAFT-VR approach and simu-
lation results obtained for the vapour pressure of the chains stud-
ied. The simulation results for the vapour pressure are also pre-
sented in Table 1. The SAFT-VR approach, as in the case of the
vapour-liquid coexistence envelopes, provides a qualitative de-
scription of the vapour pressure of chains formed from several
SW monomeric units. Unfortunately, SAFT-VR overestimates the
vapour pressure at all temperatures, for a fixed value of the chain
length. Differences increase as the temperature approaches to the
critical temperature for a particular value of the chain length. In
addition to that, at a given temperature, the theoretical predic-
tions become worse as the chain length is increased. This be-
haviour is in agreement with conclusions obtained from the anal-
ysis of the vapour-liquid phase envelope.

Fig. 3 also includes the results corresponding to the simulation
data obtained by Chapela and Alejandre. They have obtained the
vapour pressure from the normal component of the pressure ten-
sor following the mechanical virial route. As can be seen, agree-
ment between the results of Chapela and Alejandre obtained from
the virial route and the results obtained in this work using the
thermodynamic integration explained above is remarkable for all
the chain lengths and temperatures in the whole liquid-vapour
coexistence range, including the region near the critical point. It
is important to mention that statistical uncertainties obtained in
this work are smaller that those corresponding to the simulations

Fig. 5 Vapour-liquid surface tension for fully-flexible SW chains with
potential range λ = 1.5. The black circles, red squares, green diamonds,
and blue triangles correspond to the vapour pressure for chain lengths
of m = 4, m = 8, m = 12, and m = 16, respectively. In part (a), the
continuous curves correspond to the predictions obtained from the
SAFT-VR DFT formalism and the open symbols correspond to chains
studied in this work (TSWC). In part (b), the continuous curves
represent the fits of the simulation data obtained in this work to the
scaling relationship of the surface tension near the critical point with
Eq. (12), the open symbols are the simulation data obtained in this work
for TSWC model, and the filled symbols are the simulation data of
Chapela and Alejandre 24 for the VSWC model.
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of Chapela and Alejandre (see Table 1 of this work and Tables IV,
V, VII, and VIII of the manuscript of Chapela and Alejandre24). In
particular, errors here are one or two orders of magnitude lower
than those corresponding to the work of Chapela and Alejandre.
This is an expected results since the method for calculating the
vapour pressure is very accurate and robust, in comparison with
that used by Chapela and Alejandre, which is based on the av-
erage of the normal component of the pressure tensor along the
vapour-liquid interface.

Finally, the vapour-liquid surface tension data obtained from
molecular simulation using the WIM approach for TSWC with a
range λ = 1.5 are compared with the theoretical predictions de-
termined from the SAFT-VR DFT formalism in Fig. 5a. As can be
seen, at any given temperature, the interfacial tension is larger
for longer chains. Once again, this is consistent with the large co-
hesive energy in systems consisting of long chains. An essentially
linear behaviour is found for the range of temperatures consid-
ered here, with a slight curvature close to the critical point for
each system. The effect of chain length on the slope of the sur-
face tension curves is remarkable. At a given temperature, this
slope becomes less negative as m is increased, a trend which is
also exhibited by the first members of the n-alkane series.73 The
same qualitative behaviour has been previously found by Bryk
and collaborators.123 One should keep in mind, however, that a
TSWC model is not the most appropriate representation of real
n-alkanes.

The theoretical predictions shown in Fig. 5a overestimate the
vapour-liquid surface tension in all cases, especially close to the
critical point corresponding to each chain length. However, at low
temperatures and particularly for the cases m = 4 and m = 8, the
SAFT-VR DFT formalism underestimates the surface tension val-
ues obtained from Monte Carlo simulation. This behaviour has
been observed previously in other model and real systems72,73.
It is important to recall here that the SAFT-VR DFT approach is a
classic formalism that neglects the long-range fluctuations associ-
ated with the critical phenomena. Is is possible to use a more
sophisticated version of SAFT including the long-range correc-
tions due to the critical points, as proposed several years ago by
Gross74. This approach, which is strictly more rigorous, implies
unfortunately an increasing complexity in computational calcula-
tions.

The computed values of the surface tension obtained by com-
puter simulation allow us to obtain an independent estimate of
the critical temperature for each chain length from the scaling
relation

γ = γ0 (1−T/Tc)
µ , (12)

where γ is the surface tension at temperature T , γ0 is the "zero-
temperature" surface tension, µ is the corresponding critical ex-
ponent, and Tc is the critical temperature. Here, we fix µ to the

universal value of µ = 1.258 as obtained from renormalization-
group theory.119 Our estimates for the critical temperatures are
collected in Table 3. The overall agreement between these values
and those obtained from an analysis of the coexistence densities
is satisfactory.

Finally, it is also interesting to compare our computed values
of the surface tension with those reported by Chapela and Ale-
jandre for the VSWC model with potential range λ = 1.5. Al-
though the models are similar, as we have discussed previously
in this work, the model used by Chapela and Alejandre has a
slightly smaller intramolecular length between the spherical seg-
ments forming the SW chains. Fig. 5b shows the comparison of
the the surface tension, as a function of temperature, as obtained
in this work and by Chapela and Alejandre. We have also included
the scaling relation given by Eq. (12) using the simulation data
presented in Table 1. Results obtained for the VSWC indicate that
surface tension is lower than surface tension of the tangent fully-
flexible chain model at low temperatures. Discrepancies between
both results are larger for the shortest chains (m = 8 and espe-
cially m = 4). As the temperature is increased, at intermediate
and high temperatures, close to the critical temperature, results
from Chapela and Alejandre and those obtained in this work be-
come nearly identical. Although the molecular models seem to be
very similar, we attribute the discrepancies between both results
due to the differences in the bond length and flexibility.

5 Conclusions
We have determined the interfacial properties of the vapour-
liquid interface of fully-flexible chains formed from tangentially
bonded SW monomers (TSCW model) with potential range λ =

1.5 using the Statistical Associating Fluid Theory for Variable
Range (SAFT-VR) density functional theory (DFT). Chains formed
by four, eight, twelve, and sixteen monomers are considered.
Both intermolecular and intramolecular segment-segment inter-
actions are taken into account explicitly in this work. We have
also used Monte Carlo NVT simulation of the inhomogeneous sys-
tem containing two vapour-liquid interfaces. The surface tension
is evaluated using the wandering interface method (WIM). We
have examined the density profiles and surface tension in terms
of the temperature and the number of monomers forming the
chains. In addition, we have also calculated the coexistence phase
envelope and the vapour pressure, including the location of the
critical point from an analysis of the density profiles and the sur-
face tension.

The effect of the chain length on the density profiles, coexis-
tence densities, vapour pressures, critical temperature and den-
sity, and surface tension has been investigated. The vapour-liquid
interface is seen to sharpen with increasing chain length corre-
sponding to an increase in the width of the coexistence phase en-
velope, and an accompanying increase in the surface tension. The
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coexistence phase envelope, the interfacial thickness and the sur-
face tension are seen to exhibit an asymptotic limiting behaviour
as the chains get longer. The theory is able to predict the general
trends exhibited by the system, although agreement with simula-
tion data for the same molecular model is only qualitative.

Finally, we have also compared the results obtained in our
simulations with simulation data obtained independently by Es-
cobedo and de Pablo for the same molecular model (TSWC) and
by Chapela and Alejandre for the VSWC model, including vapour-
liquid coexistence densities, vapour pressures, and surface ten-
sion. In the case of the coexistence densities and vapour pres-
sures, agreement between our simulation results and those taken
from the literature for both models (TSWC and VSWC) are excel-
lent in all cases. Slightly differences at high temperatures, close to
the critical point, can be observed in coexistence densities. This is
probably due to the difference in the molecular models. Whereas
in the TSWC model we use here the segments forming the fully
flexible chains are strictly tangent, in the VSWC model the in-
tramolecular distance between consecutive segments is 0.97 (and
not 1.0) in reduced units.
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Appendix: Excess free energy contributions
The reference contribution of the SAFT-VR free energy functional
used in this work incorporates all the contributions to the free
energy due to "short-range" interactions such as the ideal term,
the repulsive hard-sphere term, and the chain term,

Fref[ρ(r)] = F ideal[ρ(r)]+Fhs[ρ(r)]+Fchain[ρ(r)]+F2[ρ(r)] (13)

For convenience, it is useful to examine the functional in terms of
reduced free energy density f [ρ(r)]≡F [ρ(r)]/V kBT ≡ ρ(r)a[ρ(r)].

The reduced ideal Helmholtz free energy of an inhomogeneous
system of non-spherical particles can be written as,

F ideal[ρ(r)] = kBT
∫

dr f ideal(ρ(r)) = kBT
∫

dr ρ(r)aideal(ρ(r))
(14)

where the form of the density dependence of aideal(ρ(r)) is given
by,

aideal(ρ)≡ F ideal

NkBT
= ln(ρΛ

3)−1 (15)

Here ρ = N/V is the number density of chain molecules, and Λ is
a thermal de Broglie wavelength which contains the translational
and rotational contributions to the partition function of the ideal
chain.

The hard-sphere interaction is short ranged and is usually
treated locally in a perturbative DFT treatment of the vapour-
liquid interface. In our SAFT-VR DFT, the hard-sphere LDA free
energy functional is given by,

Fhs[ρ(r)] = kBT
∫

dr f hs(ρ(r)) = kBT
∫

dr ρ(r)mahs(ρ(r)) (16)

The expression for ahs(ρ(r)) is written as a function of the packing
fraction profile η(r) = (mπσ3/6)ρ(r),

ahs(ρ)≡ Fhs

NskBT
=

4η−3η2

(1−η)2 (17)

Here η = πσ3ρs/6 = πσ3mρ/6 is the usual packing fraction, and
ρs = Ns/V is the number density of segments.

The contribution to the reference free energy functional for the
formation of a chain of m square-well segments is written at the
LDA level as,

Fchain[ρ(r)] = kBT
∫

dr f chain(ρ(r)) = kBT
∫

dr ρ(r)achain(ρ(r))
(18)

where achain(ρ(r)) is the function of density given by,

achain(ρ)≡ Fchain

NkBT
=−(m−1) lnysw(σ ;ρ) (19)

ysw(σ ;ρ)= exp(−ε/kBT )gsw(σ ;ρ) is the contact value of the back-
ground (cavity) pair correlation function for a system of square-
well monomers. In the SAFT-VR approach the contact value of the
pair radial distribution function gsw(σ ;ρ) is obtained from a first-
order high-temperature expansion about a hard-sphere reference
system,

gsw(σ ;ρ) = ghs(σ ;ρ)+
1
4

[
∂a1

∂η
− λ

3η

∂a1

∂λ

]
(20)

The contact value ghs(σ ;ρ) of the correlation function for the
hard-sphere system is represented by the Carnahan and Starling
expression,

ghs(σ ;ρ) =
1−η/2
(1−η)3 (21)

The mean-attractive dispersive energy a1 is usually write in terms
of a contact value of the system at an effective density ρeff (or
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effective packing fraction, ηeff = πσ3mρeff/6),

a1 = avdW
1 ghs(σ ;ρeff) (22)

The pre-factor avdW
1 is the van der Waals dispersive free energy

is given by,

avdW
1 =−2πρs

kBT
σ

3
ε(λ 3−1) (23)

The contact value of the pair distribution for the hard-sphere
fluid at the effective density ρeff (or correspondingly at the effec-
tive packing fraction ηeff) is given by,

ghs(σ ;ρeff) =
1−ηeff/2
(1−ηeff)

3 (24)

The dependence of ηeff on the actual packing fraction η and the
range of the square-well potential λ is obtained by using a very
accurate description of the structure of the hard-sphere reference
system with the following parameterisation,

ηeff = c1η + c2η
2 + c3η

3 (25)

where the coefficients cn are obtained from the matrix,

c1

c2

c3

=

 2.25855 −1.05349 0.249434
−0.69270 1.40049 −0.827739
10.1576 −15.0427 5.30827


 1

λ

λ 2

 (26)

Finally, the contribution to the reference term associated to the
high-temperature perturbation expansion of the second order is
also treated locally,

F2[ρ(r)] = kBT
∫

dr f2(ρ(r)) = kBT
∫

dr ρ(r)ma2(ρ(r)), (27)

where a2(ρ(r)) is given by,

a2(ρ)≡
A2

NskBT
=

1
2

ε

kBT
Khs

ηa′1 . (28)

This fluctuation term is expressed in terms of the local compress-
ibility approximation (LCA) of Barker and Henderson. In this
relation a′1(ρ) = ∂a1/∂η represents the density derivative of the
mean-attractive energy, and Khs is the Percus-Yevick expression
for the hard-sphere compressibility factor given by,

Khs =
(1−η)4

1+4η +4η2 . (29)
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