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Abstract

Simulation of a Natural Gas Steam Reforming
Reactor at Different Scales

by Federico PUGLIESE

The concept of sustainable energy is often associated to the so-called hydrogen
economy. However, hydrogen cannot be regarded as an energy source, since it is not
present in nature as free H2. Therefore, it must be produced using chemical processes.
Among them, natural gas steam reforming (NGSR) is the most widespread and eco-
nomically feasible process. Natural gas (NG) is a mixture with no well-defined and
constant composition. However, methane is the prevailing component (around 85-
90%), but also higher hydrocarbons (i.e. ethane, propane, butane. . . ) can be found.

NGSR involves the proper endothermic reaction of reforming which produces syn-
gas (a mixture of H2, CO and CO2). Then, the slight exothermic reaction of water gas
shift, further converts CO in CO2 producing more hydrogen. The overall process is
highly endothermic, so requires a large amount of heat. Therefore, the reactors are
tubes placed in a furnace which provides direct heat to the tubes. Even though this
process implements a well-established technology, it still presents some issues, such
as carbon formation and deposition. Usually, a high steam to carbon (S/C) ratio al-
lows to reduce carbon formation and its deposition: a value of S/C higher than 2.5
is generally believed to be safe for coke-free operation, nevertheless the problem of
carbon formation and deposition is still not solved.

The aim of the first part, is the development of an accurate model for these reac-
tors. The mathematical model underlying the chemical and physical system is made
of the mass and energy balances. The constitutive equations are then coupled with
the kinetic equations for all the reaction involved in the process. The kinetic equations
for the NGSR process are retrieved from the literature (i.e. Xu and Froment) but, with
a simplified approach, they are adapted to our specific case. The overall set consti-
tutes a partial differential and algebraic equation (PDAE) system which and requires
boundary conditions which generally are chosen to be flowrate and composition of
the feeding mixture. The resolution of the PDAE system needs the implementation
of a numerical method through a finite element method (FEM), implemented through
COMSOL Multiphysics®. The major problem which has shown up is the numerical
method convergence. However, at the end of the simulation it is possible to obtain
plots and maps of the main physical and chemical quantities of interest.

Furthermore, an experimental analysis of end-of-life commercial catalyst coming
from a full-scale industrial SMR reactor is carried out. This experimental analysis
provides interesting results regarding catalyst structure and the eventual carbon de-
position. Therefore, a possible qualitative explanation for the carbon formation can be
given.
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Chapter 1

An Introduction to the Steam
Reforming Process

Clean and alternative energy have become major areas of research worldwide for
sustainable energy development. Among the important research and development
areas are hydrogen and synthesis gas (syngas) production and purification as well as
fuel processing for fuel cells. The researches and technology developments on hydro-
gen and syngas production, purification and fuel processing for fuel cells have great
potential in addressing three major challenges in energy area: (i) to supply more clean
fuels to meet the increasing demands for liquid and gaseous fuels and electricity, (ii)
to increase the efficiency of energy utilization for fuels and electricity production, and
(iii) to eliminate the pollutants and decouple the link between energy utilization and
greenhouse gas emissions in end-use systems [1].

The above three challenges can be highlighted by reviewing the status of energy
supply and demand and energy efficiency. Figure 1.1 [2] shows the energy supply
and demand in the U.S. in 2007 [3]. The existing energy system in the U.S. and in the
world today is largely based on combustion of fossil fuels – petroleum, natural gas
and coal – in stationary systems and transportation vehicles. It is clear that fossil fuels
are the largest sources of primary energy consumption in the U.S. Renewable energies
are important but are small parts (6.80%) of the U.S. energy flow, although they have
potential to grow.

Figure 1.2 [2] illustrates the energy input and the output of electricity from electric
power plants in the U.S. in 2007 [3]. As is well known, electricity is the most con-
venient form of energy in industry and in daily life. The electric power plants are
the largest consumers of coal. Great progress has been made in the electric power
industry with respect to pollution control and generation technology with certain im-
provements in energy efficiency.

What is also very important, but not apparent from the energy supply–demand
shown in Figure 1.1, is the following: the energy input into electric power plants
represents 41.4% of the total primary energy consumption in the U.S., but the elec-
trical energy generated represents only 35.5% of the energy input. The majority of the
energy input into the electric power plants, over 64%, is lost and wasted as conver-
sion losses in the process. The same trend of conversion losses is also applicable for
the fuels used in transportation, which represents 28.6% of the total primary energy
consumption. Over 70% of the energy contained in the fuels used in transportation
vehicles is wasted as conversion loss. This energy waste is largely due to the thermo-
dynamic limitations of heat engine operations dictated by the maximum efficiency of
the Carnot cycle.
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FIGURE 1.1: Energy supply by sources and demand by sectors in the U.S. in 2007 (in
quadrillion BTU, 1 BTU = 1.055 kJ) [2].

Therefore, the current energy utilization systems are not sustainable in multiple
aspects, and one aspect is their wastefulness. Fundamentally, all fossil hydrocarbon
resources are non-renewable and thus it is important to develop more effective and
efficient ways to utilise these energy resources for sustainable development. The new
processes and new energy systems should be much more energy efficient, and also
environmentally benign. Hydrogen and syngas production technology development
represent major efforts toward more efficient, responsible, comprehensive, and envi-
ronmental friendly use of the valuable fossil hydrocarbon resources, toward sustain-
able development.

Hydrogen (H2) and syngas (mixture of H2 and carbon monoxide, CO) production
technologies can utilize energy more efficiently, supply ultraclean fuels, eliminate pol-
lutant emissions at end-use systems, and significantly cut emissions of greenhouse
gases, particularly carbon dioxide, CO2. For example, syngas production can con-
tribute to more efficient electrical power generation through advanced energy sys-
tems, such as coal-based Integrated Gasification Combined Cycle (IGCC), as well
as syngas-based, high-temperature fuel cells such as solid oxide fuel cells (SOFCs)
[4]. Syngas from various solid and gaseous fuels can be used for synthesizing ultra-
clean transport fuels such as liquid hydrocarbon fuels, methanol, dimethyl ether, and
ethanol for transportation vehicles.

1.1 Syngas and Hydrogen Production

With gaseous and liquid hydrocarbons and alcohols as well as carbohydrate feed-
stock, there are many process options for syngas and hydrogen production. They are
steam reforming, partial oxidation, and autothermal reforming or oxidative steam re-
forming. With solid feedstock such as coal, petroleum coke, or biomass, there are vari-
ous gasification processes that involve endothermic steam gasification and exothermic
oxidation reaction to provide the heat in situ to sustain the reaction process. Most re-
actions require (or can be promoted by) specific catalysts and process conditions.
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FIGURE 1.2: Energy consumption for electricity generation in the U.S. in 2007 (in
quadrillion BTU) [2].

Reforming or gasification processes produce syngas whose H2/CO ratio depends
on the feedstock and process conditions such as feed steam to carbon (S/C) ratio and
reaction temperature and pressure. Water gas shift (WGS) reaction (CO + H2O
CO2 + H2) can further increase the H2/CO ratio of syngas to the desired range for the
following chemical processes. This reaction is also an important step for hydrogen
production in commercial hydrogen, ammonia and methanol plants that use natural
gas or coal as feedstock.

1.1.1 Options for Hydrogen and Syngas Production

Both non-renewable and renewable energy sources are important for hydrogen and
syngas production. As an energy carrier, H2 (and syngas) can be produced from cat-
alytic processing of various hydrocarbon fuels, alcohol fuels and biofuels such as oxy-
genates. H2 can also be produced directly from water, the most abundant source of
hydrogen atom, by electrolysis, thermochemical cycles (using nuclear heat), or photo-
catalytic splitting (although this process is in the early stage of laboratory research).

Current commercial processes for syngas and H2 production largely depends on
fossil fuels both as the source of hydrogen and as the source of energy for the produc-
tion processing [5]. Fossil fuels are non-renewable energy resources, but they provide
a more economical path to hydrogen production in the near term (next 5 – 20 years)
and perhaps they will continue to play an important role in the midterm (20 – 50
years from now). Alternative processes that do not depend on fossil hydrocarbon re-
sources for either the hydrogen source or the energy source need to be developed.
Such alternative processes need to be economical, environmentally friendly and, of
course, competitive. Hydrogen separation is also a major issue as H2 coexists with
other gaseous products from most industrial processes, such as CO2 from chemical re-
forming or gasification processes. Pressure swing adsorption (PSA) is used in current
industrial practice. Several types of membranes are being developed that would en-
able more efficient gas separation. Overall, in order for hydrogen energy to penetrate
widely into transportation and stationary applications, the costs of H2 production and
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separation need to be reduced significantly from the current technology, for example,
by a factor of 2.

1.2 The Steam Reforming Process

Historically, steam reforming has been the most popular method of converting light
hydrocarbons to hydrogen. The fuel is heated then injected with superheated steam
into the reaction vessel. The steam to carbon (S/C) ratio is usually around 2.5 to force
the reaction to completion as well as to inhibit soot formation. However, developers
strive for lower ratios to improve cycle efficiency. Steam reforming is usually carried
out using nickel-based catalysts whose activity depends on metal surface area. Steam
reforming is endothermic, thus favoured by high temperatures.

The exothermic water-gas shift reaction occurs in the steam reformer reactor since
WGS is catalyzed by the same Ni-based catalyst of steam reforming. However, the
combined reaction, steam reforming and water gas shift, is endothermic. As such,
an indirect high temperature heat source is needed to operate the reactor. This heat
source usually takes the form of an adjacent, high-temperature furnace that combusts
a small portion of the fuel. Efficiency improves by using rejected heat from other parts
of the system.

Steam pre-reforming of hydrocarbons, as a process step in the manufacture of hy-
drogen, ammonia, methanol, carbon monoxide, and syngas, is an established technol-
ogy. All higher hydrocarbons are converted over a nickel-based catalyst into a gas
mixture containing hydrogen, methane, and carbon oxides. Establishment of metha-
nation and shift reaction equilibria at the process conditions determines the compo-
sition of the pre-reformed gas. By proper design of fuel processing systems, a wide
variety of fuels may be converted to a suitable reformate. For each type of fuel, op-
timum operating parameters such as temperature, S/C ratio, and catalyst must be
established.

One of the most cost effective and industrially established methods to produce hy-
drogen is through steam reforming of hydrocarbons (especially methane), which ac-
counts for over 40% of the world’s hydrogen production [6]. However, the expression
reforming could be misleading due to its use for the well-known process to improve
the octane number of gasoline. Some authors suggested calling this process oxygenol-
ysis (analogously to pyrolysis and hydrogenolysis) because it produces a gaseous mix-
ture from hydrocarbons thanks to oxygen atoms.

Steam reforming process is an oxidative method to produce H2, such as autothermal
reforming and partial oxidation, with the method’s general reaction scheme given by
Muradov [7]:

CnHm + nH2O nCO +
n+2m

2
H2 (1.1)

where water acts as an oxidant. In this case, the reaction is highly endothermic (i.e.
∆H298K > 0 kJ mol−1). Since the reactant mixture is rather inert, catalysts are widely
used to accomplish these processes at the practical range of temperatures (between
750 ◦C and 950 ◦C) [7].

In industrial practice, the overall process includes a desulphurisation unit (DSU),
where sulphur is removed from natural gas (NG). Subsequently the higher hydrocar-
bons (C2+) in NG are converted to CH4, carbon oxides and H2 in a pre–reforming
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(PreRe) unit, and then they are directed to the MSR catalytic packed–bed multitubu-
lar reactor, where hydrogen is produced in substantial quantities along with carbon
oxides. Carbon monoxide is further reduced in two sequential water-gas shift (WGS)
adiabatic reactors, the high (HT) and the low temperature (LT) WGS reactors, which
provide a further source of H2. The latter is separated from CO2 usually in pressure
swing adsorption (PSA) units. Depending on the amount of carbon monoxide remain-
ing after the WGS reactors and the final use of the produced H2, CO concentration can
be further diminished in the methanator, or the preferential oxidation (PrefOxid) unit.

Figure 1.3 [6] illustrates the simplified process flow sheet. Steam is needed in order
to facilitate the reforming reactions in both the MSR and the WGS reactors: in the
latter, the unreacted steam coming from the MSR unit might be adequate without the
need for providing additional quantities.

FIGURE 1.3: Simplified process flow sheet of H2 production from NG [6].

The main reactions of the MSR scheme are the following comprising an overall en-
dothermic set [8]:

CH4 + H2O CO + 3 H2 ∆H0
298K = 206.63 kJ mol−1 (1.2)

CO + H2O CO2 + H2 ∆H0
298K = −41.16 kJ mol−1 (1.3)

CH4 + 2 H2O CO2 + 4 H2 ∆H0
298K = 165.47 kJ mol−1 (1.4)

For reactions 2.1-2.3 a Langmuir–Hinshelwood mechanism can be established using
Ni/MgAl2O4 as a catalyst [8]. It could also be proven that only two reactions are
independent with the third being a linear combination of the others.
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1.2.1 A Brief History of the Steam Reforming Process

1.2.1.1 Early work

The catalytic interaction between hydrocarbons and metals was already observed in
1817 by H. Davy during his experiment with the wire-gauze safety-lamp. Davy also
recognised the disturbing actions of carbon and sulphur (causing severe problem in
steam reforming) before the introduction, made by Berzelius in 1863, of the concept of
catalysis.

A process for conversion of hydrocarbons into hydrogen in presence of steam was
described by Tessie du Motay and Maréchal in 1868. The hydrocarbons and steam
were passed over calcium oxide resulting in the formation of calcium carbonate and
hydrogen. The application of nickel for this process was claimed in 1889 by Mond.

At the same time, Lang studied the homogeneous reaction between steam and
methane. The experiments, which were performed at molar ratio H2O/CH4 of unity,
resulted in very small conversion even at 1220–1320 K. Moreover, the reaction was
accompanied by the formation of coke.

Although some industrial interest was reflected by patents of Dieffenbach and Mold-
enhauer in 1909, and by BASF (Mittasch and Schneider) in 1912, Sabatier did not
mention steam reforming in his book published in 1920 which, among other topics,
summarised his comprehensive studies of nickel-catalysed reactions.

The first detailed study of the catalytic reaction between steam and methane to be
published is apparently that of Neumann and Jacob from 1924. The experiments re-
sulted in gas mixtures close to the equilibria of reactions 2.1 and 2.2. Shortly after,
an increasing interest developed in utilizing the reforming reactions for industrial
conversion of natural gas or methane-rich gas into synthesis gas or hydrogen. This
resulted in numerous patents issued around 1930 among which, one described a pro-
cess where the catalyst was placed in externally heated tubes of alloy steel. A broad
range of catalyst compositions was claimed as for example “catalyst consisting of iron,
nickel or cobalt activated by the addition of other metals or metallic compounds. As
activating agents, metals whose oxides are reducible with difficulty, or compounds
thereof, are especially useful, e.g. chromium, vanadium, and compounds of alkali,
alkaline earth, and earth metals, such as potassium, magnesium, and aluminium” [9]
or more simply “a substance comprising a metals of the iron group with an activating
addition of non-reducible oxide of metals from group II to VI of the periodic system”
[10].

1.2.1.2 Industrial development

The first industrial reformer was installed at Baton Rouge by Standard Oil of New
Jersey and commissioned in 1930. Six years later a steam reformer was commissioned
at ICI, Billigham. The reforming process was adopted in the US where natural gas was
abundantly available as feedstock.

During the fifties light distillate naphthas became an economical feedstock for steam
reforming in Europe. At the same time, metallurgical development made it possible
to design reformers for operation at elevated pressures. This improved the energy
efficiency of the overall process because higher pressures facilitate heat recovery and
partly results in savings in compression energy in methanol and ammonia plants. In
1962, two tubular reformers operating at around 1.5 MPa (15 bar) and using high
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molecular weight hydrocarbons as feed were commissioned by ICI. Less than five
years later, a Topsøe reformer was operating at 4 MPa (40 bar).

Another route for naphtha reforming was followed by the British Gas Council patent
where Dent et al. [11] described a process for adiabatic gasification of naphtha. The
first plant based on these principles (the CRG process) was commissioned in 1964.
Similar processes were developed by Lurgi and JGC.

1.2.1.3 Present trends and future aspects

Today steam reforming is a principal process for hydrogen and synthesis gas pro-
duction. The most important alternatives are partial oxidation of fuel oil and gasifica-
tion of coal. However, the capital costs of a fuel oil based ammonia plant are approx-
imately 1.5 times and for a coal based plant approximately twice that of an ammonia
plant using steam reforming of natural gas. Moreover, the energy consumption for the
two alternatives is larger (approximately 20% and 50% respectively) than for steam re-
forming. Therefore, the use of alternatives to steam reforming can be justified only in
the case of an attractive price difference between heavy oil fraction or coal and the
hydrocarbons feedstock for steam reforming.

Today, more than 80% of the world ammonia production is based on steam reform-
ing of hydrocarbons. Natural gas, which alone accounts for 70%, is the preferred
feedstock in almost all new plants. This is not surprising in view of the high thermal
efficiency (Table 1.1 [12]). Forecasts of the future use of fertilizers mainly in developing
countries indicate a substantial growth in steam reforming.

TABLE 1.1: Energy consumptions for various applications of steam reforming of NG
[12].

Product
Energy consumption [GJ t−1]

Thermal efficiency [%]
practical theoretical

AmmoniaA 27-31 20.9 72 (66)A

Hydrogen 178 100 63
Methanol 27-31 17.5 60
Gasoline ≈ 74 ≈ 40 ≈ 54

Sponge iron
10-125 7.1 60-70via direct reduction

A N2 added with air, product as liquid ammonia.

Oil refineries are using more and more hydrogen mainly because of increased de-
mands for desulphurisation and hydrocracking. The available amounts of by-product
hydrogen (from catalytic reforming etc.) have not been sufficient to cover the needs,
and in particular, in Japan and the U.S. (also in Italy) the gap is being filled by steam
reforming or by partial oxidation of heavy feedstock. The requirements for hydrogen
will further increase with the processing of more heavy hydro deficient feedstock such
as tar sands.

The choice of feedstock for steam reforming is influenced by regional availabilities
of hydrocarbons. In Japan and India naphtha is still an important feedstock for steam
reformers, but elsewhere natural gas is dominating. After the discovery of natural gas
in Western Europe, many European town gas units, which were previously based on
naphtha, were closed or converted into using natural gas as feedstock. In the U.S.,
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natural gas is still easily available, although some industrial plants based on natural
gas have been forced to look for alternative feedstock.

The huge amounts of natural gas being flared jointly with oil production at many
locations represent a challenge to chemical technology. It has been considered to con-
vert the gas into transportable energy carrier, when pipelines to consumers cannot
be established. Large-scale conversion of natural gas via steam reforming into full
methanol as suggested after the oil crisis in 1973. This would soon dwarf the present
methanol production for petrochemical use. However, so far this solution has not been
feasible compared to transport of liquefied natural gas (LNG).

Many natural gas resources are located offshore or at coastal areas with difficult
access. Several of these resources are of minor size which cannot justify the construc-
tion of a pipeline to a LNG plant. In this situation it ca be attractive to operate barge
mounted ammonia o methanol plants, which can be transferred to a new location
when the field is exhausted.

Sufficiently high energy prices may justify the use of fuel methanol. If so, this would
probably also lead to the introduction of natural gas based gasoline, manufactured by
the further conversion of methanol into gasoline via the Mobil MTG process.

The steam reforming process is an important element in compact fuel cell system
based on natural gas or liquid hydrocarbons. The reforming step produces the hydro-
gen for the fuel cell and excess gas is used as fuel for the reforming process. Units with
a capacity up to 24 MW are under construction.

A special application of the steam reforming process is the German ADAM/EVA
system in which it is foreseen to use hot helium from a high temperature gas cooled
nuclear reactor as heat source for the reforming reaction. The produced carbon monox-
ide and hydrogen is transported over long distances to cities where the reaction heat
is recovered by the methanation reaction (the opposite of reaction 2.1) and utilised for
the production of electricity and hot water for district heating. The produced methane
is therefore recycled to the reformer. The helium heated reforming system may also be
used for col liquefaction. A similar reactor system has been studied in Japan for steel
production.

The endothermicity of the steam reforming reactions is also utilised in explorative
studies on the conversion of solar into chemical energy. The solar energy might be
transferred via a sodium heat pipe. Another future application may be steam reform-
ing of gasoline or methanol for combustion engines using the hot exhaust gas as heat-
ing medium.

1.2.2 The Steam Reforming Reactor

Even if different kind of steam reforming reactor has been developed during the
years, in industrial practice, the multi-tubular reactor is widespread. Steam reforming
is realised in ovens, which are equipped with burners whose radiant zone is filled
with steel cast tubes full of catalyst.

The burners provide the heat reaction directly and indirectly: the flame radiate the
tubes and the flue gas pre-heat the feedstock. The remaining heat is then recovered by
a series of heat exchangers so it is fundamental to design the reactor and the plant to
allow optimal heat recovery in order to achieve the highest energy efficiency.

Other arrangements of steam reformer reactor include:
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• heat exchanger reformers
• plate steam reformers
• membrane reactors.

The first type of reactor consists in a heat exchanger where the reaction heat is pro-
vided by a process gas flow, which warms up the reacting mixture in catalyst-filled
tubes. This configuration is usually associated with a fuel cell plant to pre-treat the
feedstock. In this case, the advantage is related to the lower capital cost due to the
smaller dimension of the reactor.

Even plate steam reformers are used in fuel cell plants: the reactors are fed, at one
side, with the waste gas from the anode that, while it is burning, provides the heat for
the steam reforming reaction taking place on the other side of the reactor.

Membrane reactors represent the new frontier for steam reforming. They allow the
simultaneous management of MSR, WGS and, thanks to a highly hydrogen selective
palladium membrane, to H2 purification. All these aspects lead to a simplification of
the flow sheet and a reduction of capital costs. The increasing interest in this kind of
reactors is not only devoted to industrial plants but also for fuel cells systems.

However, considering the tubular reactors, which are the most used type, they
could show different constructive arrangements that could be summed up in:

• furnace design (tube and burner layout)
• tube design
• burner design.

1.2.2.1 Furnace design

The reformer consists essentially of two main sections: the furnace, containing the
tubes loaded with catalyst, and the convection section, where heat is recovered from
the flue gas by duties as preheating feedstock, process air and/or combustion air,
boiler feedwater heating and steam raising and superheating. The steam reforming
reactions are usually carried out at pressures up to 35 bar at temperatures of 800 ◦C
or higher, while the flue gas may reach temperatures over 1000 ◦C. Consequently, the
design of the reformer is complex and depends on the duty and on the philosophy of
the contractor engineering the plant. The furnace can be top-fired, terrace wall-fired,
side-fired or, in the case of small hydrogen plant, bottom-fired. Typical throughput,
which is usually expressed as the amount of steam plus feedstock per hour per litre of
catalyst, is in the range 2–7 kg l−1 h−1 with a heat flux of 170–430 MJ m−2. The overall
length of reformer tubes is usually in the range 7.5–12 m although the heated charged
length may be up 9 m; tube diameter usually lies between 7 and 13 cm. The number of
tubes depends on output, and for a large reformer there may be as many as 650 tubes.

Figure 1.4 [13] shows schematic arrangements of a top-fired and a terrace wall-fired
furnace, with associated heat recovery sections and transfer ducts.

Apart from a few examples, the reformer catalyst tubes are heated up in a fired fur-
nace. Four representative furnace types characterised by the displacement of burners
are shown in Figure 1.5. In the side-fired furnace radiant type burners are placed in
several rows on the two-side walls of the furnace chamber. The tubes are placed in
single rows in the furnace chamber. In another type, the burners are placed in terraces
at the side walls. A common type uses burner placed at the top of the furnace. This
arrangement has several rows of tubes in the same furnace box separated by burner
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FIGURE 1.4: Schematic arrangement of a top-fired (left) and terrace wall-fired (right)
furnace based on the ICI reformers at Billingham [13].

rows in the furnace ceiling. Burner may also be placed in the bottom of the furnace.
Top and bottom furnaces use long flame burners. While the side-wall radiant type
furnace is very flexible in adjusting firing profiles, the top-fired may provide a more
compact design with a smaller number of burners.

FIGURE 1.5: Typical configuration of reformer furnace [12].

1.2.2.2 Tube design

It is necessary to contain the steam reforming catalyst at high pressure and high tem-
perature in a way that permits the transfer of sufficient heat to satisfy the endothermic
reaction taking place on the catalyst.

Conventional steel tubes do not possess the material characteristics to withstand
the pressure and temperature at which a modern reformer operates. A suitable cost-
effective material is chromium/nickel alloy (ASTM A297HK) with the following com-
position (%w/w):

• chromium 24–28%
• nickel 18–22%
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• carbon 0.35–0.45%
• manganese, silicon 2% (each)
• phosphorus, sulphur 0.05% (each)

The melting point of the alloy is close to 1370 ◦C and it is suitable for use at temper-
atures up to 1150 ◦C. Other materials such as Pyrotherm G24/24Nb and Manaurite
36X can also be used, since they allow operation of the reformer at higher tempera-
tures and pressures. However, they are more expensive but they are now used by a
growing number of operators.

The tubes are manufactured by centrifugal casting (spun-cast) in approximately 3
to 6 metres section and these are welded together to produce a tube of the required
length. Spun-cast tubes, even at normal and particularly at occasional abnormal tran-
sient operating temperatures, generate very high stresses and these are minimised by
using as thin a tube wall as possible. All weld protrusions should be machined of to
minimise tube stresses at welds and prevent catalyst hold-up. If the diameter of the
reformer tubes is too great, heat transfer to the catalyst in the centre of the tube will
be restricted and the reaction rate limited; on the other hand, if tube diameter is too
small, the pressure drop will be high. Moreover, with small-diameter tubes, a smaller
catalyst will also be required and this will increase further the pressure drop. Most
designers consider the optimum tube size between 7 and 13 cm internal diameter, de-
pending on the feedstock, the catalyst and the required composition of the reformed
gas.

During operation, there is a gradation of temperature longitudinally from the in-
let to the outlet of the tube, as well as radially across the wall of the tube. Creep
occurs with time at normal operating pressures and temperatures. The temperature
experienced by the tube wall depends on the distribution of heat input and the heat
absorbed by the reaction taking place on the catalyst in the tubes. Uneven heat input
and catalyst activity caused by uneven packing or poisoning will cause local over-
heating, resulting in excessive creep in that locality, which will hasten tube rupture.
Normally reformers are designated with a tube life of about 100 000 h (10 years) using
creep strength data based on creep-rupture tests on varying duration from number of
sources.

A correlation derived by ICI are reported in the form of a Larson–Miller diagram
(Figure 1.6), which summarises the results of 170 rupture test on 25/20 chrome-nickel
alloy at different temperatures and pressures. The higher the temperature and pres-
sure are, the greater the creep and the shorter the tube life. This applies to all parts
of each tube, and if part of any tube is subjected consistently to higher-than-average
temperatures it will fail prematurely.

1.2.2.3 Burner design

Reformers’ burners are manufactured by a small group of industries. Some years
ago, their development was only oriented to regulate the flame radiation through
flame shape and combustion extent. However, nowadays, with the increasing at-
tention to environmental problems (such as NOx and SOx control), more and more
attention is placed on the combustion taking place in the burners.

Furnace-side modeling, thanks to Computational Fluid Dynamics (CFD), allows a
better comprehension of the phenomena involved so it is possible to deeper under-
stand how to design properly the burners and enhance the reformer performances.
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FIGURE 1.6: Larson–Miller diagram. P is given by the formula P = 10−3 · T ·
(C + log t) where T is the temperature (K), C is a constant (in this case 15) and t

is the time (h) [13].

1.2.3 Catalysis of the Steam Reforming

To promote reaction 2.1 to hydrogen and carbon monoxide, and avoid methanation
(the reaction which produces methane from H2 and CO or CO2) it is necessary the
use of a catalyst and appropriate operative conditions. The majority of steam reform-
ing catalyst are made of nickel, as active phase, supported on magnesium aluminate
(MgO–Al2O3 or MgAl2O4). Other elements, which can substitute the nickel as cata-
lyst, are cobalt and noble metals but the disadvantage is their high cost that hinders
large-scale production. Despite the cost, ruthenium and rhodium guarantee a higher
activity for surface area than nickel.

From a physical point of view, the catalyst is made of a refractory alkaline alumina
support on which particles of nickel are deposited. The role of the support is to limit
deactivation by means of carbonaceous residue.

Each catalyst should be optimised to the specific role it has to cover: for example,
catalyst for pre-reformer are different from the one for the actual reformer. The design
of this process set the necessity that the catalyst bed favour at its best heat transmission
and low pressure drop.

Generally, the widespread catalyst is Ni/MgAl2O4 containing 20–30% wt/wt of ac-
tive metals (referred to nickel). Sometimes they are doped with potassium, which over
time will be dispersed in the gaseous phase [12].

In the industrial practice, catalysts are extruded into pellets with different shapes to
reduce pressure drops. Every producer shapes the catalyst in different forms, which
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are supposed the adequate to achieve the expected outcomes. For example, Figure 1.7
displays representative Johnson Matthey NGSR catalyst pellets.

FIGURE 1.7: Representative image of the Johnson Matthey catalyst [14].

Apart the chemical role between the catalysts and the reaction environment, the
most important subject is their deactivation, in other words the loss of efficiency dur-
ing their operative life. This phenomenon, in steam reforming processes, can be caused
by:

• sintering
• poisoning
• carbon deposition.

1.2.3.1 Carbon deposition

Steam reforming of hydrocarbons involves the risk of carbon formation, which may
cause serious operational problems. All hydrocarbons will spontaneously decompose
into carbon and hydrogen via the general reaction:

CnH2n+2 nC + (n + 1)H2 (1.5)

which in case of methane is:
CH4 C + 2 H2 (1.6)

For naphtha, the decomposition is more complex because carbon is formed not only
by direct thermal cracking (React. 1.5) but also from various intermediates, in par-
ticular unsaturated species. In the presence of steam, and in particular with steam
amounts lower than the stoichiometric quantity, other carbon forming reactions be-
come possible. These are the disproportionation and reduction of carbon monoxide
(React. 1.7 and 1.8, respectively):

2 CO C + CO2 (1.7)

CO + H2 C + H2O (1.8)

When methane or naphthas are reformed, the formation of carbon within the nickel
catalyst can be prevented by ensuring the S/C ratio exceeds a minimum value as it
has been demonstrated by various studies (i.e. PIP-SOFC, 2004).

Carbon may be formed via different routes, each influencing its morphology. The
most common types are:
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• whisker-like
• encapsulating
• pyrolytic.

Whisker carbon It is well known that the reaction of hydrocarbons as well as car-
bon monoxide over transition metals can lead to the formation of filamentous carbon.
The carbon grows typically in a whisker-like structure with a nickel particle at the top
(Figure 1.8) and the strong whiskers may result in breakdown of the catalyst particle.

Studies with electron microscopes show the presence of tubular filaments with a
coaxial channel. The whisker diameter is very close to that of the nickel crystal, which
is often pear shaped (Figure 1.8), indicating a reconstruction during carbon formation
of the nearly ideally shaped nickel crystals. The carbon structure is graphitic with
the basal planes parallel to the long axis of the whisker. Simultaneously formation of
flake-like carbon could occur. The growth rate of the whiskers is independent of time
meaning that large amount of carbon can accumulate. This is in contrast to carbon
formation in catalytic cracking where carbon deactivates the active site forming the
carbon. In some situations, the whisker growth may cease because the nickel crys-
tal becomes encapsulated in carbonaceous deposits. The whisker growth rate in the
absence of steam is not significantly influenced by the support nor the presence of
alkali.

FIGURE 1.8: Whiskers growth by diffusion through nickel particles (left) and electron
micrograph of whisker-like carbon formed by decomposition of methane on nickel

catalyst at 500 ◦C (right) [12].

Encapsulating polymer The adsorbed hydrocarbon may react into a film of non-
reactive deposits, which might encapsulate and deactivate the nickel surface. The
phenomenon was observed while studying the decomposition of pure hydrocarbons
to form graphitic encapsulating carbon, and at steam reforming conditions at low tem-
perature to form gum-like material.

In adiabatic reformers the resulting deactivation causes a continuous movement of
the temperature profile in the flow direction as illustrated in Figure 1.9.
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FIGURE 1.9: Progression of temperature profile in adiabatic steam reforming. Data
from industrial operation with CRG–process. Feed: light naphtha, S/C=1.6, p =

1.7 MPa [12].

FIGURE 1.10: Coke deposit formed by pyrolysis of light paraffins. The coke was
deposited in tubular reformer operating with nearly inactive catalyst at the inlet [12].

Pyrolytic carbon The steam reforming reactions on the nickel surface may be ac-
companied by thermal cracking reactions (steam cracking), which may start at temper-
atures above 920 K. In fact, a steam/naphtha reformer with a completely deactivated
nickel catalyst, will work as a steam cracker producing olefins. Therefore, the risk of
carbon formation is to be analysed in the same way as for a steam cracker.

It is generally agreed that the gas film at tube wall is overheated and acts as a source
of radicals and coke precursors. In steam crackers the tube skin temperature is the
most important parameter determining the rate of coke formation. Moreover, the cok-
ing reactions are related to the so-called kinetic severity function (KSF):

KSF =
∫

k(T)dt (1.9)

which describes the residence time-temperature history of the reactants in a way that
is consistent with kinetics. This means that for a given temperature profile the risk
of carbon formation is increased with higher residence time. The catalyst filling has
an influence on these parameters, first by changing the film volume and secondly by
influencing the residence time distribution via the void fraction. Moreover, the nickel
and the surface acidity of the catalyst will promote the formation of coke deposits
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from the tar-like intermediates.

The pyrolytic coke is normally found as dense shales on the tube wall as shown in
Figure 1.10, or as deposits encapsulating the catalyst particles and eventually filling
out the void between the particles.

1.3 Aim of This Work

This work of thesis focuses on Natural Gas Steam Reforming (NGSR) chemical re-
actors and their simulation. Normally, NGSR reactors are fed with commercial natu-
ral gas from the national network (with a methane content around 85-95% vol.), and
transform it into hydrogen through the reaction with water vapour. Despite these
reactors implement a well–established technology, they still present some issues; in
particular, the formation and consequent deposition of carbon, which can coat the ac-
tive sites of the catalyst, inhibiting its activity and limiting the diffusion of reactant
gas into the catalytic bed. This deposition starts at some critical points and then ex-
pands over time, generating an increase of pressure losses and causing a reduction of
conversion due to catalyst deactivation. At present, the strategic importance of steam
reforming reactors is increasing, also due to their application in fuel cell plants.

This work could be enclosed in a major project, which proposes a multidisciplinary
approach to the development of a system for early detection and prediction of coke
deposition. The prognostic function (prediction of the eventual coke formation) aims
at increasing significantly the lifetime of the catalyst inside the reactor, by sending
alert messages that suggest modifying the operating condition of the NGSR reactor
when the risk of coke deposition occurs. If, nevertheless, coke deposition takes place,
the diagnostic function enables an early detection and accurate localization. This has
a twofold purpose: restoring the catalyst by means of cost-effective targeted actions
(regeneration, partial substitution, etc.), and reducing the likelihood of damage to the
unit-operations downstream the reactor itself. The latter scenario is particularly rele-
vant in the case of fuel cell systems, which can suffer irreversible damage if fed with
hydrogen containing a significant amount of methane, which is the case when a coke
deposition fault takes place in the NGSR reactor.

1.3.1 Methodology

The in-depth knowledge of physical and chemical laws that govern the NGSR re-
actor are the basis for the development of a quantitative mathematical model, embed-
ding a kinetics model for coke deposition. The model is thus based on

1. microscopic balances of mass, energy and momentum, written in transient form;
2. appropriate boundary conditions;
3. appropriate expressions for constitutive laws, in particular chemical kinetics.

Concerning chemical kinetics, this is the core of the simulation model, whose reliabil-
ity depends on its detailed knowledge. Therefore, in this work a deep research will
been done to find the best rate laws for NGSR.

The model equations form a PDAE (Partial Differential and Algebraic Equation)
system, which will be integrated numerically by a finite element method, will be im-
plemented through the software COMSOL Multiphysics. The result will be 3D time-
dependent distribution of all the chemical-physical parameters inside the NGSR re-
actor, in particular composition, temperature and pressure of the reactant gas. In the
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validation phase, the results of the model will be compared to experimental data pro-
vided by IPLOM. On the one hand, this comparison will allow to identify and include
in the model possible significant phenomena, which might have been neglected dur-
ing the early development phases. On the other hand, this will ensure the reliability of
the final simulation tool, necessary to provide a basis for designing a robust diagnostic
and prognostic system.

The simulation model of the NGSR reactor offers the possibility of addressing the
system diagnostics through the classic model-based philosophy, relying on the com-
parison between the values of the physical-chemical variables measured in the reactor,
and calculated by the model under the hypothesis that the reactor works perfectly. In
addition, the localization of the fault will be based on pattern recognition techniques,
suitably trained. The use of pattern recognition techniques, coupled to the use of an
extended training-set, is typical of data-driven diagnostics methods. Therefore, in line
with a trend currently at the cutting edge of research, the project will develop a hybrid
(or combined) diagnostic approach, where typical elements of the datadriven method-
ology are incorporated into a classical model-based context.

The availability of a quantitative model of the NGSR chemical reactor will be valu-
able also for the development of the prognostic function, since predictive techniques
can be based on model-based approaches, increasingly hybridized by incorporating
elements typical of the datadrive approach. Therefore, both the diagnostic and prog-
nostic functions will be developed within the same framework. The quantitative
model will be used (i) off-line, to create the dataset necessary for the statistical mod-
elling and the training of the statistical prediction and regression tools; and (ii) on-line,
to enable the real-time computation of the residual vector which is an input for the
prognostic and diagnostic tools.
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Chapter 2

Local Kinetics of SMR and WGS
Reactions over Homemade and
Commercial Catalyst

Three Ni-based natural gas steam reforming catalysts, i.e. commercial JM25-4Q and
JM57-4Q, and a laboratory made catalyst (26% Ni on a 5% SiO2–95% Al2O3), are tested
in a laboratory reactor, under carbon dioxide methanation and methane steam reform-
ing operating conditions. The laboratory catalyst is more active in both CO2 metha-
nation (equilibrium is reached at 623 K with 100% selectivity) and methane steam re-
forming (92% hydrogen yield at 890 K) than the two commercial catalysts, likely due
to its higher nickel loading. In any case, commercial steam reforming catalysts also
show interesting activity in CO2 methanation, reduced by K-doping.

To support the interpretation of the experimental results, a pseudo-homogeneous
packed-bed reactor model is developed, embedding the Xu and Froment local kinetics,
with appropriate kinetic parameters for each catalyst. In particular, the H2O adsorp-
tion coefficient adopted for the commercial catalysts is about two orders of magnitude
higher than for the laboratory made catalyst, and this is in line with the expectations,
considering that the commercial catalysts are added with Ca and K which may pro-
mote water adsorption. The simulation model allows to identify and account for ther-
mal effects occurring inside the catalytic zone of the reactor and along the exit line.

2.1 Introduction

Hydrogen is mostly produced today through steam reforming of natural gas [15,
16]. The main reaction is assumed to be represented by steam methane reforming
(SMR), an endothermic equilibrium reaction:

CH4 + H2O CO + 3 H2 ∆H0
298K = 206.63 kJ mol−1 (2.1)

establishing together with the water gas shift (WGS) equilibrium:

CO + H2O CO2 + H2 ∆H0
298K = −41.16 kJ mol−1 (2.2)

resulting, at least formally, in a formal “global reforming reaction” (GRR):

CH4 + 2 H2O CO2 + 4 H2 ∆H0
298K = 165.47 kJ mol−1 (2.3)
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thus producing a “syngas” containing H2, CO, CO2 and unreacted CH4. Although
most authors suppose that the reaction path implies SMR being the first step followed
by WGS to give the “formal” GRR reaction, is also possible that GRR is the first real
step followed by the reverse of WGS (revWGS) to give the “formal” SMR reaction.
The reaction is usually realized at 1000÷1200 K, 30÷50 bar.

Typical methane steam reforming catalysts [17] contain 10-25 wt% Ni supported
over a low-surface-area refractory oxide such as alpha-alumina, Mg aluminate spinel
MgAl2O4, calcium aluminates and calcium-potassium aluminate CaK2Al22O34. A typ-
ical effect of this reaction consists in the production of carbon residue, in particular
“carbon whiskers” or nanotubes, which accumulate in the catalyst bed, clogging it and
causing pressure drop and deactivation. The presence of additives in some commer-
cial catalysts allows the reduction of the formation of carbon residues. In particular,
potassium has a very positive effect in reducing the formation rate of carbon species,
with the drawback of reducing slightly the catalytic activity of the catalyst [18].

Hydrogenation of CO2 (MCO2) can produce several different products, among which
methane and CO. Methanation reaction consists in the synthesis of methane from hy-
drogenation of COx. Formally, methanation of carbon monoxide (MCO) is the reverse
of SMR (MCO = revSMR):

CO + 3 H2 CH4 + H2O ∆H0
298K = −206.63 kJ mol−1 (2.4)

while methanation of CO2 (MCO2) is formally the reverse of GRR (i.e. MCO2 =
revGRR):

CO2 + 4 H2 CH4 + 2 H2O ∆H0
298K = −165.47 kJ mol−1 (2.5)

The MCO2 reaction could result from the previous conversion of CO2 into CO with
the reverse water gas shift (revWGS):

CO2 + H2 CO + H2O ∆H0
298K = 41.16 kJ mol−1 (2.6)

followed by MCO. Also for methanation the real reaction path is still not fully estab-
lished. It is still not clear whether gas-phase CO is an intermediate in MCO2 (thus
the reaction sequence is revWGS+MCO) or a final product (thus the MCO2 reaction
would be parallel to the revWGS+MCO sequence).

Today, methanation of COx-containing mixtures is performed industrially to elim-
inate carbon oxides impurities in hydrogen (low temperature methanation [19]) or to
produce Substitute or Synthetic Natural Gas (SNG) [20, 21] using syngases rich in car-
bon oxides, like those arising from coal gasification. Ni–based catalysts supported on
high-surface-area Al2O3 [21–23] are largely used for these applications. These cata-
lysts have also been reported to be active for methanation of CO2-rich carbon oxides
mixtures as well as for pure CO2 methanation [24]. In fact, Ni metal catalysts are ac-
tive for both steam reforming and methanation, according to the “micro-reversibility
principle” [25]. The difference in catalyst formulations is essentially associated with
the different stability requirements, related to the very dissimilar reaction conditions.
In fact, while endothermic steam reforming must be realized at very high temperature
(1000÷1200 K) with large excess of steam, exothermic COx-methanation is performed
at much lower temperature (450÷750 K) with hydrogen excess or nearly stoichiomet-
ric feeds.
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The methanation of CO2-rich gases or of pure CO2 in the presence of hydrogen is
still not realized industrially [26]. It can be of interest in the future, for the production
of methane or methane-hydrogen blends from captured CO2 as an element of “CO2
Capture and Utilisation Technologies” (CCU) to reduce the emissions of greenhouse
gases, with producing useful compounds.

In the context of our studies on hydrogen production and CO2 methanation [27–29],
the present work aims at testing industrial steam reforming catalysts, both without
and with potassium, as well as a home-made methanation catalyst (HMMC), in both
SMR and MCO2. The experimental results are interpreted through the support of a
simulation model developed for the laboratory reactors employed. The model is 1D
and pseudo-homogeneous and includes mass and energy local balances. For the local
kinetics, the model proposed by Xu and Froment [8] is implemented, based on the
assumption that the SMR, WGS and GRR reactions are reversible and can proceed
simultaneously, thus implicitly including both the series and parallel kinetic network.

The purpose for developing a laboratory reactor model is to analyze in detail the
behavior of the laboratory reactors. Indeed, from a review of the models developed
in the literature for methanation reactors [30] and for SMR reactors [31–33], it emerges
that pseudo-homogeneous models with isothermal temperature profiles are often em-
ployed for the simulation of laboratory reactors, with the purpose of identifying the
correct kinetic model and/or the kinetic parameters of the selected kinetic model. On
the other hand, more detailed heterogeneous models with thorough evaluation of 1D
or 2D concentration and temperature profiles inside the individual catalyst particles,
and in the solid and gas phase along the full-size reactor, are employed for industrial
reactor design and deployment [30, 34–40]. In the present work, a model is proposed
for a laboratory scale reactor, where the hypothesis of pseudo-homogeneous behavior
is retained (due to the small size of the catalyst particles), but thermal effects along the
reactor are analyzed in more detail by including the local energy balance. In this way,
1D temperatures profiles along the laboratory reactor are evaluated, and it is found
that, under relevant experimental conditions, temperature profiles can easily deviate
from uniformity, due to the high enthalpy change of the reaction. This is pointed out
as a significant aspect to take into account when employing laboratory reactor models
with the purpose of identifying kinetic models and/or parameters for MCO2 and/or
SMR reactions. Another aspect which is discussed on the basis of the model, is related
to the usefulness of experimental data obtained at thermodynamic equilibrium from
laboratory reactors operating in MCO2 and SMR operating mode. These data are usu-
ally disregarded as not useful for setting up kinetic models. However, in the present
work it is discussed that comparison between the calculated

(
∏i pνi

i

)
WGS at the reac-

tor outlet and the thermodynamic equilibrium constant is a useful parameter in order
to check whether the WGS reaction proceeds in the exit line from the reactor, which
often takes place [41–43] and could affect also the experimental data collected under
kinetic regime. In the present contribution, instead of attempting at minimizing the
experimental level all the temperature-related effects described above, it is proposed
to include all the temperature-related effects into the simulation model.

The present work must not be intended as primarily devoted to a kinetic study;
nevertheless comparison between simulation results and catalytic experimental data
is reported and discussed, and the model is used to identify three sets of kinetic param-
eters for the Xu and Froment kinetics, each of which matches well the experimental
data obtained from the respective catalyst.
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2.2 Experimental

2.2.1 Catalytic Materials

Commercial Katalco JM57-4Q and JM25-4Q quadrilobe SMR catalysts, both from
Johnson Matthey, are used, after gentle grinding. According to the literature [17, 18,
44], the 57-4Q catalyst contains ∼13 wt% Ni over a calcium aluminate cement, proba-
bly with a Ca:Al ratio of about 1:5 [45]. The surface area is 29 m2 g−1. The 25-4Q cat-
alyst is a slightly alkalized version, doped with small amounts (1.8 wt%) of K2O [17].
A “home-made methanation catalyst” (HMMC) is prepared and used as a reference,
where Siralox 5/170 (5% SiO2 and 95% Al2O3) is used as the support after calcination
at 1073 K for 5 h. Nickel is then deposited through wet impregnation of an aqueous
solution of Ni(NO3)2 · 6 H2O by achieving the desired Ni loading (26 wt% as wtNi·100
wtcatalyst). The resulting powder is dried at 363 K for 5 h and calcined at 1073 K for
5 h. The composition of this catalyst is comparable both with those of pre-reforming
catalysts [17, 46] and of commercial COx methanation catalyst. The resulting catalyst
has a surface area of 80 m2 g−1, and the XRD analysis shows the feature of a nearly cu-
bic spinel of NiO. Extensive characterization data on this catalytic material have been
reported previously [47].

2.2.2 Laboratory Reactors

The MCO2 and the SMR experiments are performed in two different laboratory
scale fixed-bed catalytic tubular reactors [48], respectively. The geometry is the same
in both cases (Figure 2.1), while the dimensions of the two reactors are different (main
data in Table 2.1).

TABLE 2.1: Dimensions of the components of the tubular laboratory reactors used in
MCO2 and SMR experiments.

Dimensions
[
10−3m

]
MCO2 reactor SMR reactor

H length 5 5
PBR length 26 12
P-R1 length 150 50
P-R2 length 300 40

d 6 6
s 1 1

In the MCO2 experimental reactor, the reactor tube is in silica glass. The catalytic
packed bed (indicated as PBR, packed bed reactor, in Figure 2.1) is 26 mm long, and
is formed by 88.2 mg of Ni-based catalyst, crunched in particles of about 0.2 mm size,
and dispersed with 700 mg of silica glass particles of 0.21–0.25 mm size (corresponding
to 60÷70 mesh sieved). The catalytic bed is kept in position by two holders made of
quartz wool (H), about 5 mm long. Downstream, the gaseous reactants flow through
the empty silica glass tube. This section is denominated post-reactor 1 (P-R1), and it is
about 150 mm long. The silica glass tube, containing the PBR, is placed inside a tubular
electric furnace with controlled temperature. At the exit of P-R1, the silica glass tube
is connected to an empty stainless steel pipe (AISI 316L, typical composition code
18/8/3, indicating 18 wt% Cr, 8 wt% Ni and 3 wt% Mo), denominated post-reactor 2
(P-R2). The P-R2, 300 mm long, is directly exposed to the ambient temperature. At the
exit of P-R2 the gaseous mixture is sampled for analysis.
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FIGURE 2.1: Schematic representation of the tubular laboratory reactor. PBR stands
for packed bed reactor, P-R1 and P-R2 indicate the post reactor sections, H are the
holders of the catalytic section, and d is the tube diameter. The same reactor ge-
ometry is employed for the MCO2 and SMR experiments, with different component

dimensions (in Table 2.1).

The SMR experimental reactor has similar configuration, and is based on a silica
glass tube containing a catalytic bed (PBR) consisting of 88.2 mg of Ni-based catalyst,
crushed in particles of about 0.2 mm size, and dispersed with 440 mg of silica glass
particles of 0.21÷0.25 mm size. Here, the PBR is 12 mm long and, again, it is kept in
position by two holders made of quartz wool (H), about 5 mm long. Downstream,
the empty silica glass tube (P-R1) is 50 mm long. The silica glass tube, containing the
PBR, is placed inside a tubular furnace with controlled temperature. P-R2 is present
again (AISI 316L), 40 mm long, where temperature is maintained at approximately
523 K using a heating ribbon. At the exit of P-R2, the gaseous mixture is sampled for
analysis.

For all the tubes employed and described above, the internal diameter d is 6 mm
and the tube wall thickness s is 1 mm.

2.2.3 Catalytic Experiments

All catalytic experiments are performed in steady state conditions. The MCO2 ex-
periments are performed with feed gas composition: 6.1% CO2, 29.8% H2, N2 bal-
ance, with 81.6 mL min−1 total flow rate (at RTP, reference temperature and pressure
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of 273.15 K and 101.325 kPa respectively), corresponding to 6.7× 103 h−1 GHSV calcu-
lated (at RTP) on the basis of the volume of the catalytic section (PBR) of the reactor. In
order to follow any hysteresis, activation or deactivation effects, CO2 hydrogenation
experiments are performed both in ascending and descending reaction temperature
steps (523 K, 573 K, 623 K, 673 K, 723 K, 773 K and reverse). Online products analy-
sis is performed using a Nicolet 6700 FT-IR instrument. Frequencies where CO2, CH4
and CO molecules absorb weakly are used (2293 cm−1 for CO2, 2170 cm−1 for CO,
1333 cm−1 for CH4, after subtraction of baseline water absorption) with previous cal-
ibration using gas mixtures with known concentrations, in order to have quantitative
results. Produced water is condensed before the IR cell. CO2 conversion XCO2 , selec-
tivities Si and yields to products Yi, are calculated for CO and CH4 on the basis of the
measured inlet and outlet total flows (which allow to take into account the mole num-
ber variation during the reaction) and concentrations (calculated from the absorbances
of CO, CO2, CH4). Definitions are [49]:

XCO2 =
FCO2,in − FCO2,out

FCO2,in
(2.7)

Si =
Fi

FCO2,in − FCO2,out
(2.8)

Yi =
Fi

FCO2,in
(2.9)

For the SMR experiments, the feed gas composition is: 5% CH4, 20% H2O, He bal-
ance. Two total flow rates are experimented: 120 mL min−1 (at RTP), corresponding
to GHSV = 2.1× 104 h−1 (at RTP) calculated on the basis of the volume of the cat-
alytic section (PBR) of the reactor, and 80 mL min−1 (at RTP) corresponding to GHSV
= 1.4× 104 h−1 (at RTP). Product analysis is performed with a gas-chromatograph
Agilent 4890 equipped with a Varian capillary column “Molsieve 5A/Porabond Q
Tandem” and TCD and FID detectors in series. Between them, a nickel catalyst tube
is employed to reduce COx to CH4. Products analysis is also performed on GC/MS
(FOCUS and ISQ from Thermo-Fisher), in order to have a precise identification of the
compounds. Methane conversion is defined as follows [49]:

XCH4 =
FCH4,in − FCH4,out

FCH4,in
(2.10)

where Fi denotes molar flow rate. Selectivity to product i is defined as:

Si =
Fi

νi (FCH4,in − FCH4,out)
(2.11)

where νi is the stoichiometric reaction coefficient of product i in reaction 2.3. The
hydrogen yield, calculated on the basis of the GRR stoichiometry, is defined as:

YH2 =
FH2,out

4FCH4,in
(2.12)

2.3 Modeling

Each laboratory reactor is simulated as a sequence of three tubular reactors: the
PBR, P-R1 and P-R2. The holders (H) are not simulated. The models developed for
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the three tubular sections are reported and discussed below.

2.3.1 PBR Model

A PBR is an extremely complex random geometrical arrangement. PBR models
have been developed with different degrees of detail, depending on the desired accu-
racy, the available information on the packed bed and the required computational ef-
forts. Systematic reviews are given by Lemcoff et al. [50], and by Koning [51]. Among
models, the pseudo-homogeneous ones have obtained widespread acceptance, due to
their convenient mathematical form. In particular, when dealing with the simulation
of steady-state reactor at conditions not too close to run-away, the one-dimensional
pseudo-homogeneous plug-flow model is generally considered adequate [52], and it
is adopted in the present work. The fixed-bed catalytic reactor is simulated as one-
dimensional along the reactor axis, and as a pseudo-continuum, where both fluid and
solid phases are modeled as inter-penetrating continua, i.e., as if they coexist at ev-
ery point in the tube. The essential feature differentiating pseudo-homogeneous from
heterogeneous models [53] is that the previous models do not include a detailed sim-
ulation of mass and energy transport inside the catalytic particle (internal transport
limitations) and in the boundary layer around the catalytic particles (external trans-
port limitations). In other words, temperature and concentration profiles in the cat-
alytic particles are assumed to be uniform, with values identical to those in the bulk
of the reacting fluid, which is consistent with the assumption of an effectiveness factor
η equal to 1. Conversely, internal and/or external transport limitations are accounted
for in heterogeneous models.

Per se, the use of small size laboratory reactors does not guarantee that the effective-
ness factors are unity [54]. Instead, intraparticle transport limitations are primarily in-
fluenced by the catalyst particle size, while external transport limitations are primarily
influenced by the fluid flow velocity. In the present work, due to the small size of the
catalyst particles employed in the experiments, the generalized Thiele modulus [52]
is < 1, and thus intraporous mass and energy transport resistances are neglected [52],
i.e. the effectiveness factor η is assumed equal to 1 for all the reactions involved, as al-
ready reported for similar catalysts and reacting systems [8, 55–57]. External transport
limitations are neglected as well [57].

The model is based on local steady-state mass and energy balances coupled to a
local kinetics model.

2.3.1.1 Local balance equations

Based on the evaluation of the axial mass and heat Pe numbers (Section 2.3.1.3 –
Evaluation of Pe), axial dispersion is neglected. The mass balance reads as follows
[48]:

dFi

dV
= ri = ∑

j
νij rj (2.13)

where V is the reactor volume, and rj is the kinetics of the j-th reaction. In the energy
balance, the temperatures of gas and solid are assumed to be the same, and effec-
tive heat transport properties lump all the many heat-transfer processes occurring in
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the individual phases. The energy balance includes the convective term of gas tem-
perature variation along the reactor axial coordinate, the enthalpy variation of the
reactions, and the heat transfer between the furnace and the PBR [48]:

∑
j

Fi cPi
dT
dV

= ∑
j

(
−∆Hj

)
rj + U a

(
Tf urnace − T

)
(2.14)

where cPi is the specific heat of the i-th component, T is temperature, Tf urnace is the
furnace temperature, ∆Hj is the enthalpy variation of reaction j, U is the global heat
transfer coefficient, and a is the ratio between tube external surface S and volume:

a =
S
V

=
π d L
π d2

4 L
=

4
d

(2.15)

The mass and energy balances form a system of coupled ordinary differential equa-
tions (ODEs). Boundary conditions are composition, temperature and flow rate of
the gaseous mixture at the PBR inlet. The temperature of the gaseous mixture at the
reactor inlet is assumed to be equal to the furnace temperature.

2.3.1.2 Heat transport properties

The local energy balance (Eq. 2.14) is a one-dimensional model of axial tempera-
ture profile including radial heat transfer, calculated on the basis of a single overall
heat transfer coefficient U. Previous works [58, 59] adopting a similar approach, have
pointed out that U must be calculated considering all the radial heat transfer phenom-
ena, which, in our case, consist of three mechanisms in series: (i) convection inside the
tube, (ii) conduction in the reactor wall, and (iii) radiation between the furnace and
the reactor tube. Radiation is considered as ideal, i.e. the external tube wall temper-
ature is assumed identical to the furnace temperature. Thus, only the heat transfer
phenomena (i) and (ii) are considered, and their resistances are lumped in one single
parameter, i.e. the overall heat transfer coefficient U, which is defined as [60]:

U =

(
1
h
+

s
kw

)−1

(2.16)

where h is the convective heat exchange coefficient inside the tube, kw is the thermal
conductivity of the tube wall, and s is its thickness. In turn, the convective heat ex-
change coefficient h depends on the fluid (gas) chemical-physical and transport prop-
erties, and also on the flow pattern (i.e. laminar or turbulent). The Nusselt (Nu),
Reynolds (Re), and Prandtl (Pr) dimensionless numbers are defined as follows [61,
62]:

Re =
ρ f uS L

µ f
(2.17)

Pr =
cP f µ f

kr
(2.18)

Nu =
h L
kr

(2.19)
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where ρ f is the gas density, uS is the superficial velocity, µ f is the dynamic viscosity,
cP f is the gas specific heat, kr is the effective radial thermal conductivity of the packed
bed, and h is the convective heat exchange coefficient. L is a characteristic dimension,
which, in PBRs, is the catalyst particles diameter. The effective radial thermal conduc-
tivity kr is evaluated considering heat conduction within the fluid, between the fluid
and the solid catalyst particles, and among the solid particles. The literature correla-
tion proposed by Zehner and Schlünder [63, 64] is adopted:

kr = k f

{(
1−
√

1− ε
)
+

2
√

1− ε

1− B κ−1

[
B
(
1− κ−1)

(1− B κ−1)
2 ln

κ

B
− B− 1

1− B κ−1 −
B− 1

2

]}
(2.20)

where k f is the fluid (gas) thermal conductivity, ε is the bed void degree (assumed as
0.4 [65]), κ is the ratio between solid and gas thermal conductivities (ks/k f ), and B is a
parameter defined, for a bed of spheres, as follows:

B = 1.25
(

1− ε

ε

)1.11

(2.21)

The thermal conductivity of the gaseous mixture k f is calculated as the molar weighted
average of the single components thermal conductivities [63]. Since the packed bed
is formed by crunched catalyst highly dispersed in silica glass (Section 2.2.2 – Labo-
ratory reactors), the solid thermal conductivity ks is approximated to the value of the
silica glass thermal conductivity. Also the tube wall is in silica glass, and thus kw = ks
= 1.6 W m−1 K−1 (from [66]).

Several correlations are proposed in the literature to evaluate Nu as a function of Re
and Pr [67–74]. In the present work, the correlation proposed by Singhal et al. [74] is
adopted:

Nu = 2.67 + 0.53 Re0.77 Pr0.53 (2.22)

Singhal et al. [74] developed Eq. 2.22 fitting the results of numerical simulations of
heat transfer in packed beds of spherical particles. Eq. 2.22 does not include any void
fraction dependency since there is a little variability in the void fraction of realistic
packings of monodisperse spheres [75]. Furthermore, the limiting behavior for Re→ 0
is demonstrated to be physically sound [75].

2.3.1.3 Evaluation of Pe

The calculation of the axial massic Péclet number Pem,ax is based on the evaluation
of the expression [49]:

Pem,ax =
uS l

εDax
(2.23)

where l is the PBR length, and Dax is the axial mass diffusivity. Since the evaluation
of Dax is not straightforwardly related to molecular diffusivity, and only a limited
number of experimental investigations are reported in the literature [75], Gunn [76]
developed a simple correlation between Pem,ax and Pemol , where Pemol is the Pe number
evaluated from Eq. 2.23 in which Dax is substituted with the molecular diffusivity
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Dmol . The axial massic Péclet number is obtained from [77]:

Pem,ax =

(
1
τ

1
Pemol

+
1
2

)−1

(2.24)

where the tortuosity τ is determined using the theoretical model of Lanfrey et al. [77]:

τ =
ε

(1− ε)
4
3

(2.25)

The evaluation of Pem,ax for the reactors under consideration in the present work
gives Pem,ax ≈ 2. According to [52, 78, 79], this value indicates that a regime where
convective mass transport is dominating over axial dispersion is established, which
justifies the assumption of neglecting the axial dispersion term in the mass balances
(Eq. 2.13).

The calculation of the axial thermal Péclet number Peth,ax is based on the evaluation
of [63]:

Peth,ax = Reax · Prax (2.26)

where Reax and Prax are the Reynolds and Prandtl numbers evaluated in the axial
direction (Eq. 2.17 and Eq. 2.18, where the characteristic length L is the tube diameter
d, and the thermal conductivity is the axial one kax). Several studies are proposed
in the scientific literature for the evaluation of kax [80–83]. In the present work, the
literature correlation proposed by Votruba et al. [83] is adopted:

kax = k f κ[0.28−0.757 log ε−0.057 log κ] (2.27)

For the reactors under consideration in the present work, Peth,ax ranges between 2
and 40 depending on the operating conditions. According to [51], this value indicates
that a regime where convective energy transport is dominating over axial dispersion
is established, and justifies the assumption of neglecting the axial dispersion term in
the energy balance (Eq. 2.14).

2.3.1.4 Ni-based catalyst kinetics

The reaction scheme proposed by Xu and Froment [8] is adopted, based on the
reaction rates of the SMR, WGS and GRR reactions. Reaction rates are reversible and
of Langmuir-Hinshelwood type:

rSMR =
kSMR

p2.5
H2

pCH4
pH2O −

pCO p3
H2

Kp,SMR

DEN2 (2.28)

rWGS =
kWGS

pH2

pCO pH2O −
pCO2

pH2
Kp,WGS

DEN2 (2.29)

rGRR =
kGRR

p3.5
H2

pCH4
p2

H2O −
pCO2

p4
H2

Kp,GRR

DEN2 (2.30)
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DEN = 1 + KCO pCO + KH2
pH2

+ KCH4
pCH4

+ KH2O
pH2O

pH2

(2.31)

with the kinetic parameters k j and adsorption parameters Ki are expressed as reported
below:

k j = k j,Tr exp
[
−

Ej

R

(
1
T
− 1

Tr

)]
j = SMR, WGS, GRR (2.32)

Ki = Ki,Tr exp
[
−∆Hi

R

(
1
T
− 1

Tr

)]
i = CO, H2, CH4, H2O (2.33)

where Tr is a reference temperature whose value is reported in Table 2.2, together with
the values of the other parameters appearing in Eq. 2.32 and Eq. 2.33.

TABLE 2.2: Kinetic parameters, from Xu and Froment [8].

Parameter Value Units Notes

kSMR,Tr 1.842× 10−4 kmol bar0.5 kg−1
cat h−1 Tr = 648 K

kWGS,Tr 7.558 kmol bar−1 kg−1
cat h−1 Tr = 648 K

kGRR,Tr 2.193× 10−5 kmol bar0.5 kg−1
cat h−1 Tr = 648 K

ESMR 240.1 kJ mol−1

EWGS 67.13 kJ mol−1

EGRR 243.9 kJ mol−1

KCH4,Tr 0.1791 bar−1 Tr = 823 K
KCO,Tr 40.91 bar−1 Tr = 648 K
KH2,Tr 0.029 60 bar−1 Tr = 648 K

KH2O,Tr 0.4152 − Tr = 823 K
∆HCH4

−38.28 kJ mol−1

∆HCO −70.65 kJ mol−1

∆HH2
−82.90 kJ mol−1

∆HH2O 88.68 kJ mol−1

2.3.2 P-R1 and P-R2 Model

The exit line from the reactor is simulated as well. In this case, the empty pipes
P-R1 and P-R2 are simulated by applying a steady-state, non-isothermal plug flow
reactor (PFR) approach, consisting in practice of the same local mass (Eq. 2.13) and
energy (Eq. 2.14) balances employed for the PBR simulation. The global heat transfer
coefficient U is evaluated also in P-R1 and P-R2, using the same definition employed
for the PBR reactor (Eq. 2.16). For Re, Pr, and Nu, the definitions given in Eq. 2.17 ÷
Eq. 2.19 apply, with L being the tube hydraulic diameter. The evaluation of h is based
on the evaluation of Nu. For an empty tube, with constant wall temperature and with
laminar fluid flow regime as in the present case, Nu is constant, equal to 3.66 [60]. The
effective thermal conductivity coincides with the thermal conductivity of the gaseous
mixture k f [62].

The mass and energy balances of P-R1 and P-R2 form a system of coupled differ-
ential equations (ODEs). Boundary conditions are the inlet composition, temperature
and flowrate of the gaseous mixture, which coincide with those at the exit of the pre-
vious reactor section.
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2.3.2.1 Gas phase WGS kinetics

Downstream the catalytic bed, the reacting mixture flows through the post-reactor
P-R1. Here, according to the literature [42, 43], the quartz wool and the silica glass
tube are not expected to catalyze the reactions. However, WGS is expected to occur in
gas phase, and the following kinetics is adopted [41, 43]:

rWGS = k′WGS

√
CCO CH2O

(
1−

pH2
pCO2

pCO pH2O Kp,WGS

)
(2.34)

where:

k′WGS = k′WGS,0 exp
(
−

E′WGS
R T

)
(2.35)

with k′WGS,0 = 7.4× 1011 cm1.5 mol0.5 s−1 and E′WGS = 288.3 kJ mol−1 [41, 43].

2.3.2.2 Metal tube WGS kinetics

Downstream P-R1, the gaseous mixture flows through the metallic post-reactor
P-R2. It is widely reported in the literature that the WGS reaction is catalyzed by
metallic piping [41]. For the WGS kinetic expressions, it is proposed here to apply
the WGS kinetic equation proposed by Xu and Froment (Eq. 2.29), with kWGS,Tr =
4.7 kmol bar−1 m−2 h−1, referred to the unit area of inner surface of the tube.

An alternative option follows the approach proposed by Bustamante et al. [42, 43]
who have reported a very fast reaction rate measured with Inconel® 600 piping (typical
composition 14-17 wt% Cr, 72 wt% Ni, 6-10 wt% Fe, 1 wt% Mn, 0.5 wt% Cu, 0.5 wt%
Si, 0.15 wt% C and 0.015 wt% S), for which they have assumed the following kinetic
expression [84]:

rWGS = k′′WGS CCO

(
1−

pH2
pCO2

pCO pH2O Kp,WGS

)
(2.36)

where:

k′′WGS = k′′WGS,0 exp
(
−

E′′WGS
R T

)
(2.37)

with k′WGS,0 = 4.26× 106 cm2 s−1 and E′′WGS = 102.4 kJ mol−1 [41, 43].

2.3.3 Thermodynamic Equilibrium

For both the WGS and the SMR reactions, Kp,WGS and Kp,SMR are obtained through
the equation below [85]:

Kp = A exp
(
− EK

R T

)
(2.38)

The values of parameters A and EK are reported in Table 2.3. Eq. 2.38 provides a fit
of the data of Kp given in [12].

For GRR:

Kp,GRR = Kp,SMR · Kp,WGS (2.39)
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TABLE 2.3: Parameters for the calculation of Kp through Eq. 2.38 [85].

Parameter WGS SMR

A 1.412× 10−2 7.846× 1012

EK 220.2 −37.72

2.3.4 Numerical Integration

The model equations form an ordinary differential and algebraic equation (DAE)
system, which is integrated through MATLAB® R2018a. The system of coupled ODEs
(local mass and energy balances) is solved through the ode45 solver. Input data of the
numerical tool are the reactor geometrical data, flow rate and composition of the react-
ing gas mixture, and the furnace temperature. The reactor simulation, for one single
operating condition, typically runs in less than 1 second on a workstation Dell Preci-
sion Tower 3420, with Intel Xeon CPU running at 3.60 GHz with 64 GB of RAM. The
parameters of the local kinetics model are evaluated taking as a reference the values
proposed by Xu and Froment [8] and reported in Table 2.2. Here, they are adjusted
through the multiplicative coefficients ζ1 to ζ6 until a satisfactory agreement with the
experimental data is found. The procedure adopted to perform the adjustment is a
trial-and-error procedure. Table 2.4 reports the values of all the adjusting coefficients
for the kinetic parameters employed in the simulations. Regarding the activation en-
ergies of the SMR and WGS reactions, the adjusting coefficients ζ4 and ζ5 proposed in
the present work are similar to those published in [56], where values corresponding
to ζ4 = 1.07 and ζ5 = 1.33 are reported. In the same work, the activation energy of
the GRR reaction is multiplied by a factor 0.97, while in our case the multiplying co-
efficient is 1. The catalyst employed in [56] is a 18 wt% NiO supported on α−Al2O3
provided by Johnson Matthey Plc, tested for SMR and GRR at temperatures around
600 ◦C, for WGS around 300 ◦C.

Table 2.5 reports the values of the main chemical-physical parameters and dimen-
sionless numbers in the operating conditions adopted in the present study. The rela-
tive error between simulation results and experimental data is reported in Section 2.4
– Modeling results and comparison with experimental data.

TABLE 2.4: Values of the adjusting coefficients ζ1 ÷ ζ6 adopted to adapt the Xu and
Froment kinetic model (Table 2.2) to the catalysts investigated in the present work.

HMMC JM57-4Q JM25-4Q

ζ1 · kSMR ζ1 15 25 8
ζ2 · kWGS ζ2 15 100 130
ζ3 · kGRR ζ3 15 10 10
ζ4 · ESMR ζ4 1 1.17 1.22
ζ5 · EWGS ζ5 1 1.5 1.7
ζ6 · EGRR ζ6 1 90 96
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TABLE 2.5: Values of the main chemical-physical parameters and dimensionless
numbers in the operating conditions adopted in the present study. The values re-
ported are evaluated at the reactor inlet, at temperature equal to the oven tempera-

ture.

Variable
MCO2 SMR

UnitsT = 473 K T = 773 K T = 773 K T = 1173 K

GHSV@RTP 6.7× 103 2.4× 104 h−1

uS 0.0822 0.133 0.200 0.459 m s−1

µ 2.03× 10−5 2.85× 10−5 3.56× 10−5 6.49× 10−5 kg m−1 s−1

cP 5.06 5.16 4.52 4.71 kJ kg−1 K−1

ρ 0.305 0.187 4.74× 10−2 2.06× 10−2 kg m−3

k f 9.89× 10−2 1.42× 10−1 2.42× 10−1 0.464 W m−1 K−1

ks 1.57 1.99 1.99 3.39 W m−1 K−1

kax 0.945 1.25 1.46 2.57 W m−1 K−1

Re = ρ uS d
µ 7.36 5.243 1.600 0.878 −

Pr = µ cp
k f

1.04 1.03 0.665 0.659 −
Nu 3.43 2.28 2.91 2.83 −
U 380 503 584 1019 W m−3 K−1

2.4 Modeling Results and Comparison with Experimental Data

2.4.1 HMMC Catalyst

Figure 2.2 reports the results obtained from the HMMC catalyst. Model results are
displayed together with experimental data, both evaluated at the sampling point (exit
of P-R2). The simulations are carried out using the same set of kinetic parameters
originally proposed by Xu and Froment [8] for a Ni catalyst supported on Mg spinel
(Ni/MgAl2O4); the only difference is that all the pre-exponential factors (kSMR, kWGS
and kGRR) here are multiplied for the same coefficient equal to 15 (Table 2.4). This
is justified by considering the higher Ni loading of the HMMC catalyst compared to
the Xu and Froment catalyst (26 wt% vs. 15.2 wt% respectively), and the higher BET-
surface area (80 m2 g−1 vs. 58 m2 g−1). Finally, Xu and Froment [8] have developed
their kinetic model based on experimental data obtained from a partially deactivated
catalyst, and recommend to multiply the kinetic parameters for a factor 2.246 when a
fresh catalyst is used, such as in the present case.

In Figure 2.2, panels a-f display the results obtained in MCO2 mode, with the fur-
nace temperature varying in the range 523÷ 773 K. In particular, panel f (red line) dis-
plays the maximum temperature in the catalytic section (PBR) of the reactor, evaluated
through the simulation model. Indeed, in the catalytic section of the reactor (PBR), the
exothermal revSMR reaction causes an increase of reactor temperature above that of
the furnace, resulting in a mild maximum in the temperature profile, which is notice-
able for a furnace temperature above 610 K. This difference of reacting gas tempera-
ture from the furnace temperature does not exceed 40 K for all the operating condi-
tions considered here, and, in all cases, the simulated reactor temperature is equal to
the furnace temperature at the exit of the PBR and in the subsequent PR1, while a
rapid quench occurs in P-R2. Temperature and composition profiles along the reactor
will be discussed further in the subsequent 2.4.4 – MCO2 laboratory reactor, but it is
anticipated here that the gas composition does not change along P-R1 nor along P-R2.
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Corresponding to panel f, panels d and e report the thermodynamic equilibrium
constant Kp calculated at the furnace temperature, together with the

(
∏i pνi

i

)
calcu-

lated on the basis of the model results at the sampling point, respectively for the
revWGS and revSMR reactions. As already mentioned, gas compositions do not change
in P-R1 and P-R2, and thus panels d and e demonstrate that both the revWGS and
revSMR reactions are at thermodynamic equilibrium at the exit of PBR for furnace
temperatures equal to or larger than T = 673 K. Conversely, kinetic regime holds
for T < 673 K. The corresponding gas compositions, measured and simulated at the
sampling point, are reported in panels a-c. In particular, panels a,b display that, by in-
creasing temperature, reactant (CO2, H2) consumption and product (CH4, H2O) gen-
eration increase as long as temperature remains in the kinetic regime window. The
maximum value of CH4 and H2O molar fractions (5.9% and 11.8% respectively), and
the corresponding minimum of CO2 and H2 (0.85% and 9.8%) are obtained around
673 K. Increasing temperature further, the thermodynamic regime holds. Here, by in-
creasing temperature, the main effect is the marked decrease of the Kp of the exother-
mal revSMR reaction, as displayed by Figure 2.2 e); the simultaneous increase of the
mildly endothermal revWGS (Figure 2.2 d) is less marked. Considering the overall
revGRR reaction, its Kp is obtained through Eq. 2.39 and thus follows practically the
same behavior of the Kp of revSMR reaction, i.e. it decreases strongly by increasing
temperature. Thus, by increasing temperature, the revGRR is more and more shifted
towards the reactants, and this explains the observed reduction of CH4 and H2O mo-
lar fractions and the associated increase of CO2 and H2 molar fractions displayed in
panels a-b. In addition, panel c reports the behavior of CO, which, being produced
by the revWGS and consumed by the revSMR, displays a trade-off behavior with a
maximum at about 608 K, demonstrating that revWGS and revSMR kinetics prevail
respectively below and above 608 K. Above 673 K, the already discussed dominating
decrease of Kp,revSMR by increasing temperature results in a continuous increase of CO.

Panels g-r report the results obtained in SMR mode, with two different GHSVs
(1.4× 104 h−1 and 2.1× 104 h−1), with furnace temperatures varying in the range
773÷ 1173K. The analysis is started again with a discussion of temperature results
in the reactor. More detailed results are reported in the subsequent Section 2.4.5 –
SMR laboratory reactor, but here it is anticipated that a temperature drop occurs close
to the entrance of the packed bed (PBR), due to the endothermal SMR reaction. After
the temperature drop, temperature quickly raises and reaches the furnace tempera-
ture well before the exit of the PBR. Minimum temperatures are reported in panels l
and r. With the HMMC catalyst, due to the high catalyst activity and the consequently
fast reaction kinetics, the temperature drops are marked. Since axial heat conduction
within the PBR is not considered in the model, this temperature drop may be somehow
overestimated, at least for furnace temperatures above 880 K (dotted lines in panels l
and r of Figure 2.2). However, the predicted temperature drop is very narrow. For
example, for a GHSV = 2.1× 104 h−1 and for a furnace temperature of 900 K, the min-
imum temperature of 765 K is reached at 0.03 mm after the entrance of the PBR, which
is followed by a temperature increase up to 890 K at 1.1 mm after the entrance of the
PBR. This temperature drop will be discussed further in Section 2.4.5 – SMR labora-
tory reactor. Furthermore, it will be discussed that no temperature nor composition
changes occur in P-R1. Conversely, a temperature decrease occurs in P-R2, in a slower
fashion than in MCO2 operating mode, mainly due to the higher external tempera-
ture (523 K in SMR vs. 298 K in MCO2). Simultaneously, the WGS reaction occurs in
a slight, yet appreciable, way. This phenomenon of WGS occurring thermally, or cat-
alyzed by the metallic piping, in the exit-line of experimental laboratory reactors, is
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reported in the literature [41, 43, 84], and is included in the model presented in this
work. More detailed results are reported in the subsequent Section 2.4.5 – SMR labo-
ratory reactor. Nevertheless, here, these preliminary considerations allow to explain
the results in panels j and p of Figure 2.2, which, on the one hand, display that the
Kp,WGS calculated at the furnace temperature coincides with the model calculations of(
∏i pνi

i

)
WGS at the exit of the catalytic section, showing that the model predicts WGS

to be at thermodynamic equilibrium at the exit of the PBR. On the other hand, in the
same figures, modeling and experimental results of

(
∏i pνi

i

)
WGS at the sampling point

(exit of P-R2) are slightly higher (but definitely lower than Kp,WGS = 86.7 calculated at
the P-R2 external temperature of 523 K), demonstrating a further slight advancement
of the WGS reaction in P-R2.

For the SMR reaction, the experimental and simulated
(
∏i pνi

i

)
SMR at the sampling

point are reported in panels k and q, together with Kp,SMR calculated at the furnace
temperature. The three reported quantities coincide, demonstrating that the SMR re-
action is at thermodynamic equilibrium at the exit of the reactor for all the operating
conditions investigated. In particular, since no SMR reaction occurs in PR-1 and in PR-
2, figures k and q demonstrate that SMR is at thermodynamic equilibrium at the exit
of the packed bed (PBR), and also provide a confirmation that the experimental tem-
perature at the outlet of PBR is equal to the furnace temperature. In figures k and q,
no experimental values of

(
∏i pνi

i

)
SMR are reported for temperatures above 933 K and

1013 K respectively, because the amount of methane in the sampled gaseous mixture
is below the resolution of the experimental measurement system, and thus it is eval-
uated as zero. Therefore, the experimental

(
∏i pνi

i

)
SMR diverges to infinity in these

conditions.

The corresponding compositions measured and simulated at the sampling point,
are reported in panels g-i for GHSV = 1.4× 104 h−1, and in panels m-o for GHSV =
2.1× 104 h−1. Being SMR endothermal, it is thermodynamically favored by increas-
ing temperature, with a progressive increase in reactant (CH4, H2O) consumption and
product (CO2, H2) generation. For furnace temperatures above 890 K, the SMR reac-
tion is complete, with CH4 being completely consumed inside the PBR zone of the
SMR reactor. Then, the compositions obtained by increasing further the furnace tem-
perature are dictated by WGS. Being WGS mildly exothermal, it gradually shifts to-
wards the reactants by increasing temperature, and this explains the slight decrease
of CO2 and H2 and the associated slight increase of CO and H2O. The maximum hy-
drogen molar fraction obtained experimentally is 16.7% (at a furnace temperature of
893 K for GHSV = 1.4× 104 h−1, and at a furnace temperature of 933 K for GHSV =
2.1× 104 h−1).

In SMR conditions, differences between reactor behavior at GHSV = 1.4× 104 h−1

and at GHSV = 2.1× 104 h−1 are of minor entity, and in both cases the SMR reaction
reaches thermodynamic equilibrium before the exit of the PBR, for all the operating
conditions investigated. In all cases, under both MCO2 and SMR operating mode,
the agreement between experimental and simulated results is very good. The average
value of the absolute difference between measured and simulated outlet molar frac-
tions is 1.7× 10−3, and the mean absolute percentage error is 8.6%. The discrepancy
between experimental and simulated results reported in Figure 2.2, panels j, p, is re-
lated to the difficulty in simulating in a more accurate manner the advancement of the
WGS in the exit line of the reactor.

Overall, the results offer a further confirmation for the validity of the kinetic model
set up by Xu and Froment [8]. This kinetic model is typically applied to the simulation
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of SMR reactors [6, 86–88]; however, since it is based on reversible reaction kinetics, it
is expected to apply also to MCO2 reactors, and the results reported in panels a-e of
Figure 2.2 provide a confirmation. It is interesting to notice that 773 K is the highest
temperature experimented in MCO2 mode as well as the lowest temperature experi-
mented in SMR mode; at this temperature, with the HMMC catalyst, the SMR reaction
is at thermodynamic equilibrium at the exit of the PBR section of the experimental re-
actor, under both MCO2 and SMR operating conditions.
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FIGURE 2.2: Results for the HMMC catalyst. Panels a-f: MCO2 operating mode
(GHSV = 6.7× 103 h−1). Panels g-l: SMR operating mode (GHSV = 1.4× 104 h−1).
Panels m-r: SMR operating mode (GHSV = 2.1× 104 h−1). Symbols: experimental
data. Lines: simulations. Panels a-c, g-i, m-o: compositions at the sampling point
(exit of P-R2). Panels d, j, p: Kp,WGS calculated at the furnace temperature
(Eq. 2.38); model calculation and # experimental data of

(
∏i pνi

i
)

WGS at the
sampling point (exit of P-R2). Panels j, p: model calculation of

(
∏i pνi

i
)

WGS at
the exit of the PBR. Panels e, k, q: Kp,SMR calculated at the furnace temperature
(Eq. 2.38); model calculation and # experimental data of

(
∏i pνi

i
)

SMR at the
sampling point (exit of P-R2). Panels f, l, r: furnace temperature; model results
of: maximum temperature in the PBR of the MCO2 reactor and ,

minimum temperature in the PBR of the SMR reactor.
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2.4.2 JM57-4Q Catalyst

Figure 2.3 reports both modeling and experimental results obtained from the com-
mercial JM57-4Q catalyst. The first remark when comparing the experimental results
obtained in SMR and MCO2 operating modes, is that at the same temperature of 773 K
an interesting difference appears. Indeed, in MCO2 mode, the SMR reaction is at ther-
modynamic equilibrium at the exit of the PBR (panel e), while this is clearly no more
true in SMR operating mode (panels k and q). The possibility that this is related to
thermal effects, i.e. the internal temperature of the PBR being higher than the fur-
nace temperature in MCO2 operating mode, and lower than the furnace temperature
in SMR operating mode, has been considered in the present work by performing the
simulation of the reactor temperature profile. However, as already discussed and fur-
ther deepened in Sections 2.4.4 and 2.4.5, the simulated PBR temperature shows a
peak/drop close to the PBR entrance, followed by an almost flat profile, very close to
the furnace temperature, in MCO2/SMR operating modes. The entity of the peak can
change from one experiment to another, but ultimately it has rather small influence on
the overall reaction rate and thus on the gas composition at the PBR exit. A more con-
vincing explanation can be formulated considering that the literature reports that H2O
concentration strongly influences the SMR kinetics [89], and that the composition of
the JM57-4Q and JM25-4Q catalysts improves water adsorption properties [18]. More
in detail, both JM commercial catalysts are based on a calcium aluminate support,
where the addition of calcium oxide component can result in the increase of water
adsorption through neutralisation of the acidic sites present on alumina. Keeping in
mind that the HMMC catalyst employs a calcium-free support, the different support
composition may explain different water adsorption capabilities and ultimately the
striking different behavior observed at 773 K.

It has been pointed out by several authors [89] that a change of catalyst composition
or operating conditions (temperature and S/C ratio) may alter not only the values of
the parameters in the kinetic model, but also the structure of the model itself. Never-
theless, the present work presents an attempt to apply the Xu and Froment [8] kinetic
scheme, by adapting the model parameters to the different catalysts, and then keeping
them unchanged for all the operating conditions investigated.

Assuming that the different behavior observed at 773 K under MCO2 and SMR op-
erating mode is related to an increased water adsorption, the water adsorption co-
efficient KH2O,Tr for JM57-4Q is supposed to be 90 times that originally proposed by
Xu and Froment [8] (see Table 2.4). All the other kinetic parameters adopted are re-
ported in Table 2.4; in particular, the pre-exponential coefficients are increased over
those originally proposed by Xu and Froment [8], as well as the activation energies.
With this choice of the kinetics parameters, the simulation results reported in Figure
2.3 display a satisfactory agreement with the experimental data. The average value
of the absolute difference between measured and simulated outlet molar fractions is
2.8× 10−3, corresponding to a mean absolute percentage error of 11.8%. The highest
relative error is for the calculation of the CO molar fraction at the exit of the laboratory
MCO2 reactor, since the experimentally measured molar fraction is very low (Figure
2.3 c). In addition, also the difficulty in capturing in an accurate manner the advance-
ment of the WGS in the exit line of the reactor (Figure 2.3, panels j, p) impacts on the
accuracy of the simulation results.

In MCO2 operating mode, focusing on the individual chemical species, slight dif-
ferences are found in the molar fractions at the outlet of the reactor, compared to the
results obtained with the previous HMMC catalyst. This is evidenced by panels a, b
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and c of Figure 2.3, that display a slightly reduced H2 and CO2 consumption, associ-
ated to a slightly reduced CH4 and H2O production, compared to panels a, b and c of
Figure 2.2. In SMR mode, the expected slowdown of the SMR reaction rate is visible
especially in the panels g and m of Figure 2.3, reporting the CH4 molar fraction at the
reactor outlet. Here, the CH4 consumption is completed for a furnace temperature of
about 930 K, and below that temperature the CH4 molar fraction at the reactor outlet
is visibly higher than that displayed in Figure 2.2, panels g and m, for the HMMC cat-
alyst. Analogous considerations apply also to H2O (panels h and n) while, for furnace
temperatures below 930 K, H2 (panels h, n) and CO2 (panels g, m) are higher than
in the in the corresponding panels in Figure 2.2. For a furnace temperature higher
than about 930 K SMR thermodynamic equilibrium is established at the PBR outlet,
and thus at higher temperatures the compositions follow practically the same trend
already discussed for Figure 2.2.

Concerning the WGS reaction, in the Xu and Froment kinetics equations scheme
[8] also the WGS kinetics is of Langmuir-Hinshelwood type, and thus it is slowed
down for high KH2O,Tr values. This slowdown of the WGS reaction results in WGS
thermodynamic equilibrium being not fully established at the exit of the PBR. This is
displayed by the model results reported in panels j and p of Figure 2.3 (pink line non
collapsing with the blue dotted line). As already found before, the model calculates a
further advancement of the WGS reaction in the P-R2 post-reactor (green line), that is
partially confirmed by the experimental data (green circles).

Concerning the simulated maximum and minimum temperatures inside the PBR,
the qualitative behavior is similar to that previously discussed for the HMMC reac-
tor. More in detail, in MCO2 mode, no significant differences are observed in panel f
of Figure 2.3 and Figure 2.2. In SMR mode, instead, differences are noticeable, since
the slow SMR reaction occurring on the JM57-4Q catalyst is accompanied by a small
temperature drop at the entrance of the PBR, as displayed by panels l and r of Fig-
ure 2.3. For example, for a GHSV = 2.1× 104 h−1 and for a furnace temperature of
900 K, the reactor temperature reaches the minimum value of 870 K at 0.012 mm af-
ter the entrance of the PBR (which, according to further simulations, is followed by a
temperature increase up to 890 K at 2.7 mm after the entrance of the PBR).
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FIGURE 2.3: Results for the JM57-4Q catalyst. Panels a-f: MCO2 operating mode
(GHSV = 6.7× 103 h−1). Panels g-l: SMR operating mode (GHSV = 1.4× 104 h−1).
Panels m-r: SMR operating mode (GHSV = 2.1× 104 h−1). Symbols: experimental
data. Lines: simulations. Panels a-c, g-i, m-o: compositions at the sampling point
(exit of P-R2). Panels d, j, p: Kp,WGS calculated at the furnace temperature
(Eq. 2.38); model calculation and # experimental data of
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)

WGS at the
sampling point (exit of P-R2). Panels j, p: model calculation of

(
∏i pνi

i
)

WGS at
the exit of the PBR. Panels e, k, q: Kp,SMR calculated at the furnace tempera-
ture (Eq. 2.38); model calculation and # experimental data of

(
∏i pνi

i
)

SMR at
the sampling point (exit of P-R2). Panels f, l, r: furnace temperature; model
results of: maximum temperature in the PBR of the MCO2 reactor and
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2.4.3 JM25-4Q Catalyst

Figure 2.4 reports the results obtained from the commercial JM25-4Q catalyst, which
employs not only a calcium aluminate support, but also a 1.8 wt% K2O addition,
whose role is to increase further the surface basicity and avoid coke deposition [18].
Indeed, it has been reported that, in SMR operating mode, since water adsorbs dis-
sociatively on the catalyst surface, the increased number of sites for water adsorption
increases the oxygen available on the surface, leading to an increase of the rate of car-
bon gasification and of the carbon monoxide production rate [18]. Thus, in modeling
the performance of the JM25-4Q catalyst, the water adsorption parameter KH2O,Tr is
further increased. In addition, the pre-exponential factor of the WGS reaction kWGS is
increased as well, as reported in Table 2.4. With this choice of the kinetics parameters,
the average value of the absolute difference between measured and simulated outlet
molar fractions is 2.6× 10−3, corresponding to a mean absolute percentage error of
9.7%. With the JM25-4Q catalyst, the increased water adsorption further slows the
SMR and revSMR reaction rate, compared to the JM57-4Q catalyst. This is visible by
comparing panels e, k, q in Figure 2.4 and in Figure 2.3. Figure 2.4, panel e, shows
that, in MCO2 operating mode, thermodynamic equilibrium is now reached at the
PBR outlet for a furnace temperature of 773 K. Correspondingly, the maximum of CH4
molar fraction displayed panel a is now about 5%, visibly reduced compared to that
reported in Figure 2.3, panel a. Analogously, panels k and q of Figure 2.4 show that,
in SMR operating mode, thermodynamic equilibrium is reached for a furnace temper-
ature of 1013 K, visibly increased compared to that displayed in Figure 2.3, panels k
and q.

Conversely, the features of the WGS and revWGS reaction reported in Figure 2.4,
panels d, j, p, do not show appreciable variations compared to those reported in Figure
2.3 panels d, j, p, for the JM57-4Q catalyst.
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FIGURE 2.4: Results for the JM25-4Q catalyst. Panels a-f: MCO2 operating mode
(GHSV = 6.7× 103 h−1). Panels g-l: SMR operating mode (GHSV = 1.4× 104 h−1).
Panels m-r: SMR operating mode (GHSV = 2.1× 104 h−1). Symbols: experimental
data. Lines: simulations. Panels a-c, g-i, m-o: compositions at the sampling point
(exit of P-R2). Panels d, j, p: Kp,WGS calculated at the furnace temperature
(Eq. 2.38); model calculation and # experimental data of
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2.4.4 MCO2 Laboratory reactor

Figure 2.5 reports simulation results for the MCO2 laboratory experimental reactor,
obtained with a furnace temperature of 623 K. Modeling results are reported for all the
three catalysts employed in this work. Experimental data of compositions, measured
at the sampling point, are reported as well.

The first remark about the simulation results is that the kinetic parameters em-
ployed for the JM catalyst cause a high sensitivity of the SMR and revSMR reaction
rates towards the water content in the reactant gas mixture. In MCO2 mode, where
no H2O is present in the reactor feeding gas, the revSMR and revWGS reactions are
thus very fast at the reactor inlet, especially with the JM57-4Q catalyst. This is clearly
visible Figure 2.5, particularly in the CH4 molar fraction plot (Figure 2.5 a), showing a
steep increase at the reactor inlet, higher than with both the HMMC and the JM25-4Q
catalysts. Further down in the reactor, water, being a reaction product, is present, as
displayed by Figure 2.5 e. Therefore, the rate of formation of CH4 over the JM57-4Q
catalyst visibly slows down, so that at the exit of the PBR the CH4 molar fraction is
only slightly higher than that obtained with the HMMC catalyst. This is confirmed by
the experimental results of CH4 molar fraction at the exit of the reactor: 5.1% with the
JM57-4Q, 5.0% with the HMMC catalyst and 2.9% with the JM25-4Q catalyst.

Regarding the simulated temperature profiles (Figure 2.5 f), the fast kinetics of the
exothermal revSMR at the entrance of the PBR causes a steep temperature increase
of about 10 K with the JM57-4Q catalyst. A similar behavior, with a smaller tempera-
ture increase, is found also with the other two catalysts. Further down in the reactor,
due to the reduced rate of the revSMR, the temperature of the PBR cools down and at
the exit of the PBR it is practically equal to the temperature of the furnace for all the
three simulated catalysts. Also in the downstream P-R1, where only gas phase WGS
is considered to occur, temperature remains equal to the furnace temperature and no
appreciable variations in composition is found (results not reported in Figure 2.5 f).
In the subsequent post–reactor P-R2, due to the efficient heat exchange with the sur-
rounding environment, temperature quickly drops to the ambient temperature (298 K)
in a narrow length of about 7 mm. More in detail, temperature decreases to 523 K in
a thin length of 0.3 mm, and then to 366 K in the subsequent 1 mm of length. Here,
the simulation model, as discussed in Section 2.3.2.2 – Metal tube WGS kinetics, em-
beds a simulation of the revWGS reaction, catalyzed by the metallic piping. However,
due to the low furnace operating temperature adopted in the MCO2 operating mode,
and also to the almost instantaneous temperature drop down to the ambient temper-
ature occurring in the post-reactor P-R2, no variation in composition is calculated by
the model in the P-R2. No results are reported in Figure 2.5 for the P-R1 and P-R2
simulation results, and, in Figure 2.5, the experimental compositions measured at the
sampling point (exit of P-R2) are plotted at the exit of the PBR section.
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FIGURE 2.5: Results for the MCO2 operating mode (GHSV = 6.7× 103 h−1), furnace
temperature 623 K. Lines: simulations. Simulation results are reported only for the
catalytic section (PBR) of the reactor. Symbols: experimental data at the outlet of
the laboratory reactor. Catalysts: , 3 HMMC; , # JM57-4Q; , 2

JM25-4Q.
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2.4.5 SMR Laboratory reactor

Figure 2.6 reports the simulation results obtained for the experimental reactor in
SMR operating mode, with furnace temperature 853 K and GHSV = 2.1× 104 h−1.
The left hand sides of the figures show the modeling results obtained in the catalytic
section of the reactor (PBR), while the right hand sides display the P-R2 modeling
results.

In this case, 5% CH4 is fed together with 20% steam, and therefore the simulated
reaction rate with the JM25-4Q and JM57-4Q catalysts is hindered by the presence
of water, and thus is visibly slower than in HMMC operating mode. In particular,
with the HMMC catalyst, thermodynamic equilibrium is established after about 2 mm
from the entrance of the PBR, corresponding to an almost complete consumption of
methane and to the generation of an H2 molar fraction of about 16%. Conversely, with
the commercial catalysts, reaction rates are much lower and thermodynamic equilib-
rium is not reached within the PBR; H2 molar fractions at the exit of the PBR are 14.5%
and about 12% with JM57-4Q and JM25-4Q respectively.

Regarding the simulated temperature profiles within the PBR section, the fast reac-
tion rate at the entrance of the HMMC PBR is associated to a temperature drop, after
which, temperature raises to the furnace temperature. This deep temperature drop
may be somehow overestimated due to the absence of the thermal axial dispersion
term in the model; nevertheless, this possible inaccuracy does not influence the eval-
uation of the compositions at the exit of the PBR since thermodynamic equilibrium is
reached quickly with the HMMC catalyst in these operating conditions. On the other
hand, with the commercial catalysts, as a result of the slower kinetics, the temperature
drop is smoother and milder (20 K with the JM57-4Q and 15 K with the JM25-4Q cata-
lysts respectively). For all catalysts, temperature at the exit of the PBR is equal to the
furnace temperature. As well as with the MCO2 reactor, also with the SMR reactor, no
temperature or composition variations are evaluated by the simulation model in the
post-reactor PR-1, which is not represented in Figure 2.6. Instead, in the post reactor
PR-2, the model calculates variations not only in temperature but also in composition.
This is due to the fact that, in SMR operating mode, on the one hand, the furnace tem-
perature is higher than in MCO2 operating mode; on the other hand, the P-R2 is ex-
posed to an external temperature of 523 K, higher than in the MCO2 case. As a result of
the higher temperatures established in the P-R2, the simulation results indicate a non-
negligible advancement of the WGS reaction. The WGS kinetics in P-R2, as already
mentioned in Section 2.3.2.2 – Metal tube WGS kinetics, is based on the kinetic equa-
tion proposed by Xu and Froment (Eq. 2.29), with kWGS,Tr = 4.7 kmol bar−1 m−2 h−1,
referred to the unit area of inner surface of the tube. Figure 2.6 reports the simula-
tion results only for the first 3 mm of PR-2, where temperature is simulated to drop
to the external temperature of 523 K (Figure 2.6 f), and where the model evaluates a
slight, yet non negligible, advancement of the WGS reaction. Figure 2.6 demonstrates
good agreement between simulated and experimentally measured molar fractions at
the sampling point (exit of P-R2). All the modeling results presented in this work are
obtained following this approach.

For sake of completeness, other literature WGS kinetic models have also been tested
for the simulation of P-R2. The kinetic model proposed by Bustamante et al. [42, 43]
(Section 2.3.2.1 – Gas phase WGS kinetics) for gas phase WGS reaction has been imple-
mented in the simulation of the P-R2 discharge pipe, without giving any advancement
in WGS conversion. A further simulation has been performed employing the kinetic
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model proposed by Bustamante et al. [42, 43] (Section 2.3.2.2 – Metal tube WGS kinet-
ics) for the WGS reaction occurring in an Inconel® 600 pipe. This kinetic model, when
implemented into the P-R2 discharge pipe, results in thermodynamic equilibrium be-
ing reached for the WGS reaction inside P-R2 (Kp,WGS = 86.7 at 523 K), exceeding by
far the real WGS conversion measured experimentally at the exit of the P-R2 piping.
This indicates that the WGS kinetics in the Inconel® 600 piping is faster than in the
AISI 316L tubes, probably due to the higher amount of Ni (72 wt% in Inconel® 600,
versus 8 wt% in the AISI 316L).

FIGURE 2.6: Results for the SMR operating mode (GHSV = 2.1× 104 h−1), furnace
temperature 853 K. Lines: simulations. Simulation results are reported only for the
catalytic section (PBR) of the reactor and for the first 3 mm of the second post-reactor
(P-R2). Symbols: experimental data at the outlet of the laboratory reactor. Catalysts:

, 3 HMMC; , # JM57-4Q; , 2 JM25-4Q.
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2.5 Commercial and HMMC Catalysts: Comparative Assess-
ment

The experimental data show that the investigated catalysts are all active in both
SMR and in MCO2 reactions. The data show that the HMMC catalyst is more active
than both K-free and K-doped industrial SMR catalysts in both reactions. The better
activity of the HMMC catalyst is likely associated, for both reactions, to the definitely
higher nickel loading, as well as, maybe, to the different support. It is evident that
the composition of the industrial SMR catalysts are determined by the need of a very
prolonged stability, both in terms of reduced sintering of nickel active phase and the
support, and on a limited formation of carbon residues. Calcium aluminates are stable
and refractory materials allowing to stabilize nickel particles in the SR reaction condi-
tions, even if they can in some way slightly reduce the activity of nickel with respect
to alumina. In any case, we remark that the HMMC catalyst does not show any deac-
tivation in a one-day-long experiment in SMR in our conditions. In any case over both
HMMC and JM57-4Q catalysts hydrogen yields above 90% are obtained at ca. 900 K.

Our data confirm, also in our conditions, the slightly lower activity of the K-doped
commercial SMR catalyst with respect to the K-free catalyst [18] in the SMR reaction.
As said, K-doping is useful to reduce carbon residue formation, in particular when
natural gas treated contains significant amounts of higher hydrocarbons, propane and
butane. The formation of carbon is in fact much more pronounced when higher hy-
drocarbons are treated. For this reason, in industrial plants a pre-reforming reactor is
frequently used [47], working at lower temperature (∼ 773 K), to steam reform higher
hydrocarbons before the tubular reactor. As remarked above, our HMMC catalyst has
a composition, which is comparable with that of pre-reforming catalysts. It seems in-
teresting to remark that this catalyst, richer in nickel, is more active with respect to
SMR even at 773 K, thus at a temperature where pre-reforming is usually conducted.
Indeed, at this low temperature SR of propane and butane can already occur with high
conversion and are much faster and favoured than SMR.

At low temperature, when the SMR reaction is under kinetic control, CO2 is selec-
tively produced over the K-doped catalyst while over the other catalysts CO is already
detected among products. This either indicates that K-containing catalysts are more
active in water gas shift reaction (supposing CO is the primary product of the steam
reforming process) or, in contrast, K-doping also poisons retro-water gas shift reaction
(supposing CO2 is the primary product of the reaction, and CO is the final product).
This point will be discussed later.

The trend of catalytic activity in MCO2 is the same as for SMR, i.e. HMMC > 57-4Q
> 25-4Q, as it might be expected from the “micro-reversibility principle” [25]. In the
cases of K-free catalysts, MCO2 reaction is highly selective to methane (approaching
100%) until 673 K, when the maximum conversion is reached, allowing a methane
yield near 85%. In these conditions the reaction is still under kinetic control in our
experiments, being CO2 conversion still lower than that allowed by thermodynamics.
At higher temperatures, however, when the reaction is, over these catalysts, already
under thermodynamic control, CO is produced in significant amounts, as expected
indeed by thermodynamics. A different situation is found over the K-doped catalyst,
where conversion of CO2 is significantly lowered with respect to undoped catalyst,
and 10% CO yield is achieved upon CO2 methanation also at low temperature (i.e.
when thermodynamics allows complete CO hydrogenation). This behavior shows
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that the rate of the “methanation” steps (MCO2 and MCO) are both lowered by K-
doping. However, the reduced CO2 conversion implies that either also the rate of the
revWGS activity is reduced by potassium doping (supposing MCO2 as the sequence
revWGS+MCO) or MCO2 is mainly parallel to revWGS. These data can be taken into
consideration in parallel with the effect of K-doping on the selectivity to CO2 in SMR.
These data support the idea that a direct reversible way from CO2 to CH4, without the
intermediacy of gaseous phase CO, indeed exists and is predominant in both senses.
Thus, MCO2 and GRR (Reactions 2.3 and 2.5) are real inverse reaction whose reaction
rates are both slowed down by K doping in both directions. The increased production
of CO by the hydrogenation side and to CO2 from the steam reforming side by K
doping is a secondary effect: it indicates that revWGS reaction 2.6 is both parallel to
CO2 methanation and consecutive to CH4 steam reforming, and is hindered at least at
high temperature by K doping.

On the other hand, it can be interesting to remark that we have performed experi-
ments in closely similar conditions at 773 K both feeding methane + water and feeding
CO2 + hydrogen. At this temperature, the reaction is under (or near) equilibrium con-
ditions from both sides only on the HMMC catalyst. With the two industrial catalysts,
at 773 K the reaction is, in our experiments, near equilibrium from the hydrogenation
side, while is far from equilibrium from the steam reforming side. This is likely asso-
ciated to the water excess in our SMR experiments, while in the conditions of MCO2
experiments water is a stoichiometric product, and to the need of large nickel particles
to activate water for SMR at low temperature.

2.6 Conclusions

Regarding MCO2 and SMR catalysis on three different commercial and laboratory
catalysts, it can be concluded that:

1. K-doped industrial SMR catalysts are less active than K-free samples also in our
laboratory reactor conditions in SMR. They however produce higher CO2 and
hydrogen selectivities at low temperature where the reaction is under kinetic
control, with respect to K-free catalyst.

2. The industrial SMR catalysts are also active in CO2 methanation, where K-doping
also causes some deactivation and lowers CH4 selectivity at low temperature
where the reaction is under kinetic control.

3. The home-made HMMC catalyst, richer in Nickel, is more active than industrial
catalysts in both SMR (95% hydrogen yield at 900 K) and CO2 hydrogenation
(86% methane yield with 100% selectivity at 623 K). Although this catalyst is
stable for one-day laboratory experiments, it is clear that composition and prop-
erties of industrial catalysts are mostly related to stability issues, for very pro-
longed use in SMR.

4. The experimental results suggest that the reverse water gas shift reaction is mainly
parallel with respect to CO2 methanation and mainly successive to “global re-
forming reaction” that produces directly CO2 from methane and water.

From the point of view of reactor modeling, it can be stated that:

5. A steady-state, pseudo-homogeneous 1D non-isothermal reactor model indi-
cates that temperature non-uniformities can be non-negligible in laboratory ex-
perimental reactors for MCO2 and SMR testing.
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6. Data at thermodynamic equilibrium give information about possible progress
of the WGS reaction in the discharge piping, which can be more easily included
into the simulation model rather than prevented in the experimental apparatus
[41–43].

Comparison between modeling results and experimental data allows to state that:

7. The Xu and Froment kinetic model [8] is applied successfully to both high and
low steam-to-carbon operating conditions.

8. Three set of values for the parameters of the Xu and Froment kinetic model [8]
are proposed, adapted to the three catalysts under consideration.

9. In the kinetic model, the H2O adsorption coefficient adopted for the commercial
catalysts is about two orders of magnitude higher than for the laboratory made
catalyst, and this is in line with the expectations, considering that the commercial
catalysts are added with Ca and K in order to promote H2O adsorption.

10. The WGS reaction occurring in the metal piping downstream the reactor is well
simulated again through the corresponding kinetic equation proposed by Xu
and Froment [8].
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Chapter 3

Model of Full-Scale Industrial SMR
Reactor

Diagnostics and prognostics of natural gas steam reforming (NGSR) reactors are of
utmost importance for solid oxide fuel cell (SOFC) systems, where a fuel processor
fault can cause damage to the SOFC stack. Most common faults are due to carbon
deposition. We investigate this phenomenon through a model based on microscopic
mass, energy and momentum balances of a tubular NGSR reactor. The model includes
a detailed local reaction kinetics specific for Ni-based catalysts, and is integrated with
a finite element method (FEM) implemented through COMSOL Multiphysics® 5.2. Re-
sults obtained from the simulation of a laboratory scale reactor are validated on the
basis of literature data. Furthermore, the model is applied to an NGSR fuel proces-
sor designed for a 1.1 kW SOFC system. The model allows to identify the area where
carbon deposition is expected to occur, which is a key feature in view of develop-
ing specific diagnostic and prognostic tools. The simulation results demonstrate that
safety criteria based on the feedstock steam to carbon (S/C) ratio can be misleading in
a number of operating conditions.

3.1 Introduction

The importance of early detection, isolation, identification and possibly correction
of faults has been evidenced by previous research works on solid oxide fuel cell (SOFC)
plants [90–92]. With reference to the SOFC power plant scheme reported in Figure 3.1,
the possible types of faults have been grouped into four main categories (classes) [90,
91]: (i) air leakage: this fault consists in leakage of air between the air blower and the
SOFC stack itself; (ii) fuel leakage: in the reformer, the methane/steam feed is converted
into a hydrogen rich mixture. Leakage is likely to occur between the exit of the re-
former and the entrance of the SOFC stack because of the small dimensions and high
diffusivity of the hydrogen molecule; (iii) SOFC stack degradation: an increase of the
SOFC internal losses (activation, ohmic and diffusion losses) leads to a reduced elec-
trochemical performance and efficiency. SOFC internal losses can rise progressively or
abruptly. A progressive increase is related to functional degradation during the work-
ing life of the cell, while an abrupt increase is due to an unexpected breakdown in the
stack [90]; and (iv) reformer degradation: deterioration of the reformer catalyst reduces
hydrocarbons conversion.

In [91], it was demonstrated that faults of the natural gas steam reforming (NGSR)
reactor are particularly dangerous. Indeed, when natural gas (NG) conversion in the
NGSR reactor is reduced, high amounts of NG are fed directly into the SOFC stack.
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FIGURE 3.1: Scheme of the SOFC system.

In these conditions, NG can undergo steam reforming inside the SOFC stack, causing
steep thermal gradients, which can easily exceed the maximum threshold allowed by
the SOFC stack materials.

Despite NGSR reactors implement an established technology, they still present some
issues. In particular, carbon can deposit and coat the active sites of the catalyst, re-
ducing its activity and limiting gas diffusion through the catalytic bed. Carbon can
deposit under various different forms, including graphitic form, amorphous carbon,
carbon nanotubes and carbon nanofibers [93, 94]. It is well known that coke deposi-
tion is inhibited by a high steam to carbon ratio (S/C, defined as the ratio between
the number of water molecules and the total number of carbon atoms present). Even
if generally S/C is in the range 2-6, nevertheless, the problem of carbon deposition is
still not solved, as widely discussed in the literature [1, 95–98].

In the present work, a model is proposed for the NGSR reactor. Modelling of in-
dustrial NGSR reactors has received wide attention so far [6, 99–102], mainly aimed
at optimizing operating conditions and identifying innovative geometries, particu-
larly with reference to the arrangement of the burners within the combustion chamber
where the NGSR reactor tubes are situated. These studies include the kinetics of the
NGSR reactions, but to date there are no literature papers in which the kinetics of the
coke deposition reaction is embedded into the NGSR reactor model, and this is a dis-
tinctive feature of the present work. The kinetics of the coke deposition reaction has
been included into a kinetic subroutine taking into account also the rate of all the other
main reactions involved, in particular steam reforming of methane, ethane, propane
and butane (SMR, ESR, PSR and BSR respectively). All these kinetics have been de-
rived from the published literature for Ni-based catalysts, which are widely applied
in NGSR reactors for SOFC plants [103, 104].

The model has been applied to two reactors of different scale: (i) laboratory scale;
(ii) SOFC plant reactor [105]. The results obtained for the laboratory scale reactor have
allowed model validation through comparison with previous literature results for a
similar type of NGSR reactor [55]. Application to a reactor designed for a 1.1 kW
SOFC system is discussed as well, and is intended to provide the basis for the devel-
opment of a diagnosis and prognosis tool based on pattern recognition techniques,
which will be developed in a subsequent phase. A number of fault detection and iso-
lation (FDI) methods have been proposed and applied to a variety of systems. A sur-
vey can be found in [106], where they are classified as: (i) quantitative model-based;
(ii) qualitative model-based, and (iii) process history-based methods. In practice, the
classification regards the approach used to produce the fault data for the FDI: in the
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first two cases, the data are obtained from a model developed for the system under
analysis, while the latter approach is based on historical experimental data.

In a previous work [107], we have demonstrated a general fault diagnosis tool for
SOFC-based power plants, designed using quantitative models of the whole gener-
ation plant coupled to a support vector machine (SVM) classifier. This FDI tool has
been proved to be robust against modelling and measurement errors and is compliant
with practical deployment, correctly functioning with different operating conditions
and fault sizes. The work presented in this paper is intended to provide the basis for
the development of a similar tool, specifically devoted to the diagnosis and prognosis
of the NGSR reactor of an SOFC power plant.

The paper is structured as follows: in Section 3.2, the NGSR reaction scheme is de-
picted; in Section 3.3 the geometry is described for the two NGSR reactors simulated
in the paper: laboratory size and SOFC system reactor size. Section 3.4 illustrates the
main equations included into the model, in particular mass, energy and momentum
balances. These are coupled to the local kinetics, including primarily the kinetics of
hydrocarbon steam reforming (SR) and of carbon formation. Simulation of thermo-
dynamic equilibrium is discussed in depth. Section 3.5 presents, at first, the results
obtained for the evaluation of possible carbon formation according to the thermody-
namic equilibrium approach. Then, simulation results for the laboratory NGSR reactor
are discussed and validated by comparison to previous literature results. Finally, sim-
ulation results for a 1.1 kW SOFC system NGSR reactor are presented, with emphasis
on carbon formation; discrepancies with carbon formation predictions derived from
the thermodynamic approach are highlighted. In Section 3.6, the main conclusions
and future perspectives are summarized.

3.2 Reaction Scheme

The general formulation of steam reforming reactions of hydrocarbons is [108]:

CnHm + nH2O nCO +
(

n +
m
2

)
H2 (3.1)

In the case of methane steam reforming, this becomes:

CH4 + H2O CO + 3 H2 (SMR) (3.2)

It is widely accepted [6, 37, 53, 99, 109] that this is accompanied by the water gas
shift (WGS) reaction:

CO + H2O CO2 + H2 (3.3)

In the reaction scheme, the methane cracking (MC) reaction [96] is included as well,
which deposits carbon on the catalyst, mainly under the form of filamentous carbon
or carbon nanotubes [110]:

CH4 C + 2 H2 (3.4)
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The ∆H0
298K of the reactions are reported in Table 3.1, showing that reforming re-

actions are strongly endothermal, while WGS is slightly exothermal and MC is en-
dothermal.

TABLE 3.1: Standard enthalpy change of the reactions involved in the NGSR process.

Reaction ∆H0
298K [kJ mol−1] Source

3.1

206.27 (for CH4) [111]
348 (for C2H6) [112]
498 (for C3H8) [113]

649.9 (for C4H10) [114]

3.3 -41.19 [111]

3.4 74.91 [111]

In the reaction scheme, further reactions leading to coke deposition, such as the
Boudouard reaction, are not taken into account:

2 CO C + CO2 (3.5)

Even though nickel catalysts for NGSR are reported to be active towards reaction 3.5
[115, 116], only few studies have been carried out to determine the kinetics law. Fur-
thermore, the higher the amount of steam and hydrogen, the lower the reaction extent
[117]. In addition, reaction 3.5 is not favoured by high temperatures [96], such as the
typical NGSR operative conditions. Therefore, in the typical operating conditions con-
sidered in our simulations, the Boudouard reaction is assumed to be inhibited, and, as
previously suggested by Tøttrup [117], it is not included in the reaction scheme taken
as a basis for model development.

NG fed into the reactor is assumed to be desulphurized, and thus no sulphur-
containing compounds are taken into account in the reaction scheme.

3.3 Reactor Geometry

3.3.1 Laboratory Scale NGSR Reactor

The laboratory scale fixed-bed catalytic tubular reactor is depicted in Figure 3.2.
The catalytic section is placed inside a quartz tube and is kept in position by two
holders made out of glass wool. The tube has an inner diameter of 6 mm, and the
catalyst fixed-bed is 10 mm long. The two sections filled with glass wool, upstream
and downstream the catalyst, are each about 1.5 cm long. The catalyst is Ni oxide on
calcium aluminate, JM57-4 Johnson Matthey series. The pellets are crunched in par-
ticles of about 0.2 mm size, dispersed with silica glass particles and then loaded into
the quartz tube. The entire reactor is placed inside a tubular furnace with controlled
temperature.

On the one hand, the reactor described above is set up at DICCA (University of
Genoa) [118]; however, no NGSR experimental campaigns have been carried out yet.
On the other hand, the geometry described above is very similar to one previously
reported in the literature [55], allowing comparison and validation of the results ob-
tained by the NGSR reactor simulation tool presented in this work.
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FIGURE 3.2: Scheme of laboratory scale NGSR reactor.

3.3.2 SOFC Plant Scale NGSR Reactor

The tubular NGSR reactor depicted in Figure 3.3, employed in an experimental
1.1 kW SOFC system [90, 91], is simulated in the present work. The reactor has an
inner diameter of 125 mm and a length of 700 mm, it is coated with a 50 mm thick
thermal insulation on all surfaces and heated through an electrical heating jacket sur-
rounding the reactor itself. The catalyst fills a 400 mm long portion of the tubular
reactor, and is assumed to be the same Ni-based catalyst described in Section 3.3.1
- Laboratory Scale NGSR Reactor. The reactor is fed with a mixture of steam and
desulphurized NG; fuel and steam are mixed in the proportioning nozzle and then
the mixture is fed into the catalytic section of the reformer.

FIGURE 3.3: Scheme of experimental NGSR reactor for an 1.1 kW SOFC system [91].



Chapter 3. Model of Full-Scale Industrial SMR Reactor 53

3.4 Modeling

The mathematical model is developed for three different NGSR reactors: (i) a ficti-
tious 0-D batch reactor, for thermodynamic validation of the equilibrium compositions
evaluated by the kinetic subroutine; (ii) the steady-state laboratory scale tubular reac-
tor; and (iii) the steady-state tubular reactor for application in a 1.1 kW SOFC system.
In simulating the tubular reactors, the main underlying assumption is that of cylindri-
cal symmetry, based on which we have developed 2-D simulation models in function
of radial and axial reactor co-ordinates. The radial coordinate has its origin at the axis
of the tube, and the axial co-ordinate collapses with the reactant flow direction, with
origin located at the tube entrance. Table 3.2 highlights the differences between the
three reactor models, in terms of type and mathematical formulation of the balance
equations considered.

TABLE 3.2: Equations implemented in the three NGSR reactor models. (S-S: Steady
state; T-D: Time-dependent)

NGSR reactor
Microscopic balances

Mass Energy Momentum
S-S T-D S-S T-D S-S T-D

0-D batch X
tubular S-S (laboratory size) X X

tubular S-S (1.1 kW SOFC system size) X X X

Generally speaking, current fixed-bed reactor modeling approaches are based on
simplifying assumptions, such as pseudo homogeneity, effective transport parameters
and unidirectional plug-flow [119]. In our modelling approach, some of these hypoth-
esis have been retained, and are common to all the cases depicted in Table 3.2: (i) the
fixed-bed catalytic reactor is simulated as a pseudo-continuum, where both fluid and
solid phases are modelled as inter-penetrating continua, i.e. as if they coexist at ev-
ery point in the tube; (ii) the catalyst is Ni oxide supported on calcium aluminate, in
particles of about 0.2 mm size, dispersed with silica glass particles; the fixed-bed void
degree is uniform and equal to 0.4; (iii) due to the small dimensions of the catalyst
particles, no convection and diffusion inside the catalyst pores is taken into account;
(iv) the fuel feedstock is composed by a mixture of steam and natural gas; (v) carbon,
when formed, is considered to be in solid phase, without differentiating among the
different forms of carbon (graphitic form, amorphous carbon, carbon nanotubes and
carbon nanofibers); (vi) carbon accumulation during time and consequent catalyst de-
activation is not simulated.

The model implements mass, energy and momentum balances, coupled to a kinetics
subroutine. The equations are all written in local form for the fixed catalytic bed of the
reactor, with reference to Eulerian coordinates, accounting for transport of mass, en-
ergy and momentum through a granular medium. All the equations are written in the
typical form for non-ideal tubular reactors [48]. In the following sections, the equa-
tions are presented in the most general form, and simplifications will be discussed
when presenting the application to the three different reactor types.

3.4.1 Mass balance

The mass balance (Eq. 3.6) is written in transient form, and includes mass accumu-
lation (i.e. the time derivative term), diffusive and convective fluxes, and the reaction
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term [48]:

ρ
∂ωi

∂t
+∇ · ji + ρ (u · ∇)ωi = Ri (3.6)

where ωi is the mass fraction of the i-th component. The diffusive flux ji is expressed
by Fick’s law:

ji = −ρDM
i ∇ωi (3.7)

where:
DM

i =
1−ωi

∑k 6=i
xk
Dik

(3.8)

The reaction rate of the i-th component is defined according to Eq. 3.9, which ac-
counts for the contributions of all the reactions included in the reaction scheme; νi is
the stoichiometric coefficient, negative for reactants and positive for reaction products:

Ri = ∑
j

νij rj (3.9)

3.4.2 Energy balance

The energy balance (Eq. 3.10), is written in steady-state form, considering that the
fluid and the solid phase have the same temperature at each point of the catalytic bed.
Convective and conductive energy fluxes, and the enthalpy change of the reactions
involved [48], are included:

ρcPu · ∇T +∇ · q = QP (3.10)

where the heat flux q is expressed through the Fourier’s law:

q = −k∇T (3.11)

In Eq. 3.10 and 3.11, the specific heat cP and the heat transport properties of the
catalytic bed (k) are effective parameters accounting for the fluid flow through the
catalyst particles through the following averaged approach:

cP = c f luid
P ε + csolid

P (1− ε) (3.12)

k = k f luid ε + ksolid (1− ε) (3.13)

The enthalpy change of the reactions involved is represented by the term QP:

QP = ∑
j

(
−∆Hj

)
rj (3.14)

3.4.3 Momentum balance

As already mentioned, current fixed-bed reactor modelling approaches are often
based on simplifying assumptions, mainly regarding the fluid flow field, which is
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often approximated as unidirectional plug-flow [119]. These simplifications are justi-
fied by the need of computational time saving, whose importance is currently getting
reduced. In parallel, alternative and more comprehensive approaches based on com-
putational fluid dynamics (CFD) are under development and are rapidly becoming
standard tools for the analysis of chemical reacting flows. The contribution of CFD
to simulate geometrically complex flows is a more fundamental understanding of the
transport and reaction phenomena in such kind of reactors. However, for multiphase
reactors, such as fixed or fluidized beds, the use of CFD is relatively new and methods
are still under development.

One CFD methodology applied to fixed-bed simulation is to solve the actual flow
field between the particles. This approach does not simplify the geometrical com-
plexities of the packing, or replace them by the pseudo-continuum. The governing
equation for the interstitial fluid flow itself are solved directly [120]. The equations of
the interstitial approach are well established; however, the geometric modelling and
grid generation become complicated and the computational demand rise significantly
[119].

An alternative approach in the application of CFD to packed bed reactor modelling
involves the replacement of the actual packing structure with an effective continuum
[121, 122]. The velocity field can be obtained from a modified momentum balance
[123] or a form of the Brinkmann-Forcheimer-extended Darcy (BFD) equation, which
accounts for convection and diffusion into the catalyst pores [124]. This approach
provides an averaged superficial velocity field, usually in the form of radially varying
axial component of velocity, which is an improvement over the classical assumption of
plug-flow. These velocity fields have been used in improved models of the fixed-bed
transport and reaction [125].

In this framework, as already stated in hypothesis (i), we simulate the catalytic
fixed-bed through a pseudo-continuum approach, where both fluid and solid phases
are modelled as inter-penetrating continua. According to hypothesis (iii) no convec-
tion and diffusion inside the catalyst pores is taken into account. Also, steady state
operating conditions are considered. Thus the classical form of the Darcy equation is
implemented in the model:

u = − κ

µ
∇p (3.15)

3.4.4 Local Kinetics

A distinctive feature of this work is the kinetic simulation of the reaction scheme
considered. The various kinetics models proposed in the literature for the various
steam reforming reactions are reviewed in the specific sections below, in particular
Section 3.4.4.1 - SMR kinetics, and Section 3.4.4.2 - Heavier-than-methane hydrocar-
bons kinetics. Reversible reaction rates vanish at thermodynamic equilibrium; a de-
tailed check of the reliability of the evaluation of thermodynamic equilibrium per-
formed by the local kinetic subroutine is presented in Section 3.5.1.2 - Thermodynamic
Validation of the Kinetic Model.
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3.4.4.1 SMR kinetics

The kinetic subroutine contains the kinetic rate law of hydrocarbons steam reform-
ing and, in particular, of methane which is the major component of NG. The kinet-
ics of the SMR process have been widely studied in the literature [126–128], and an
overview for Ni-based catalysts is given by [129, 130]. In [130], activation energies
in the range 29-182 kJ mol−1 are reported, together with kinetic rate laws with first
order dependencies in pCH4

. Detailed equations accounting for the presence of the
other reactants and products, and including the coverage of the catalyst active sites
by reactants, intermediates and products, are reported as well. More comprehensive
approaches include an analysis of the elementary step mechanisms, and in particular
Aparicio [131] has presented a 13-step micro-kinetic model in which the surface re-
action is rate-determining. Methane dissociation has been found to be rate-limiting
in several experimental studies [132, 133]. Other studies have concluded that oxi-
dation with surface oxygen is rate-limiting [99, 126, 130, 134]. Xu and Froment [99]
have suggested that methane is only partially dehydrogenated before reacting with
surface oxygen, and three independent oxidation channels have been considered rate-
determining for the overall reactions. Xu and Froment [99] have proposed an acti-
vation energy of 240 kJ mol−1 and detailed kinetics equations. Further developments
have incorporated the density functional theory (DFT) modelling [135, 136].

In this complex scenario, the detailed rate equations proposed by Xu and Froment
[99] have been widely applied in a number of works on SMR reactors simulation [6,
101, 102]. Recently, this approach has been followed also for the simulation of internal
SMR in SOFCs [137], even if, following a pioneering approach proposed by Achenbach
[138], the SMR kinetics models previously adopted in SOFC simulation have been first
order dependencies in pCH4

[139–146], with an activation energy in the range 95-210
kJ mol−1. Recently, Wang et al. [140, 141] have proposed an innovative first order
kinetics expression and have pointed out that first order kinetics are more suitable
in the low S/C range (S/C < 1) desirable for internal SMR in SOFCs. On the other
hand, the detailed rate equations by Xu and Froment [99] have been developed for
the high S/C range (S/C > 1). In the present paper we simulate NGSR reactors with
S/C ratios in the range 2-4, and thus we adopt the latter model, whose main equations
are reported below. The reaction scheme proposed by [99] includes the combination
between SMR and WGS:

CH4 + 2 H2O CO2 + 4 H2 (3.16)

referred to as global reforming reaction (GRR).

Xu and Froment SMR, WGS and GRR reaction rates are based on a Langmuir-
Hinshelwood approach [99] and are reported in Section 2.3.1.4

3.4.4.2 Heavier-than-methane hydrocarbon kinetics

Ethane, propane and butane SR kinetics are included as well. NG includes only a
small fraction of these hydrocarbons, which produce a significant amount of hydrogen
(per mole of carbon) while causing issues in the process [147, 148]. The open litera-
ture about ESR, PSR and BSR on Ni-based catalysts is rather restricted. In all cases,
at thermodynamic equilibrium, the higher hydrocarbons SR reactions are considered
completely shifted towards the products, and thus irreversible kinetic expressions are
used. Christiensen [149] has investigated the adiabatic pre-reforming of hydrocar-
bons, identifying the rate determining steps. He has considered the kinetic expression
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previously proposed by Tøttrup [150] for the steam reforming of n-heptane on a Ni cat-
alyst supported by magnesium oxide, at industrial test conditions. Christiensen [149]
has extended this expression also to the kinetics of the steam reforming of ethane,
butane and higher hydrocarbons:

rCnHm
= kCnHm

exp
(
− Ea

R T

)
pCnHm[

1 + 25.2 pCnHm

(
pH2

pH2O

)
+ 0.077

(
pH2O
pH2

)]2 (3.17)

The values of the activation energies and pre-exponential factor for ethane and bu-
tane have been retrieved from Rostrup–Nielsen [151]. The values of the kinetic pa-
rameters are reported in Table 3.3.

TABLE 3.3: Parameters of ESR and BSR kinetics (from [151]).

k [mol h−1 m−2] Ea [kJ mol−1]

C2H6 120 75.73
C4H10 138 77.82

Li et al. [152] has proposed an expression for the PSR kinetics. In their work, the
authors have developed a rate law for PSR for both Rh based and Rh-Ni catalysts.
The kinetic results have shown that the rate of propane steam reforming strongly de-
pends on the partial pressures of both propane and steam. According to these kinetic
features, a Langmuir–Hinshelwood model has been applied and the rate of propane
reforming has been deduced as:

rC3H8
=

kC3H8
K1 pC3H8

K2 pH2O(
1 + K1 pC3H8

+ K2 pH2O
)2 (3.18)

kC3H8
= A exp

(
− Ea

R T

)
(3.19)

The values of the kinetic parameters appearing in equations 3.18 and 3.19 and ap-
plied in our simulation model are those for Rh-Ni catalysts, and are listed in Table
3.4.

TABLE 3.4: Parameters of the PSR kinetics (from [152]).

K1 [bar−1] K2 [bar−1] kC3H8
[mmol g−1 s−1] A [mmol g−1 s−1] Ea [kJ mol−1]

73.34 1.13 4.63 4.3× 104 42.5

3.4.4.3 Carbon formation kinetics

A kinetic equation for carbon formation via methane decomposition is included as
well. Previous literature works [153, 154] have proposed a kinetic model, derived from
experimental data of carbon formation in a mixture of methane and hydrogen over a
Ni–Al2O3 catalyst. More in detail, in [153], the dependence of rMC as function of pCH4

,
pH2

and T has been deduced by analyzing the mechanism of methane decomposition
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(reaction 3.4) into carbon and hydrogen, and keep in consideration the catalyst proper-
ties through a parameter n representing the number of catalyst active centers involved
in the adsorption of one molecule of methane. Catalyst deactivation during time, due
to carbon deposition, has been addressed as well. When the catalyst if fully active, i.e.
carbon deposition has not occurred yet, the rate of carbon formation has been found
to be:

rMC = kC

pCH4
− p2

H2
Kp,MC(

1 + kH
√pH2

)n (3.20)

The kinetic terms in Eq. 3.20 are expressed as follows:

kC = exp
(

K− E
R T

)
(3.21)

kH = exp
(

KH −
EH

R T

)
(3.22)

According to hypotheses (v) and (vi) of the model, we apply the kinetic equations
for solid carbon formation without differentiating among the different forms of car-
bon, while catalyst deactivation as a consequence of carbon formation is not taken
into account. Values of the kinetic parameters are given in Table 3.5.

TABLE 3.5: Parameters of the MC kinetics (from [153]).

Parameter Value for n = 2 Units

K 20.417 −
E 1.037× 105 J mol−1

KH -20.91 −
EH −1.4874× 105 J mol−1

3.4.5 Thermodynamics

As already pointed out, at thermodynamic equilibrium, all the higher hydrocar-
bons SR reactions are considered completely shifted towards the products, and thus
irreversible kinetic expressions are used. Instead, the kinetic equations 2.28-2.30 and
3.20 reported above for SMR and MC respectively are reversible kinetics; as such, they
embed the thermodynamic equilibrium constant KP, and vanish when equilibrium
conditions hold. The thermodynamic constants KP are expressed through tempera-
ture dependent equations, which are reported in Table 3.6. The KP of SMR and WGS
reactions are interpolation of literature data [12]. The KP of MC is taken from [153].

In parallel, an additional and independent model for thermodynamic equilibrium
analysis, based on the classical method of minimization of the total Gibbs free energy
[62, 116, 155, 156], has been developed. The values of the ∆G0

f i(T) have been taken
from the literature [157]. The chemical species which are supposed to be present in
the mixture under study are CH4, H2O, H2, CO2, CO for the gas phase and graphitic
carbon for the solid phase. No higher hydrocarbons are considered. Also in this case
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TABLE 3.6: Thermodynamic equilibrium constant KP: expressions implemented in
the simulation model.

Equation Source

log KP,SMR = −11269.82 T−1 + 12.63 Interpolation of data from [12]
log KP,WGS = 2022.33 T−1 − 1.89 Interpolation of data from [12]

KP,GSR = KP,SMR KP,WGS

KP,MC = 5.088× 105 exp
(

9.12× 104

R T

)
Equation from [153]

graphitic carbon has been considered representative of all the different forms of car-
bon. The method of minimizing of the total Gibbs energy of the mixture allows to
evaluate the amount of each species which is obtained when, starting from a mixture
with a certain composition, all the possible chemical reactions occur among the dif-
ferent species until conditions of thermodynamic equilibrium are reached. These con-
ditions of thermodynamic equilibrium change with temperature and pressure. This
method is based on a system of algebraic equations to be solved numerically [93, 158]:

{
∑i ni aik − Ak = 0 i = CH4, H2O, H2, CO2, CO
∆G0

f i(T) + R T ln ai + ∑k λkaik = 0
(3.23)

We point our that the minimal Gibbs free energy approach equations have not been
embedded into the overall NGSR reactor model. Instead, they have been solved (in C
language) as an independent modelling tool, and used to check the reliability of the
thermodynamic equilibrium predicitons of the overall NGSR reactor model.

3.4.6 Model integration

The NGSR reactor model equations form a partial differential and algebraic equa-
tion (PDAE) system. The boundary conditions for the differential equations are flowrate,
composition and temperature of the feeding mixture. A further boundary condition
expresses the heat exchange through the reactor wall, when applying the microscopic
energy balance equation to the SOFC scale NGSR reactor. In that case, the contribu-
tion of the heat source Qvd at the reactor wall is taken into account, accounting for the
presence of an electrical heating jacket surrounding the reactor:

Qvd =
Rel I2

2π r L
(3.24)

The resolution of the PDAE system needs the implementation of a numerical method.
To this end, the finite element method (FEM) is selected, which is implemented by
COMSOL Multiphysics, version 5.2 [159]. The simulations have been run using the
stationary solver MUMPS (MUltifrontal Massively Parallel sparse direct Solver), em-
bedded in COMSOL Multiphysics 5.2. Sensitivity analysis of model results towards
mesh number has been investigated, and the results are reported in Table 3.7. We con-
sider simulation number 3 as a reference, employing a very dense mesh (4.91× 105

mesh elements). Simulation number 2, with a smaller number of mesh elements
(2.98× 105) allows to obtain very similar results (average difference < 0.5% in the
resulting distributions of the chemical-physical variables within the NGSR reactor).
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Further runs of the model with a further reduced number of mesh elements have dis-
played increased deviation of the values of the chemical-physical variables compared
to the reference simulation number 3. In particular, simulation number 1 (3.16× 104

mesh elements) has not even reached convergence. In the light of the considerations
above, the NGSR reactor simulations presented in this work have been run with a
number of mesh elements ranging between 3× 105 and 5× 105. With this mesh num-
ber, the model runs typically in 10 minutes on an Intel Core i5® CPU running at 3.20
GHz with 16 GB of RAM (Table 3.7). This running time is acceptable in order to gen-
erate the large pool of data required to train diagnostics and prognostics tools.

TABLE 3.7: Model sensitivity against number of mesh elements.

Simulation no No of mesh elements Duration [s] RAM use [GB]

1 3.16× 104 165 (no convergence) 1.77
2 2.98× 105 533 5.03
3 4.91× 105 842 6.83

Input data of the model are the geometrical data of the reactor, inlet temperature
and composition of the reacting mixture, resistance and electrical current supplied to
the electrical heating jacket, when present. Then, model results are the distributions
of all the chemical-physical variables within the NGSR reactor, and in particular the
composition and temperature of the reactant gas along the reactor length.

3.5 Results and discussion

3.5.1 Thermodynamics

The evaluation of the gas composition at thermodynamic equilibrium under given
operating conditions is of central importance, because it is a reference point for the
detailed NGSR reactor simulation. First, the results obtained from the minimal Gibbs
free energy approach are presented. Then, the agreement between the minimal Gibbs
free energy approach and the thermodynamic equilibrium as evaluated by the kinetic
subroutine of the NGSR model is discussed.

3.5.1.1 Evaluation of carbon formation on the basis of the minimal Gibbs free en-
ergy approach

At first, the minimal Gibbs free energy approach, Eq. 3.23, has been applied to the
study of the thermodynamic equilibrium of starting binary mixtures of methane and
water with different S/C values and at different temperatures and pressures.

The results reported in Figure 3.4 have been obtained with 1 kmol of starting CH4-
H2O mixtures with various S/C ratio; the results reported in the figures show the
amount (in kmol) of the various chemical species obtained when all the possible chem-
ical reactions occur and equilibrium is reached at a well-defined temperature and
pressure. Carbon formation occurs, according to the present thermodynamic anal-
ysis, only when the concentration of solid graphitic carbon (red line in all the figures)
is above zero. It should be pointed out that, according to thermodynamics, the equi-
librium carbon concentration can be very small, but not zero; in our case, the threshold
under which the amount of formed carbon is neglected is assumed of 10−5 kmol. In
this situation, the line representing solid graphitic carbon collapses onto the abscissa,
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and no carbon deposition is expected to take place. Figure 3.4 a) shows the results
obtained for an S/C ratio equal to 1. In this case, graphitic carbon is predicted to de-
posit in a range of temperatures between 680 K and 1130 K. By increasing the steam to
carbon ratio, the analysis based on thermodynamic equilibrium shows that the win-
dow of temperatures, where carbon deposition takes place, shrinks. This is displayed
in Figure 3.4 b), where for S/C = 1.5 carbon is present in the mixture the temperature
range 800-900 K, while for S/C = 2 (Figure 3.4 c)) it is not present at all. These results
(in particular, Figure 3.4 a) and b)) agree with previous results published in the liter-
ature and based on a similar theoretical approach [93]. In the present work, the effect
of pressure is investigated as well, and Figure 3.4 d) and e) display simulations at 7
atm, showing that, increasing pressure, the amount of carbon produced, according to
the equilibrium analysis, decreases. Additional simulation results focusing only on
carbon formation in the operating temperature range 600-1300 K and p = 1-7 atm, are
reported in Figure 3.4 f) for the case S/C = 1.

Considering the operating range 950-1300 K in terms of temperature, and 1-7 atm in
terms of pressure, the results in Figure 3.4 f) indicate that both an increase of tempera-
ture and pressure are beneficial in view of reducing carbon formation. However, this
must must not be considered as a general rule, and care must be taken when extrap-
olating this result outside this operating window. For example,the same Figure 3.4 f)
shows that, at p = 1 atm, carbon formation is enahnced by an increase of temperature
in the range 670-870 K. This opposite effect of temperature is explained considering
the reaction scheme (reported in Section 3.2 - Reaction Scheme), where both the SMR
reaction and the MC reaction are endothermal. Thus, on the one hand, the increase
of temperature shifts the endothermal MC reaction towards carbon deposition; how-
ever, on the other hand, this also favours hydrogen production from the SMR reaction,
which is endothermal as well. This hydrogen production tends to shift the MC reac-
tion to the left, i.e. unfavouring carbon deposition. As a result, the maxima in Figure
3.4 a), b), d) and f) are a trade-off between the two opposite effects of temperature
described above.

Pressure might be expected to display a similar effect, since both the SMR and the
MC reaction are hindered by a pressure increase, as they involve an increase in moles
number; nevertheless, Figure 3.4 f) displays a continuous decrease of carbon forma-
tion, which means that the shift of the MC reaction to the left, against carbon deposi-
tion, is the prevailing effect in the range of operating conditions investigated here.

On the basis of the results presented above, it might seem possible to conclude
that for a binary mixture, no carbon formation should take place with a S/C equal
or higher than 2 in the typical operating range of NGSR fuel processors for SOFC sys-
tems, i.e. temperature 600-1300 K, and pressure 1-7 atm. Actually, some literature
studies fix a value of S/C = 2 as a ‘safety threshold’ to avoid carbon formation under
atmospheric conditions [160]. However, further results from the minimal Gibbs free
energy approach pursued here, highlight that a safety criterion simply based upon
the S/C value can be misleading, already on the basis of a purely thermodynamic
approach. For example, considering multicomponent mixtures, Figure 3.5 a) and b)
report the results obtained with two ternary mixtures CH4 – H2O – H2 characterised
by different compositions, but the same S/C = 1. Figure 3.5 shows that, at thermody-
namic equilibrium, they lead to very different compositions and different behaviour
from the carbon formation point of view (carbon formation in the 850-1050 K range
in Figure 3.5 a), no carbon formation in Figure 3.5 b). In addition, these results are
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different also from those already reported in Figure 3.4 a) for a binary mixture CH4 –
H2O, again with S/C = 1.

FIGURE 3.4: Equilibrium compositions calculated through the minimisation of the
Gibbs free energy for CH4–H2O starting mixtures with different S/C ratio and at
various pressures: a) S/C = 1 and p = 1 atm; b) S/C = 1.5 and p = 1 atm; c) S/C =
2 and p = 1 atm; d) S/C = 1 and p = 7 atm; e) S/C = 1.5 and p = 7 atm; f) Carbon

amount for a S/C = 1 mixture and p between 1–7 atm.
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While Figure 3.5 demonstrates that multicomponent mixtures with the same S/C
ratio can have different behaviour from the point of view of carbon formation, also
the opposite consideration holds, i.e. mixtures with different values of the S/C ratio
can have exactly the same behaviour from the point of view of carbon formation, as
demonstrated by a comparison between Figure 3.6 (S/C = 1) and Figure 3.4 c) (S/C =
2).

FIGURE 3.5: Equilibrium compositions calculated through the minimisation of the
Gibbs free energy for various starting multicomponent mixtures at S/C = 1 and p = 1

atm: a) 30% CH4, 30% H2O and 40% H2; b) 20% CH4, 20% H2O and 60% H2.

FIGURE 3.6: Equilibrium compositions calculated through the minimisation of the
Gibbs free energy for a starting multicomponent mixture with S/C = 1 (20% CO, 20%

H2O and 60% H2) and p = 1 atm.

On the basis of the thermodynamic equilibrium results reported above, it is obvi-
ous that with multicomponent mixtures (which is the case with NG) it is impossible
to define a ‘safety criterion’ only in terms of the feedstock S/C ratio. In addition, care
must be taken in appying the previous results to full-size reactor. It has already been
reported by literature studies [93, 158] that carbon formation can occur in NGSR reac-
tors even if the feedstock mixture falls inside the ‘carbon free’ region estimated by the
thermodynamic equilibrium analysis. However, in NGSR reactors, the composition
of the reacting mixture varyies along the reactor according to the reaction kinetics.
Thermodynamic equilibrium can eventually occur only in the portions of the reactor
close to the outlet, but everywhere else, and in particular in the portions of the reactor
close to the inlet, significant deviation from equilibrium may be associated to carbon
formation. Thus, a reliable investigation of carbon formation in NGSR reactors can-
not be based only on a thermodynamic approach, but requires also an evaluation of
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the local kinetics, as already pointed out by [93]. The results of our investigation on
carbon formation based on a detailed local kinetics in the context of a complete model
of an NGSR reactor, are reported in the subsequent Section 3.5.2.2 - SOFC Plant Scale
NGSR Reactor.

3.5.1.2 Thermodynamic validation of the kinetic model

The kinetic model described in Section 3.4.4 - Local Kinetics, includes a number
of reversible reactions, embedding the appropriate equilibrium constants KP, whose
values have been derived from the literature. The reaction rates vanish when thermo-
dynamic equilibrium is reached. This approach for the evaluation of thermodynamic
equilibrium is independent from that based on the minimization of the total Gibbs
energy of the reacting mixture, also because the values of KP, and the values of the
Gibbs free energies, have been derived from different literature sources, as evidenced
in the previous sections. Nevertheless, the results must coincide, and this is checked
in the present Section. For this purpose, the kinetic model described in Section 3.4.4
- Local Kinetics is implemented in COMSOL as a fictitious isothermal 0-D batch reac-
tor. The features of the 0-D batch reactor are described in Section 3.4 and in Table 3.2.
In particular, the kinetic equations are implemented, together with the mass balances
written under transient conditions. The simulations consist in running a time depen-
dent simulation for a very long time (about 1000 h of simulated time) and then check
if steady-state has been reached inside the reactor. The simulations have been carried
out at different temperatures, pressures and S/C values. As an example, in Figure 3.7,
some steady-state results are compared to the thermodynamic equilibrium results ob-
tained by the minimization of the Gibbs free energy, demonstrating full agreement. In
addition, the same results coincide with thermodynamic equilibrium data published
in the literature [93]. This validates the reliability of the thermodynamic equilibrium
predicted by the local kinetics model described in Section 3.4.4 - Local Kinetics, and
then embedded into the NGSR complete model.

FIGURE 3.7: Equilibrium composition of a starting CH4–H2O mixture with S/C = 1 at
p = 1 atm. Solid lines: results of the minimisation of the Gibbs free energy algorithm.

Asterisks: COMSOL simulations.

3.5.2 NGSR reactor simulation

The laboratory scale and the 1.1 kW SOFC system size reactors are simulated through
specific models, whose features are described in Section 3.4 and in Table 3.2. In this
case, simulations are 2-D and steady-state. Model results are the distributions of all



Chapter 3. Model of Full-Scale Industrial SMR Reactor 65

the chemical-physical variables within the NGSR reactors, which are reported and
discussed.

3.5.2.1 Laboratory scale NGSR reactor

The simulation model is applied to the laboratory NGSR reactor geometry depicted
in Figure 3.2. The simulation addresses only the catalytic section of the reactor, while
the glass wool holders, upstream and downstream the catalyst, are not simulated.
Results are presented and discussed in comparison with reference experimental and
modelling results reported in the literature for a similar laboratory reactor [55]. The
main differences between the two reactors are highlighted in Table 3.8. The different
catalysts employed (Ni-based in our case, Rh-based in [55]) explain the different ki-
netic models applied in the two cases (Table 3.8). Concerning the catalyst geometrical
arrangement, in our case the catalyst is under the form of particles of about 0.2 mm
diameter (further details in Section 3.3.1 - Laboratory Scale NGSR Reactor). In the
case of [55], the catalyst is a honeycomb monolith, 900 cpsi (channels per square inch),
hydraulic radius 0.45 mm and length 10 mm. The different geometries explain the
different models adopted for the fluid dynamics (Table 3.8). In [55] [19], the channels
of the honeycomb are considered to be all identical to each other, and thus only one
single channel is modelled. A boundary layer model has been applied to the channel,
which has a length/hydraulic radius ratio in the order of 22. The chemical reaction
occurs onto the channel walls, and is treated as a model boundary condition. In our
case, the features of the flow field are considered different, as it is a fixed-bed catalytic
reactor with length/radius ratio is in the order of 1.7. Furthermore, a section filled
with glass wool is placed upstream the reactor, in order to obtain a flat velocity pro-
file at the entrance of the subsequent fixed-bed catalytic section. In view of this, the
plug-flow assumption has been applied, and no momentum balance equations have
been embedded into the model (Table 3.2). Further differences between the simulation
model presented here and the reference literature work [55] regard the energy balance.
As highlighted in Table 3.8, modelling and experimental results reported in [55] have
been obtained in isothermal conditions. Thus, even if in our case the model includes
the energy balance, nevertheless all the simulations have been run in isothermal mode
(Table 3.2). The reactor feedstock composition is identical in both cases, as reported in
Table 3.8.

The results obtained for conversion and selectivity are reported. Conversion and
selectivity at the reactor outlet are evaluated according to the definition given by [55]:

Xi =
ωi,0 −ωi,e

ωi,0
(3.25)

Xi =
xi

xCO + xCO2
+ xCH4

(3.26)
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TABLE 3.8: Comparison between the NGSR laboratory reactor and related model presented in this paper, and the reference literature work [55].

This work Schädel et al. [55]

Catalyst
Johnson Matthey 57–4Q

monolithic honeycomb of Rh-based catalyst
Ni–Al2O3 crunched pellets (∼ 0.2 mm)

NGSR reactor model
energy balance: isothermal reactor energy balance: isothermal reactor

momentum balance: plug flow reactor momentum balance: boundary layer equations

Kinetic model
literature kinetics [99, 149, 152, 153] for SR detailed mechanicistic studies on SR
of hydrocarbons (CH4, C2H6, C3H8, C4H10) of hydrocarbons (CH4, C2H6, C3H8, C4H10)

+ WGS + MC + 765 G/S reactions

Numerical integration
FEM numerical integration

in-house developed code
through COMSOL Multiphysics

Fuel composition
sulfur-free North Sea NG (86.72% CH4, 8.10% C2H6, 2.03% C3H8, 0.44% C4H10, 1.87% CO2,

0.84% N2, <0.01% O2) (mol%); S/C = 4
mixture diluted with 75% vol. He flow rate: GHSV 40 000 h−1 (before dilution)
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FIGURE 3.8: Methane, ethane, propane, and butane conversion as function of tem-
perature for S/C = 4 in a laboratory scale NGSR reactor (p = 1 atm): a) results of
the model presented in this paper, b) results from [55] (reproduced with permission);

symbols: experiments; lines: model predictions.

Figure 3.8 reports results obtained for conversion and selectivity at S/C = 4 and
in the range of temperature 473 - 973 K, demonstrating a qualitative agreement be-
tween our modelling results (Figure 83.8a) and the previous literature simulations
and experimental data [55] (Figure 3.8 b). Nevertheless, some discrepancies appear
as well. For example, the literature model and experimental data demonstrate that,
with the Rh-based catalyst, hydrocarbon conversion has different features in two dif-
ferent temperature operating ranges, delimited by the value T = 670 K. Indeed, below
that threshold temperature, no SMR occurs, while the SR of all the higher hydrocar-
bons (ESR, PSR and BSR) proceed almost simultaneously. More in detail, the previous
literature model [55] predicts that, increasing the reactor operating temperature, C4H10
is converted first, followed by C3H8, C2H6. In practice, ESR, PSR and BSR reactions
are all complete around 670 K, where SMR conversion starts. Our model, developed
for a Ni-based catalyst, predicts that the conversion of the higher hydrocarbons occurs
before that of methane, without a visible sharp split. Another difference related to the
different catalysts employed, and thus to the different kinetic models, is that the order
of the conversion of higher hydrocarbons is different. In our case, C4H10 is converted
first again, but it is followed by C2H6 and then by C3H8. Finally, a further remark
about Figure 3.8 a) is that the conversions of the higher hydrocarbons do not follow
strictly the order of their activation energies (75.73 kJ mol−1 for ESR, 42.5 kJ mol−1 for
PSR and 77.82 kJ mol−1 for BSR, from Tables 3.3 and 3.4). This is due to the fact that
ESR, PSR and BSR have activation energies quite similar to each other, and thus other
factors modify the order, in particular the different kinetic expressions adopted and
the values of the other kinetic parameters, all derived from the literature and specific
for Ni-based catalysts. Nevertheless, in spite of the differences, there are also several
similarities between Figure 3.8 a) and b), and in particular both simulation models
predict practically identical temperature-dependent behaviour of ESR and BSR con-
version.

In Figure 3.9, detailed contour maps of molar fractions inside the reactor, obtained
from our simulation model run in isothermal mode at 850 K (Figure 3.9 a), are com-
pared to the reference literature simulation results [55] (Figure 3.9 b). We recall that in
our case the whole fixed-bed reactor is simulated (radius 3× 10−3 m), while in [55] one
single channel of the honeycomb structure is simulated (hydraulic radius 4.5× 10−4

m), which explains the mismatch of the radial coordinates in Figure 3.9. The molar
fraction profiles retrieved from [55] display a clear deviation from the plug-flow be-
haviour. Indeed, in an isothermal simulation, the only reason for the visibly bending
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iso-concentration profiles is due to the velocity profiles. In our results, this effect is
not observable due to the plug-flow assumption made in developing the simulation
model.

An analysis of the concentration maps of ethane and butane highlights practically
complete agreement between the two simulations. In particular, the consumption of
these reactants is calculated to be practically complete at the outlet of the reactor, with
both simulations. This good agreement is in accordance with the results reported
in Figure 3.8, which display that both simulation models predict practically identi-
cal temperature-dependent behaviour of ESR conversion; the same hold also for BSR
conversion. On the contrary, our simulated map of propane molar fraction displays
higher concentration values than those reported by [55], in particular at the outlet of
the reactor, and this is also in agreement with the results reported in Figure 3.8, which
display that the literature reference model predicts the PSR reaction to achieve com-
plete conversion at about 670 K, versus 800 K in our model. Concerning methane,
Figure 3.8 displays that our model predicts higher conversion, and indeed this is visi-
ble also in the concentration maps of Figure 3.9. Concerning the other components of
the gaseous flow, hydrogen and carbon dioxide maps are again very similar to each
other. Differences are more remarkable for CO, which is our case undergoes visible
formation in the first 2 mm of the reactor, where a maximum is reached. Afterwards,
CO is consumed by the WGS reaction, until a value of 0.5% is reached at the reactor
outlet. On the contrary, the results retrieved from [55] show a continuous increase of
CO molar fraction, until a value of 0.55% is reached at the reactor outlet.

For water, the inlet molar fraction is 20.3%, and it continuously decreases along the
reactor due to the consumption of the SR reactions. The outlet molar fraction is 11.6%
with our model, and 11.7% with the literature reference model. In Figure 3.9, for a
better results visualization of the results obtained for H2O, the bottom of the colour
scale is 0 in the left hand panel, and it is 0.117 in the right hand panel.

FIGURE 3.9: Maps of species mole fractions in the laboratory scale NGSR reactor
at 850 K, S/C = 4 (p = 1 atm): a) results of the model presented in this paper, b)
modeling results from [55] (reproduced with permission). For H2O, for better results
visualization, the bottom of the color scale is 0 in the left hand panel, and it is 0.117

in the right hand panel.
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Based on our detailed analysis, we can state that the comparison between our model
and the reference literature model [55] demonstrates overall qualitative agreement,
and also quantitative agreement in several aspects.

3.5.2.2 SOFC plant scale NGSR reactor

Results obtained when applying the simulation model to an NGSR reactor devel-
oped for a 1.1 kW SOFC system (reactor scheme in Figure 3.3) are reported. The
model is steady state and includes the local mass balance, the local energy balance
and also the momentum balance under the form of Darcy’s law (Table 3.2). The oper-
ating conditions, derived from previous SOFC system simulations [91], are as follows:
operating pressure 1 atm, fuel flow rate 2× 10−3 m3 min−1 (referred to normal condi-
tions: 1 atm, 273.15 K); fuel composition 90% methane, 10% hydrogen. The fuel is then
mixed with steam (S/C = 2), and fed into the reactor with an inlet temperature 844 K.
In order to keep the reactor at the desired temperature, 0.16 kW electrical power is
considered to be supplied to the external heating jacket.

Figure 3.10 reports the simulated temperature map. The first remark is that, in this
case, a deviation from the plug-flow behaviour of the reactor is clearly visible, with
clearly visible profiles of temperature which are due to both the velocity field and the
energy transport from the heated wall towards the reactor centre, obviously colder
due to the development of the endothermal SMR reactions. Along the flow direction,
the reacting mixture, after entering the reactor at 844 K, quickly cools down to about
837 K after 2 cm, again due to the endothermal effect of the fast SMR reactions. Then,
the reactions kinetics slows down, the heat transfer through the external walls be-
comes the prevailing effect, and the temperature of the reacting mixture raises up to a
value of about 910 K at the reactor outlet. The temperature operating range of the re-
actor is in line with that previously reported for a simulated fuel processor embedded
into an SOFC system [91].

Carbon molar fraction is reported in Figure 3.11. Even if thermodynamic consider-
ations lead to the general assumption that a S/C = 2 is safe for coke free operation in
SOFC systems, as previously discussed in Section 3.5.1.1 - Evaluation of Carbon For-
mation on the Basis of the Minimal Gibbs Free Energy Approach, in Figure 3.11 it is
possible to spot the formation of carbon in the first 7-8 millimetres after the reactor en-
trance. In Figure 3.11, the presence of carbon is visualized if its molar fraction exceeds
the threshold value of 6.9× 10−5; the maximum percentage value is 1.18%. The expla-
nation for the presence of carbon is based on the combined effect of thermodynamics
and kinetics. For a better understanding, the kinetic rates evaluated by the model are
reported in Figure 3.12.
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FIGURE 3.10: NGSR reactor for 1.1
kW SOFC system applications, p =
1 atm and S/C=2. Simulation re-

sults: temperature map.

FIGURE 3.11: NGSR reactor for 1.1
kW SOFC system applications, p =
1 atm and S/C=2. Simulation re-

sults: carbon mole fraction.

FIGURE 3.12: NGSR reactor for 1.1 kW SOFC system applications, p = 1 atm and
S/C=2. Simulation results: reaction rates for SMR (= MSR), WGS, GSR and MC along

the reactor axis.



Chapter 3. Model of Full-Scale Industrial SMR Reactor 71

Figure 3.13 reports molar fractions along the axis of the reactor, displaying CH4 and
H2O consumption occurring together with H2 and CO and CO2 production. At the
reactor entrance, the molar fraction is high for methane and small for hydrogen (Fig-
ure 3.13 11), and thus there is thermodynamic driving force driving the MC reaction
towards the right hand side, i.e. carbon formation, as confirmed by the high value
or the reaction rate rMC reported in Figure 3.12. Simultaneously, due to the SMR,
WGS and GSR reactions, with fast kinetics at the reactor entrance (displayed again in
Figure 3.12), the amount of hydrogen increases significantly. This, after the first 7-8
mm, reduces to zero the thermodynamic driving force for further MC and coke for-
mation. Indeed, Figure 3.12 shows that after the first 7-8 mm rMC drops to 2× 10−3

mol m−3 s−1 and thus, no more carbon formation is detected in the reactor. In par-
ticular, no carbon formation is displayed at the reactor outlet, where all the reaction
rates have values as low as 10−3 mol m−3 s−1, the composition is at thermodynamic
equilibrium and collapses with that reported in Figure 3.4 c) at a temperature of 910
K.

FIGURE 3.13: NGSR reactor for 1.1 kW SOFC system applications, p = 1 atm and
S/C=2. Simulation results: composition profiles along the reactor axis.

Generally speaking, on the basis of previous thermodynamic investigations [93] re-
called and discussed in Section 3.5.1.1 - Evaluation of Carbon Formation on the Basis
of the Minimal Gibbs Free Energy Approach, carbon deposition is expected to reduce
by increasing the S/C ratio. Our reactor simulations confirm this result, as displayed
in Table 3.9, which reports the thickness of the carbon deposition area in the reactor
as a function of the S/C parameter. Indeed, an increase of the S/C ratio results in: (i)
reduction of methane mole fraction, (ii) increase of the water mole fraction, leading to
faster WGS reaction and hydrogen production. Further simulation (not reported here)
show that the effect (ii) is practically negligible, while effect (i) dominates, resulting in
a reduction of the thermodynamic driving force for the MC reaction towards the right
hand side, and thus towards reduced carbon formation.

Even if the extension of carbon formation is predicted to be narrow, below 7-8 mm in
the simulations presented above, nevertheless, according to previous literature works
[153, 154] carbon is expected to deposit and progressively clog the catalyst active sites,
inhibiting the catalytic activity and shifting all the reaction downwards the reactor.
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TABLE 3.9: NGSR reactor for SOFC scale applications, p=1 atm. Simulated results of
carbon extension as a function of S/C.

S/C ratio C extension [mm]

2 7.3
3 5.4
4 4.6

Thus, the area of carbon formation identified in Figure 3.11 is expected to extend dur-
ing time, reducing the performance of the reactor, which eventually releases a signifi-
cant amount of unreacted methane.

3.6 Conclusion and future developments

In solid oxide fuel cell (SOFC) plants, failure of the fuel processor can result in in-
creased levels of methane being fed into the fuel cell stack, with possible consequent
damage. In view of this, diagnostics of the fuel processor through fault detection and
isolation (FDI) tools, and possibly also prognostics, are of utmost importance.

We are developing methods for early prediction and detection of faults in chemical
reactors based on numerical tools for the steady-state and transient reactor simulation.
In this paper, we present a model for a tubular NGSR reactor, developed including a
detailed local kinetics for the main reactions occurring in a mixture of natural gas and
steam, fed into a tubular fixed-bed reactor with Ni based catalyst. The model includes
mass, energy and momentum balances, coupled to appropriate boundary conditions,
and it is integrated through an FEM method through the COMSOL Multiphysics soft-
ware. The model is applied to a laboratory scale reactor and also to a typical reactor
for application in a 1.1 kW SOFC systems.

The results obtained can be summed up as follows: (i) the model allows the evalu-
ation of 2-D maps of temperature, compositions and reaction rates in tubular NGSR
reactors in steady-state conditions; (ii) the model simulates healthy and faulty opera-
tion due to carbon formation; (iii) the model is validated against reference literature
results [19] for a laboratory size NGSR reactor; (iv) simulation results for an NGSR
fuel processor for a 1.1 kW SOFC system are presented, showing that safety criteria
based on the feedstock S/C ratio are demonstrated to fail in a number of operating
conditions.

Future developments for this work are planned in terms of: (i) refinement of kinetic
parameters and further model validation on the basis of experimental data provided
by in-house laboratory-scale reactor (DICCA Catalysis Lab, University of Genoa); and
(ii) use of simulated temperature and composition results under faulty and unfaulty
operating conditions to produce data to train diagnostic and prognostic tools, specific
for the fuel processor of an SOFC power plant.
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Chapter 4

Experimental Analysis of
End-of-Life Commercial Catalyst
from a Full-Scale Industrial SMR
Reactor

Even if the SMR process implements an old and well known technology, it involves
the risk of carbon formation, which may cause serious operational problems. Carbon
may be formed via different routes, each influencing the morphology of the carbon.
The most common types are (i) whisker-like, (ii) encapsulating, and (iii) pyrolytic car-
bon. In this chapter an experimental investigation on the different carbon morpholo-
gies, which can be found over industrial SMR catalyst, is proposed.

4.1 Introduction

Carbon is formed by dissociation of CO, CH4 and higher hydrocarbons over metal
particles [161]. In particular, C whiskers typically grow as a carbon fiber with a metal
crystal at the top [162]. Whisker carbon is an important phenomenon in the process
industry since the whisker has high strength and destroys the catalyst particle when
it hits the pore wall. In a tubular NG reformer broken catalyst pellets and carbon may
have a serious impact on the operation of the reformer by maldistribution of feed and
overheating of the tubes [162]. Whisker carbon may also be formed in other processes
(i.e. methanation for synthetic natural gas or Fischer–Tropsch synthesis [162]) and be
involved in coking of tube walls in steam crackers [96] and in nucleation of metal dust-
ing corrosion [163]. The so-called carbon nanotubes and other carbon-based nanofiber
structures are also considered for a variety of nanotechnological applications includ-
ing the use as catalyst support [161].

4.2 Experimental analysis

4.2.1 Catalyst samples

During one of the periodic shut down of the IPLOM S.p.A. refinery, samples of
the Johnson-Matthey catalysts for steam reforming have been collected. The steam
reforming furnace of IPLOM (unit F-1801) is constituted by 52 tubes each filled by:

• KATALCO 57-4Q, for the first half of the reactor
• KATALCO 25-4Q, in the second part of the reactor
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The two catalyst are both NiO supported on calcium aluminate (CaAl2O4) with the
second being a lightly alkalized (K2O addition) version of the first one [18].

In Figure 4.1 a schematic view of the Johnson-Matthey catalyst contained in the
reactor is displayed. The figure allows the identification of the catalyst peculiar shape,
technically called quadralobe. Furthermore, in Figure 4.1 are also illustrated the catalyst
sampling points.

FIGURE 4.1: Catalyst sampling points.

The catalyst has been in use for 7 years and it has been carefully taken out from the
tubes, to avoid its damage.

From internal temperature-monitoring sheets, it is possible to determine the mean
temperature of the tubes. The catalyst samples come from two different tubes which
have been chosen considering their average temperature. The temperature measure-
ments (data collected by IPLOM from 5th January to 19th April, 2018) allowed to state
that tube 4 has the lower average temperature while tube 42 has the higher average
temperature.

In Figure 4.2 are reported the average temperature values of the two tubes. The
mean value (calculated over the time interval) for tube 4 is around 1072 K, while for
tube 42 is around 1082 K.

The catalyst pellets are prepared cutting longitudinally to expose the inside of the
pellet itself and directly placed into the SEM microscope after glueing them on the
support using carbon tape.

4.2.2 Analytical technique: SEM & EDS

A scanning electron microscope (SEM) (TM 3000, Hitachi) is a type of electron mi-
croscope that produces images of a sample by scanning the surface with a focused
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FIGURE 4.2: Average temperature for tubes 4 and 42.

beam of electrons. The electrons interact with atoms in the sample, producing various
signals that contain information about the surface topography and composition of the
sample. The most common SEM mode is the detection of secondary electrons emitted
by atoms excited by the electron beam by scanning the sample and collecting the sec-
ondary electrons that are emitted using a special detector. Thus, an image displaying
the topography of the surface is created.

Energy-dispersive X-ray spectroscopy (EDS, or EDX) (Quantax 70, Bruker Nano
GmbH) is an analytical technique used for the elemental analysis or chemical char-
acterization of a sample. It relies on the interaction of some source of X-ray excitation
and a sample. Furthermore, its characterization capabilities are due in large part to
the fundamental principle that each element has a unique atomic structure allowing
a unique set of peaks on its electromagnetic emission spectrum. In particular, when
available, the elemental distributions of Ni, K, C, Ca or Al are illustrated.

4.3 SEM & EDS results

In the following sections are reported some SEM and EDS images useful for the
discussion. Each sample is labelled with the tube number (see Section 4.2.1) and its
position according to Figure 4.1.

4.3.1 Tube 4

At the very beginning of the reactor, the SEM image (Figure 4.3) points out that
carbon seems to deposit into the larger pores covering their internal surface, leading
to their clogging. The main probable reason for this behavior is that inside the larger
pores there is a higher mass flux (i.e. more reagents pass through them). The equi-
librium of reactions 1.6 and 1.7 is shifted towards the carbon side both for the higher
reagent flux (in particular methane) and the relatively low amount of hydrogen com-
ing with the feedstock. In addition to this, the small quantity of H2 prevents eventual
gasification of C, which is also inhibited by the C filling and, probably, closing the
pores.
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FIGURE 4.3: (left) SEM micrograph and (right) EDS elemental analysis of the catalyst
in Tube 4 – Position UP.

At about 2 m, the SEM image shows a filamentous structure (Figure 4.4). According
to the EDS analysis this structure is mainly composed by Ca (Al is not displayed here,
but it is substantially equal to the Ca EDS image) and a finer dispersion of C particles.
This agglomerate can be identified as the catalyst support, being mainly composed by
CaAl2O3. The carbon here is deposited in form of finer particles all over the support,
revealing a probable nature of pyrolytic carbon.

FIGURE 4.4: (left) SEM micrograph and (right) EDS elemental analysis of the catalyst
in Tube 4 – Position 2 m.

Further down in the reactor (Figures 4.5 and 4.6), an interesting phenomena can be
highlighted. In both cases, a presence of Fe and Cr is revealed. Their presence can be
explained by the solid-state diffusion of the main components of the chromium/nickel
steel alloy, which deposits onto the catalyst. This deposition can be due to the temper-
ature gradient inside the reformer tube: the tube wall experiences a high temperature
being in "direct" contact with the flame inside the furnace, while the catalyst inside the
tube is at a lower temperature because the low thermal conductivity of the ceramic
support. Another possible explanation is related to the growth of carbon whiskers
on the tube wall causing a detachment of Fe and Cr atoms from the steel alloy [164].
However, in this section no carbon is retrieved.

Going down along the reactor, another filamentous structure in the catalyst is re-
trieved (Figure 4.7). It looks similar to the one found in the same tube in Position 2
m (Figure 4.4), but the filaments constituting this structure have a bigger length and
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FIGURE 4.5: (left) SEM micrograph and (right) EDS elemental analysis of the catalyst
in Tube 4 – Position 4 m.

FIGURE 4.6: (left) SEM micrograph and (right) EDS elemental analysis of the catalyst
in Tube 4 – Position 8 m.

diameter. However, also in this case the same hypothesis for concluding that this fil-
amentous structure is the catalyst support holds. In addition, at this location inside
the tube, carbon is present again. It looks finely dispersed in correspondence of the Ni
particles, leading us to suppose C being in the form of nanotubes.

In the last part of the tube, C is found again (Figure 4.8). It is finely dispersed onto
the catalyst in correspondence of the Ni particles. Carbon presence can be explained
by the higher temperature at the tube outlet, which promotes the kinetic of methane
decomposition (reaction 1.6).
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FIGURE 4.7: (left) SEM micrograph and (right) EDS elemental analysis of the catalyst
in Tube 4 – Position 10 m.

FIGURE 4.8: (left) SEM micrograph and (right) EDS elemental analysis of the catalyst
in Tube 4 – Position DOWN.
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4.3.2 Tube 42

In the first section of the second tube, the SEM image (Figure 4.9) shows a highly
porous structure with a large grain in the middle of the micrograph. This formation
is supposed to be Ni and our assumption is confirmed by the corresponding EDS
image. In this section, it is possible to spot the presence of carbon finely dispersed. In
particular, from Figure 4.9, C accumulates mainly in correspondence of the Ni particle,
as it has been described in Section 1.2.3.1.

FIGURE 4.9: (left) SEM micrograph and (right) EDS elemental analysis of the catalyst
in Tube 42 – Position UP.

FIGURE 4.10: (left) SEM micrograph and (right) EDS elemental analysis of the cata-
lyst in Tube 42 – Position 2 m.

Moving down in the reactor is possible to spot the presence of an agglomerate (Fig-
ure 4.10) which is mainly composed of Ni. This is confirmed by the EDS image. At
the corner of the catalyst, C is retrieved. In particular, a comparison between the SEM
image and the EDS C map permits to visualize a dendritic structure emerging from
the catalyst side.

At about 4 m down in the reactor, the SEM image (Figure 4.11) reveals an almost
homogeneous structure with finely dispersed Ni and K particles. In addition, a fine
particulate of carbon is retrieved leading to the hypothesis of pyrolytic carbon forma-
tion.

In the second part of the reactor (i.e. after the catalyst change), the SEM image
(Figure 4.12) highlights the presence of a large white structure which, according to the
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FIGURE 4.11: (left) SEM micrograph and (right) EDS elemental analysis of the cata-
lyst in Tube 42 – Position 4 m.

FIGURE 4.12: (left) SEM micrograph and (right) EDS elemental analysis of the cata-
lyst in Tube 42 – Position 8 m.

EDS analysis, is a Ni agglomerate. Furthermore, from Figure 17(b), a diffused carbon
presence is highlighted.

In the last section of the reactor (i.e. at 10 m from the top), the SEM image (Figure
4.13) reveals the presence of a worm-like structure. The composition of this structure
could be a mixture of C and Ni, according to the EDS images.

At the very bottom for the reactor (Position DOWN), the SEM micrograph (Figure
4.14) reveals the presence of large particles made of Ni. Furthermore, a diffuse and
finely dispersed presence of carbon is detected.
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FIGURE 4.13: (left) SEM micrograph and (right) EDS elemental analysis of the cata-
lyst in Tube 42 – Position 10 m.

FIGURE 4.14: (left) SEM micrograph and (right) EDS elemental analysis of the cata-
lyst in Tube 42 – Position DOWN.
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4.3.3 Comparative analysis

To gain a deeper understanding of the SEM results, it is interesting to compare the
images for both tubes at the same position (i.e. Position UP for Tube 4 and 42, Position
2 m for Tube 4 and 42, etc.).

Considering the catalyst near the tube inlet, the SEM images show a diffused pres-
ence of carbonaceous deposits as confirmed by the corresponding EDS images. Here
carbon sits mainly in the larger pores which have an average dimension of 1 µm. In
addition, according to the classification of carbon deposits (see Section 1.2.3.1), carbon
could be in the polymeric (or gum) form. These deposits lead to pore blocking and
consequently to the inability of further gasification processes. These consideration
seems to hold for the catalyst in Position 2 m, as well.

Moving down in the reactor, carbon morphology starts to change and from the py-
rolytic we have the whisker form. These whiskers begin to be formed on the Ni grain
and continue to grow leading to the detachment of the Ni particles from the support.
Furthermore, during the shutdown, water vapour is flowed inside the tube in order
to reduce its temperature. This procedure can lead to the expansion of the C whiskers
which consequently detach the Ni particles where C is formed. So the support is left
completely uncovered by Ni (as it can be seen at the tube outlet (Position DOWN)).

A possible explanation of the different kind of carbon deposition is related both to
the temperature profile in the tubes and to the feedstock composition.

Table 4.1 reports the typical feedstock composition and temperature. The reforming
reactor is fed by two different gaseous flow: natural gas (NG) coming from the Italian
national gas grid, and refinery gas (RG) coming from other unit operations in the
refinery. The table highlights the presence of significant amount of CH4 and higher
hydrocarbon in the mixture.

TABLE 4.1: Typical composition and temperature of the reformer feed at IPLOM re-
finery.

Variable Value Units

Flow Rate 1411.47 kg h−1

xCH4
15.22 %mol

xC2H6
0.94 %mol

xC3H8
0.63 %mol

xi C4H10
0.12 %mol

xn C4H10
0.28 %mol

xi C5H12
0.03 %mol

xn C5H12
0.01 %mol

xC6
0.04 %mol

xCO - %mol
xCO2

0.08 %mol
xH2

2.29 %mol
xN2

0.18 %mol
xH2O 80.19 %mol

Inlet temperature 569.44 ◦C

Considering the composition and the temperature it is possible to relate the C mor-
phology to them. In fact at the inlet the temperature is sufficiently high to promote
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carbon formation via methane cracking (reaction 1.6). Further down in the reactor the
methane content decreases while the CO amount increases. This can thermodynami-
cally promote C deposition via the Boudouard reaction (reaction 1.7).

Furthermore, the different C morphology can be related to the different phases in
which the Al2O3 support can be found. The most common form of crystalline alu-
minium oxide is known as corundum, which is the thermodynamically stable form
and its crystalline Bravais lattice is the trigonal one. Aluminium oxide also exists in
other phases, including the cubic γ and η phases, the monoclinic θ phase, the hexag-
onal χ phase, the orthorhombic κ phase and the δ phase that can be tetragonal or
orthorhombic. Cubic γ−Al2O3 has important technical applications.

It is important to bear in mind that a carbon amount of less 0.4% can be considered
0. The eventual carbonaceous deposits can be the NGSR reaction intermediated which
are adsorbed on the catalyst surface and not any C deposition.

An important observation after a comparative analysis of the SEM images is the
different structure of the catalyst. It is not regular: in some points, it looks highly
porous, in others the support seems to be fibrous; in other, it is possible to retrieve
large nickel particles while in others Ni is finely dispersed.

4.4 Conclusions and further developments

It is possible to summarise the main conclusion regarding carbon deposition.

A possible explanation for the different C morphologies found in the samples is
connected to the gas composition all along the reactor. Table 4.1 reports the feedstock
composition for two different days. The reforming reactor is fed by two different
gaseous flow: natural gas (NG) coming from the Italian national gas grid, and refinery
gas (RG) coming from other unit operations in the refinery. The table highlights the
presence of significant amount of CH4 and higher hydrocarbons in the mixture;

• at the tube inlet there is a high amount of methane and heavier-then-methane
compounds. In particular, the higher hydrocarbons tend to crack leading to C
deposition. The C deposited is not gasified by hydrogen (which is present in
small amounts since the reforming reaction has not stared or has been proceed-
ing slow);

• at the tube outlet we see relatively high amount of C deposited. We wonder
whether C deposition could be due to methane cracking (reaction 1.6), since in
that area the amount of CH4 is relatively small (the CH4 conversion is almost
complete);

• otherwise C deposition could be due to the Boudouard reaction (reaction 1.7)
which could take place since there is a high concentration of CO at the reactor
outlet;

Also, the temperature at the reactor inlet can influence the morphology of the car-
bonaceous deposits. The last row of Table 4.1 shows the reformer inlet temperature.
The inlet temperature is probably sufficiently high to promote the hydrocarbon crack-
ing reactions:

• at low reaction temperature (lower than 598 K), when the rate of atomic carbon
gasification exceeds that of formation, no carbon would be deposited . However,
if the reaction temperature is higher than 598 K, the rate of C formation exceeds
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that of C gasification, which would result in the carbon accumulation on the
catalyst surface;

• at 723 K, low-density polymeric carbon and vermicular filaments are formed,
while at 823 K, high-density graphitic filamentous carbon is formed on the sur-
face, which is more stable and may retain its overall film or vermicular structure
[165]. If these types of amorphous and filamentous carbons predominate the
carbon-deposition process, the metal particle gradually becomes encapsulated
with the inactive carbon to speed up the catalyst deactivation. In addition to en-
capsulation, formation of large amounts of filamentous carbon can cause other
forms of catalyst deactivation, namely plugging of catalyst micro- and meso-
pores and reactor voids [166] and destruction of catalyst pellets. Thus, the sur-
face properties of the catalysts deteriorated with drastic changes, especially at
high reaction temperatures (823 K). Consequently, the catalytic performance de-
clines;

• the decomposition of hydrocarbons on metal catalysts to form coke and carbons
is very complex involving: (i) reactions of adsorbed carbon to form amorphous,
filamentous, and graphitic carbons, and (ii) condensation of CnHz, radicals on
the nickel surface to form a high molecular weight, polymeric coke. In addition,
at sufficiently high temperatures (>873 K) thermal cracking or catalytic cracking
on the support occurs, resulting in the production and deposition of carbon pre-
cursors on the catalyst particle and ultimate encapsulation of the catalyst particle
with pyrolytic carbon [165];

Furthermore, the impurities of Fe and Cr on the catalyst (retrievable in Figure 4.5
and 4.6) could be connected to the solid state diffusion of steel components [164].

Regarding the catalyst support (Al2O3) morphology,it can be in different crystalline
forms. The most common form of crystalline aluminium oxide is known as corun-
dum, which is the thermodynamically stable form and its crystalline Bravais lattice
is trigonal. Aluminium oxide also exists in other phases, including the cubic γ and
η phases, the monoclinic θ phase, the hexagonal χ phase, the orthorhombic κ phase,
and the δ phase that can be tetragonal or orthorhombic. In particular γ-Al2O3 has im-
portant technical applications. The different support morphologies can be observed
in some SEM images.

Future perspectives can be related to the fact that in the way EDS is performed is not
a reliable quantitative measurement, we should use different techniques to calculate
the C amount in the sample. Possible quantitative techniques: burning completely the
sample in a furnace and measuring the weight loss, TPO (temperature programmed
oxidation). Also, other imaging techniques to analyse in detail the C form (such as
Raman spectroscopy) could be used to obtain a quantitative measurement.
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