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Abstract

In this work, we focus on the ergodic sum rate in the downlink of a single-cell large-scale multiuser

MIMO system in which the base station employs N antennas to communicate with K single-antenna

user equipments. A regularized zero-forcing (RZF) scheme is used for precoding under the assumption

that each link forms a spatially correlated MIMO Rician fading channel. The analysis is conducted

assuming that N and K grow large with a non trivial ratio and perfect channel state information is

available at the base station. New results from random matrix theory and large system analysis are used

to compute an asymptotic expression of the signal-to-interference-plus-noise ratio as a function of the

system parameters, the spatial correlation matrix and the Rician factor. Numerical results are used to

validate the accuracy of the asymptotic approximations in the finite system regime and to evaluate the

performance under different operating conditions. It turns out that the provided asymptotic expressions

provide accurate approximations even for relatively small values of N and K.

I. INTRODUCTION

Large-scale multiple-input multiple-output (MIMO) systems are considered as one of the most

promising technology for next generation wireless communication systems [1]–[4] because of

their considerable spatial multiplexing gains. The use of large-scale MIMO systems is beneficial

not only in terms of coverage and spectral efficiency but also in terms of energy-saving [5]–[7].
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In this complex system model, a number of practical factors such as correlation effects and line-

of-sight (LOS) components need to be included, which occur due to the space limitation of user

equipments (UEs) and the densification of the antenna arrays resulting in a visible propagation

path from the UEs, respectively. For typical systems of hundreds of antennas and tens of UEs,

Monte Carlo simulations become challenging, thereby making performance analysis of large-

scale MIMO systems an important subject of research.

A. Major contributions

In this work, we consider the downlink of a single-cell large-scale MIMO system in which

the base station (BS), equipped with N antennas, makes use of regularized zero-forcing (RZF)

precoding to communicate with K single-antenna UEs. In particular, we are interested in eval-

uating the ergodic sum rate of the system when a power constraint is imposed at the BS.

The analysis is conducted assuming that N and K grow large with a non trivial ratio under

the assumption that perfect channel state information is available at the BS. Differently from

most of the existing literature [8]–[12], we consider a spatially correlated MIMO Rician fading

model, which is more general and accurate to capture the fading variations when there is a LOS

component. Compared to the Rayleigh fading channel, a Rician model makes the asymptotic

analysis of large-scale MIMO systems much more involved. To overcome this issue, recent

results from random matrix theory and large system analysis [12]–[14] are used to compute an

asymptotic expression of the signal-to-interference-plus-noise ratio (SINR), which is eventually

used to approximate the ergodic sum rate of the system. As shall be seen, the results are found

to depend only on the system parameters, the spatial correlation matrix and the Rician factor. As

a notable outcome of this work, the above analysis provides an analytical framework that can

be used to evaluate the performance of the network under different settings without resorting to

heavy Monte Carlo simulations and to eventually get insights on how the different parameters

affect the performance. Further insights on the impact of the LOS components are obtained for

simpler case studies.

B. State-of-the-art

The main literature related to this work is represented by [8], [11], [15]–[17]. Tools from

random matrix theory are used in [8] to compute the ergodic sum rate in a single-cell setting

with Rayleigh fading and different precoding schemes while the multicell case is analyzed in



3

[11]. In [15], the authors investigate a LOS-based conjugate beamforming transmission scheme

and derive some expressions of the statistical SINR under the assumption that N grows large

and K maintain fixed. In [16], the authors study the fluctuations of the mutual information of a

cooperative small cell network operating over a Rician fading channel under the form of a central

limit theorem and provide explicit expression of the asymptotic variance. In [17], a deterministic

equivalent of the ergodic sum rate and an algorithm for evaluating the capacity achieving input

covariance matrices for the uplink of a large-scale MIMO are proposed for spatially correlated

MIMO channel with LOS components. The analysis of the uplink rate with both zero-forcing

and maximum ratio combining receivers is performed in [18]. In [19], the authors derive tractable

expressions for the achievable UL rate for ZF and MRC in the large-antenna limit, along with

approximating results that hold for any finite number of antennas (N grows large and K is fixed).

Based on these analytical results, the transmit power scaling law to meet a desirable quality of

service is computed. A numerical analysis is used in [20] to show how LOS components may

potentially improve the system performance and mitigate the pilot contamination problem. In

[21], a full-duplex multicell Massive MIMO systems is analyzed. A deterministic approximation

of the UL achievable rate with MRC is derived based on random matrix theory. In [22], a detailed

achievable rate analysis of regular and large-scale single-user MIMO systems is presented under

transceiver hardware impairments and Rician fading conditions.

C. Outline and notation

The remainder of this work is organized as follows. Next section introduces the system and

channel models. The main results are provided in Section III, where the random matrix theory

tools used in [13] are first extended and then use to compute deterministic approximations of

the SINR under RZF precoding. A few case studies are also considered to get further insights

into the effect of system parameters. Numerical results are used in Section IV to validate the

theoretical analysis for systems of finite size and to investigate the performance of the network

under different operating conditions. Finally, the major conclusions are drawn in Section V. All

the technical proofs are presented in the Appendices.

The following notation is used throughout this work. The superscript H stands for the conjugate

transpose operation. The operator TrX denotes trace of matrix X whereas X[k] indicates that

the kth column is removed from matrix X. The Frobenius and spectral norms of a matrix X

are denoted by ||X||F and ||X||2, respectively. The N × N identity matrix is denoted by IN
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whereas X = diag{x1, . . . , xN} is used to denote a N ×N diagonal matrix of entries {xn}. A

random variable x is a standard complex Gaussian variable if ∼ CN (0, 1). We use an− bn → 0

to denote an − bn →n→∞ 0 (almost surely (a.s.)) for two (random) sequences an, bn.

II. SYSTEM AND CHANNEL MODELS

We consider the DL of a network in which K UEs are served by a single BS equipped with

N antennas. Denoting by gi ∈ C
N the precoding vector associated to UE i, the received signal

yk at a generic UE k takes the form [8]

yk =
√
ξhH

k

K∑

i=1

giςi + nk (1)

where ςi ∼ CN (0, pi) is the data symbol intended to UE i with variance pi ≥ 0, hk ∈ C
N is

the random channel vector from the BS to UE k, and nk ∼ CN (0, σ2) accounts for thermal

noise. As shown next, the parameter ξ normalizes the average transmit power. For analytic

tractability, we assume that the BS has perfect channel state information. The precoding matrix

G = [g1 . . .gK ] ∈ C
N×K is designed according to the RZF scheme as follows [8]

G =
(
HHH + λNIN

)−1
H (2)

where H = [h1, . . . ,hK ] ∈ C
N×K is the aggregate channel matrix, λ > 0 is the so-called

regularization parameter and ξ is chosen to satisfy the following power constraint

ξ

K
TrPGHG = PT (3)

where P = diag{p1, . . . , pK} and PT > 0 denotes the total available transmit power. Plugging

(2) into (3) yields

ξ =
PT

1
K
TrPHH (HHH + λNIN)

−2
H
. (4)

Under the assumption of Gaussian signaling, i.e., ςk ∼ CN (0, pk) and single-user detection with

perfect channel state information at the receiver, the SINR γk of UE k takes the form

γk =
pk|hH

k gk|2
K∑

i=1,i 6=k

pi |hH
k gi|2 + σ2

ξ

. (5)

The rate rk of UE k is given by rk = log2
(
1 + γk

)
whereas the ergodic sum rate is defined as

rE =
K∑

k=1

E
[
log2

(
1 + γk

)]
(6)
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where the expectation is taken over the random channel vectors {hk : k = 1, . . . , K}. We

assume that hk =
√
βkwk where βk accounts for the large-scale channel fading gain of UE k

and wk ∈ C
N is the small-scale fading channel component. The latter is modelled as

wk =

√
1

1 + ρ
Θ1/2zk +

√
ρ

1 + ρ
z̃k (7)

where zk ∈ C
N is assumed to be Gaussian with zero mean and unit covariance, i.e., zk ∼

CN (0N , IN), and z̃k ∈ C
N is a deterministic vector. The scalar ρ ≥ 0 is the Rician factor

whereas the matrix Θ1/2 is obtained from the Cholesky decomposition of Θ ∈ C
N×N , which

accounts for the channel correlation matrix at the BS antennas. To make the problem analytically

more tractable, we consider a system with a common UE channel correlation matrix [8], [23],

[24]. Despite possible in principle, the extension to the case in which UEs have different channel

correlation matrices is mathematically much more involved and it is left for future work. In

practice, the considered scenario may arise in networks wherein the UEs are clustered on the

basis of their covariance matrices such that UEs with different covariance matrices are put in

different clusters [23], [25].

III. MAIN RESULTS

We aim to exploit the statistical distribution of the channel matrix H = [h1 . . .hK ] ∈ C
N×K

and the large dimensions of N and K to compute a deterministic approximation of γk, which

will be eventually used to find an approximation of the ergodic sum rate. In doing so, we assume

the following grow rate of system dimensions:

Assumption 1. The dimensions N and K grow to infinity at the same pace, that is:

1 ≤ lim inf N/K ≤ lim supN/K <∞. (8)

A. Preliminaries

To begin with, we call

D̃ = diag

{
β1

1 + ρ
, . . . ,

βK
1 + ρ

}
(9)

and compute the eigendecomposition of Θ1/2 to obtain Θ1/2 = UHD1/2U with U ∈ C
N×N

being unitary. Then, we rewrite H as follows H =
√
NUHΣ where Σ is defined as

Σ =
1√
N
D1/2XD̃1/2 +A (10)
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with X = UZ, A = UZ̃ and

Z̃ =

√
1

N

ρ

1 + ρ

[√
β1z̃1, . . . ,

√
βK z̃K

]
. (11)

Plugging H =
√
NUHΣ into (2) and (4) yields

G =
1√
N
UH

(
ΣΣH + λIN

)−1
Σ (12)

and

ξ =
NPT

1
K
TrPΣH

(
ΣΣH + λIN

)−2
Σ
. (13)

To derive a deterministic equivalent of the SINR under RZF precoding, we require the following

assumptions on the correlation matrix and the LOS component of the channel [8], [13], [14].

They are a common way to model that the array gathers more energy as N increases and also

that this energy originates from many spatial dimensions.

Assumption 2. As N,K → ∞, lim supN ||Θ||2 <∞ and infN
1
N
TrΘ > 0.

Assumption 3. As N,K → ∞, lim supN ||A||2 <∞ and infN
1
N
TrA > 0.

Let us now introduce the fundamental equations that are needed to express a deterministic

equivalent of γk. We start with the following set of equations:

δ =
1

N
TrDT (14)

δ̃ =
1

N
TrD̃T̃ (15)

with

T =

(
λ
(
IN + δ̃D

)
+A

(
I+ δD̃

)−1

AH

)−1

(16)

T̃ =

(
λ
(
IK+ δD̃

)
+AH

(
IN + δ̃D

)−1

A

)−1

(17)

which admits a unique positive solution in the class of Stieltjes transforms of non-negative

measures with support R+ [13], [14]. The matrices T and T̃ are approximations of the resolvent

Q = (ΣΣH − zIN)
−1 and the co-resolvent Q̃ = (ΣHΣ− zIK)

−1 such that

1

N
TrBQ− 1

N
TrBT → 0 (18)

1

N
TrB̃Q̃− 1

N
TrB̃T̃ → 0 (19)
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for any sequence of matrices B ∈ C
N×N and B̃ ∈ C

K×K and

E
∣∣uHQu− uHTu

∣∣p = O(N−p/2) (20)

E

∣∣∣uHQ̃u− uHT̃u

∣∣∣
p

= O(N−p/2) (21)

for any integer p and any sequence of vectors u ∈ C
N with uniformly bounded norm. For later

convenience, observe that

TA(IK + δD̃)−1 = (IN + δ̃D)−1AT̃. (22)

Then, we proceed defining the following deterministic quantities (that will be extensively used

in the remainder of this work):

ϑ =
1

N
TrDTDT (23)

ϑ̃ =
1

N
TrD̃T̃D̃T̃ (24)

F =
1

N
TrD̃T̃AH

(
IN + δ̃D

)−1

D
(
IN + δ̃D

)−1

AT̃ (25)

∆ = (1− F )2 − λ2ϑϑ̃ (26)

α =
1

N
TrDT2 (27)

V =
1

N
TrD̃T̃AH

(
IN + δ̃D

)−2

AT̃ (28)

Υ(P) =
1

N
TrD

(
IN + δ̃D

)−1

AT̃PT̃AH
(
IN + δ̃D

)−1

. (29)

Also, denote by ak the kth column of matrix A and call t̃kk, dk and d̃k the kth diagonal element

of T̃, D and D̃, respectively.

B. A useful and new result

The following theorem represents a major contribution of this work as it extends the results in

[13]. This theorem is required to cope with the channel model in (7) and forms the mathematical

basis of the subsequent large system analysis of RZF precoding. It provides deterministic equiva-

lents of quadratic forms and normalized traces involving two occurrences of the resolvent matrix

Q. This problem was addressed in [8], [26] for various random matrix models associated with

centered random matrices associated, and recently with non-centered random matrices [13]. This

latter scenario is much more complicated and was only handled in [13] for specific functionals,

as shown below.
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Theorem 1. Let C ∈ C
N×N be a sequence of deterministic matrices whose spectral norms are

uniformly bounded in N . Let v ∈ C
N be a sequence of deterministic vectors whose euclidean

norms are uniformly bounded in N . Assume that θ(v,C) and χ(C) are defined as follows:

θ(v,C) = E
[
vHQCQv

]
(30)

and

χ(C) = E

[
1

N
TrDQCQ

]
. (31)

Then, we have that:

θ(v,C) = vHTCTv + vHTAD̃
(
IK + δD̃

)−2

AHTv

(
ϑ(C)(1− F ) + ϑF (C)

∆

)

+ vHTDTv

(
F (C)(1− F )

∆
+
λ2ϑ(C)ϑ̃

∆

)
+O(N− 1

2 ) (32)

and

χ(C) =
(1− F )ϑ(C)

∆
+
ϑF (C)

∆
+O(N− 1

2 ) (33)

with F (C) and ϑ(C) given by

F (C) =
1

N
TrD̃

(
IK + δD̃

)−2

AHTCTA (34)

ϑ(C) =
1

N
TrDTCT. (35)

Proof. The proof is given in Appendix A and unfolds using the same approach in [13], which

basically consists in replacing (by using the resolvent identity) one occurrence of the random

matrix Q in (30) and (31) with T. A sum of different random quantities is thus obtained. Each

quantity is handled separately using random matrix theory tools. In doing so, however, we end

up with expressions that are much more involved of those in [13] and obtained for the special

case of C = D and v = aℓ. Such specific issues are addressed in the proof.

Setting C = D and v = aℓ leads to the results in [13] as shown in the following corollary.

Corollary 1. If C = D and v = aℓ for some ℓ ∈ {1, . . . , K}, then we have that (32) and (33)

simplify to:

θ(aℓ,D) =
(1− F )

∆
aH
ℓ TDTaℓ +

ϑ

∆
aH
ℓ TAD̃

(
IK + δD̃

)−2

AHTaℓ +O(N− 1
2 ) (36)
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and

χ(D) =
ϑ

∆
+O(N− 1

2 ). (37)

Proof. The proof follows by observing that if C = D and v = aℓ then ϑ(C) = ϑ and F (C) =

F .

C. Asymptotic Analysis

Theorem 1 plays a key role in proving the following theorem, which summarizes one of the

major results of this work.

Theorem 2. Let Assumptions 1 – 3 hold true. Then, we have that maxk |γk − γk| → 0 with

γk =
pk
(
1− λt̃kk

)2

sk + ψ σ2

NPT

(38)

where sk is given by sk = d̃ksk,1 + sk,2 with sk,1 and sk,2 being defined as

sk,1 =
(1− F )λ2t̃2kk

∆N
TrPT̃AH

(
IN + δ̃D

)−1

D
(
IN + δ̃D

)−1

AT̃+
ϑ

∆

λ4t̃2kk
N

TrPD̃T̃2 (39)

and

sk,2 =
K∑

ℓ=1,ℓ6=k

∣∣∣∣
[
T̃AH

(
IN + δ̃D

)−1

ak

]

ℓ

∣∣∣∣
2

(1 + d̃kδ)2

(
pℓ + d̃ℓ

(
Υ(P)(1− F )

∆
+
ϑ

∆
s̃◦k,2

))

+

[
T̃AH

(
IN + δ̃D

)−1

D
(
IN + δ̃D

)−1

AT̃

]

kk

(
λ2Υ(P)ϑ̃

∆
+

1− F

∆
s̃◦k,2

)
(40)

with

s̃◦k,2 =λ
2 1

N
TrPD̃T̃2. (41)

Also, we have that

ψ =

(
1− F

∆
α +

ϑ

∆
V

)
λ2

K
TrPD̃T̃2 +

1

K
TrPT̃AH

(
IN + δ̃D

)−2

AT̃

+

(
V (1− F )

∆
+
λ2ϑ̃α

∆

)
1

K
TrPT̃AH

(
IN + δ̃D

)−1

D
(
IN + δ̃D

)−1

AT̃. (42)

Proof: The proof is very much involved and is given in Appendix B. It basically relies on

results in random matrix theory [13], [14] as well as on those provided in Theorem 1.

We are ultimately interested in the individual rates {rk} and the ergodic sum rate rE . Since

the logarithm is a continuous function, by applying the continuous mapping theorem and the
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dominated convergence theorem, from the almost sure convergence results of Theorem 2 it

follows that rk − rk → 0 almost surely with [8]

rk = log2
(
1 + γk

)
. (43)

An approximation of rE is obtained as follows [8]

rE =
K∑

k=1

log2
(
1 + γk

)
(44)

such that 1
K
(rE − rE) → 0 holds true almost surely.

The asymptotic expression provided in Theorem 2 will be shown to be very tight by means of

numerical results in Section IV, even for systems with finite dimensions. This means that can be

used for evaluating the performance of practical systems without the need for time-consuming

Monte Carlo simulations. Despite being useful for this purpose, the expressions are quite involved

and do not lend themselves to an easy interpretation of the interplay between different system

parameters. Simplifications can be obtained under different operating conditions. We start looking

into the limiting case in which N → ∞ with K/N → 0.

Corollary 2. If N → ∞ with K/N → 0 and there exists i, k such that i 6= k and aH
k ai 6→ 0,

then, under Assumptions 2 and 3, we have that maxk |γk − γk| → 0 with:

γk =
pk(1− λt̃kk)

2

sk + ψ σ2

NPT

(45)

where

sk =
∑

l=1,l 6=k

[
T̃AHaka

H
k AT̃

]
ll
pl

(
1 + d̃k

λ
1
N
TrD

)2 (46)

and

ψ =
1

N
TrD

1

K
TrPD̃T̃2 +

1

K
TrPT̃AHAT̃ (47)

with T̃ now given by

T̃ =

(
λIK +

(
1

N
TrD

)
D̃+AHA

)−1

. (48)

Proof: The proof follows from the results of Theorem 2 by noticing that if K/N → 0,

δ − 1
Nλ

TrD → 0, Υ(P) → 0, F → 0, V → 0, ϑ̃→ 0 and α− 1
Nλ2TrD → 0.

The above corollary shows that when N grows at a faster rate than K the asymptotic

interference towards UE k does not necessarily vanish as it depends on the LOS components
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{ai; i = 1, . . . , K}. In particular, it depends on the inner products between the vector ak and all

other vectors ai with i 6= k. Consider then a system in which aH
k ai → 0 ∀i 6= k. This means

that UEs are selected such that they satisfy asymptotically favorable propagation conditions [27].

Then, we have that:

Corollary 3. If N → ∞ with K/N → 0 and aH
k ai → 0 ∀i 6= k, then we have that

max
k

∣∣∣∣∣

K∑

i=1,i 6=k

pi
∣∣hH

k gi

∣∣2
∣∣∣∣∣→ 0. (49)

Proof: The proof easily follows from noticing that under favorable propagation conditions,

i.e., aH
k ai → 0 ∀i 6= k, the matrix T̃ becomes asymptotically diagonal and the quantities

[
T̃AHaka

H
k AT̃

]
ll
→ 0 (50)

vanish asymptotically as N → ∞ with K/N → 0.

In agreement with [19], [27], the above corollary shows that if the MIMO Rician fading

channel results in favorable propagations, then the interference vanishes as N grows unbounded,

and consequently the ergodic sum rate grows unbounded. In practice, these asymptotic results

can only be achieved if some UEs are dropped from service [28].

D. Case Studies

A few illustrative case studies are considered next to get further insights into the effect of

system parameters. To begin with, we assume that the BS antennas are uncorrelated. This is

equivalent to assuming that Θ = IN . Then, we have that:

Corollary 4. Let Assumptions 1 and 3 hold true. If Θ = IN , then maxk |γk − γk| → 0 with:

γk =
pk(1− λt̃kk)

2

sk + ψ σ2

NPT

(51)

where

ψ=
ϑ

∆

λ2

K
TrPD̃T̃2 +

1− F

∆(1 + δ̃)2
1

K
TrPT̃AHAT̃ (52)
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and sk = d̃ksk,1 + sk,2 with

sk,1=
(1− F )λ2t̃2kk
∆(1 + δ̃)2

1

N
TrPT̃AHAT̃+

ϑ

∆

λ4t̃2kk
N

TrPD̃T̃2 (53)

sk,2 =
∑

ℓ=1,ℓ6=k

∣∣∣
[
T̃AHak

]
ℓ

∣∣∣
2 (
pℓ + d̃ℓ

(
Υ(P)(1−F )

∆
+ ϑ

∆
s̃◦k,2

))

(1 + d̃kδ)2(1 + δ̃)2

+

[
T̃AHAT̃

]
k,k

(1 + δ̃)2

(
λ2Υ(P)ϑ̃

∆
+

1− F

∆
s◦k,2

)
(54)

and

s̃◦k,2 =
λ2

N
TrPD̃T̃2. (55)

If furthermore aH
k ai = 0 for k 6= i, then sk,2 simplifies to

sk,2 =

[
T̃AHAT̃

]
kk

(1 + δ̃)2

(
λ2Υ(P)ϑ̃

∆
+

1− F

∆
s̃◦k,2

)
. (56)

Proof: The proof follows by noting that when D = IN , α = ϑ and V = F . Replacing these

quantities into the expressions of Theorem 2 yields (52), (53) and (54).

Consider now the case for which only the channel of the UE of interest, i.e, UE k, is

characterized by a Rician fading channel, whereas a Rayleigh fading channel model is valid

for all other UEs with indexes i 6= k. Assume also that ‖ak‖2 = βk
ρ

1+ρ
. Then, we have that

[D̃]k,k = βk

1+ρ
and [D̃]i,i = βi for i 6= k, which is slightly different from the original setting

described by (9). Under the above circumstances, the following result is found:

Corollary 5. Let Assumptions 1 and 3 hold true. If Θ = IN , ‖ak‖2 = βkρ
ρ+1

and no LOS component

is present for all other UEs with indexes i 6= k, then maxk |γk − γk| → 0 with:

γk =

pk

(
1− 1

1+
βk

λ(1+δ̃)

)2(
1− 1

N

K∑
l=1

β2
l

(λ(1+δ̃)+βl)
2

)

1
N

K∑
l=1

plβl
(λ(1+δ̃)+βk)

−2
+σ2λ2

PTK
(1+δ̃)−2

(

1+
βl

λ(1+δ̃)

)2

(57)

where δ̃ is the unique solution of the following equation:

δ̃ =
1

N

K∑

k=1

βk(1 + δ̃)

λ(1 + δ̃) + βk
. (58)



13

Proof: By substituting the expressions of A and D̃ into (16) and (17), from (14) and (15)

(using the fact that A has rank 1) we get (58) and

δ =
1

λ(1 + δ̃)
. (59)

Also, it is found that t̃kk = 1

λ(1+
βkδ

1+ρ
)+

βkρ

(1+ρ)(1+δ̃)

= 1

λ+
βk
1+δ̃

and t̃ii =
1

λ+
βk
1+δ̃

for i 6= k. Since A has

finite rank, Υ(P) → 0, F → 0 and thus ∆ = 1− λ2ϑϑ̃. Moreover, it follows that D = IN and

ϑ = δ2. Using all the above results, we can simplify sk,1 and sk,2 in (53) and (54) as:

sk,1 =
λ2t̃2kk(

1− λ2ϑϑ̃
)(

1 + δ̃
)2

1

N

K∑

l=1

plβl(
λ+ βl

1+δ̃

)2 (60)

sk,2 =
βkρ

1 + ρ

λ2t̃2kk(
1− λ2ϑϑ̃

)(
1 + δ̃

)2
1

N

K∑

l=1

plβl(
λ+ βl

1+δ̃

)2 . (61)

Hence, sk =
βk

1+ρ
sk,1 + sk,2 reduces to:

sk =
βk t̃

2
kk(

1− λ2ϑϑ̃
)(

1 + δ̃
)2

1

N

K∑

l=1

plβl(
1 + βl

λ(1+δ̃
)
)2 . (62)

By using the results above, we can also prove that

ψ =
λ2

(
1− λ2ϑϑ̃

)(
1 + δ̃

)2
N

K

1

N

K∑

l=1

plβl(
1 + βl

λ(1+δ̃)

)2 . (63)

By substituting (62) and (63) into (51) yields (57), after some standard calculus.

The results of Corollary 5 coincide with those obtained for the case in which all UEs experience

Rayleigh fading propagations. This means that the asymptotic expression of the SINR for a given

UE k is independent from its own channel model if all the other UEs are affected by Rayleigh

fading propagations.

To gain further insights into the impact of the Rician factor ρ, assume that the channel can

be simply modelled as Θ = IN , D̃ = β
1+ρ

IK and AHA = ρβ
1+ρ

IK . In this case, the following

result holds true:

Corollary 6. Let Assumption 1 holds true. Assume furthermore that D̃ = β
1+ρ

IK , AHA = ρβ
1+ρ

IK

and Θ = IN . Let x be the unique positive solution of the following third order equation:

−ρβx3 + βx2(ρ− 1) + x

(
β(N −K)

N
− λ(1 + ρ)

)
+ λ(1 + ρ) = 0. (64)
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Define ϑ as:

ϑ =
1

λβ

(
1 + ρ+

(N −K)β

Nλ
x

)(
1− ρN

K
(1− x)2

)
− 1

λβ
x(1 + ρ)

and

∆ =

(
1− Nρ

K
(1− x)2

)2

− λ2ϑ
N

K

(1
x
− 1
)2
. (65)

Then, maxk |γk − γk| → 0 with:

γk =
pk

(
1− λ

(
1
x
− 1
)

N
K

(
1+ρ
β

))2

sk + ψ σ2

NPT

(66)

where

sk =
λ2

N
TrP

(
1 + ρ

β

)2(
N

K

)3(
1

x
− 1

)2(
−1 +

1

∆

)
(67)

and

ψ =

(
1− Nρ

K
(1− x)2

∆
− 1

)
1 + ρ

β

N

K

1

K
TrP. (68)

Proof: The proof relies on working with the variable x = 1
1+δ̃

and proving that it satisfies

the third order equation given in (64). Towards this aim, we first note that in this specific case,

δ̃ simplifies to

δ̃ =
β

N(1 + ρ)
Tr

(
λ(1 + δ

β

1 + ρ
)IK +

ρβ

(1 + ρ)(1 + δ̃)
IK

)−1

(69)

=

K
N

β
1+ρ

λ+ λδ β
1+ρ

+ ρβ

(1+ρ)(1+δ̃)

. (70)

The right-hand-side of (69) can be rewritten as:

δ̃ =

(
1 +

δβ

1 + ρ

)−1

(1 + δ̃)
β

1 + ρ


 1

N
Tr

(
λ(1 + δ̃)IN +

AAH

1 + δβ
1+ρ

)−1

− N −K

Nλ(1 + δ̃)


 (71)

=
(1 + δ̃)β

1 + ρ+ δβ

[
δ − N −K

Nλ(1 + δ̃)

]
(72)

from which we obtain

βδ = (1 + ρ)δ̃ +
β

λ

N −K

N
. (73)

By plugging (73) into (70) and replacing δ̃ + 1 with 1
x
, we obtain (64) after some standard

calculus. Once the equation involving x is established, the expressions of the interference and

the power terms sk and ψ follow after tedious but straightforward calculations. To this end, we
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need to compute the asymptotic expressions of ∆ and ϑ as a function β, N
K

and ρ. Let us start

with simplifying F . Since T̃ is proportional to identity, and using the fact that δ̃ = 1
N
TrD̃T̃ =

β
1+ρ

1
N
TrT̃, all elements of T̃ are equal to t̃kk =

N
K

1+ρ
β
δ̃. Therefore, F simplifies to

F =
Nρ

K
(1− x)2. (74)

Following the same arguments, ϑ̃ can be rewritten as:

ϑ̃ =
1

N
TrD̃T̃D̃T̃ =

N

K

(
1

x
− 1

)2

. (75)

We are now left with the asymptotic expression of ϑ. To begin with, we start from the following

relation

T

(
λ

x
IN +A

(
IK + δD̃

)−1

AH

)
= I. (76)

Multiplying the left and right hand sides of the above relation with T, we obtain:

λ

x
T2 +TA

(
IK + δD̃

)−1

AHT = T (77)

Using the relation TA
(
IK + δD̃

)−1

=
(
IN + δD̃

)−1

AT̃, we obtain:

1

N

λ

x
TrT2 + x2

βρ

1 + ρ

(
1 +

δβ

1 + ρ

)
1

N
TrT̃2 =

1

N
TrT. (78)

Hence,

1

N
TrT2 =

x

λ

[
1

N
TrT− ρ(1 + ρ+ δβ)

β

N

K
(1− x)2

]

=
x

λβ

[
δβ(1− ρ

N

K
(1− x)2)− ρ(1 + ρ)

N

K
(1− x)2

]

=
x

λβ

[(
(
1

x
− 1)(1 + ρ) +

N −K

Nλ
β

)(
1− ρN

K
(1− x)2

)
− ρ(1 + ρ)

N

K
(1− x)2

]

=
1

λβ

[[
(1− x)(1 + ρ) +

(N −K)β

Nλ
x

] [
1− ρN

K
(1− x)2

]
− xρ(1 + ρ)

N

K
(1− x)2

]

=
1

λβ

[[
1 + ρ+

(N −K)β

Nλ
x

] [
1− ρN

K
(1− x)2

]
− x(1 + ρ)

]
. (79)

Plugging (74), (75) and (79) into (26) yields (65). With these expressions at hand, we are ready

to simplify ψ and sk. Since Θ = IN , ψ writes as:

ψ =
ϑ

∆

λ2

K
TrPD̃T̃2 +

1− F

∆(1 + δ̃)2
1

K
TrPT̃AHAT̃

=
ϑ

∆

λ2

K
TrP

N

K

(
1 + ρ

β

)
1

N
TrD̃2T̃2 +

(1− F )F

∆

1 + ρ

β

N

K

1

K
TrP

=
1

K
TrP

N

K

1 + ρ

β

(
−1 +

1− F

∆

)
. (80)
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Plugging (74) into the above equation yields (68). We are now left with simplifing the expression

of the interference term sk. From Corollary 4, sk = d̃ksk,1 + sk,2 where sk,1 and sk,2 are given

by (53) and (56). Notice that

Υ(P) =
1

N
TrPF

N

K

1 + ρ

β
(81)

and

s̃◦k,2 = λ2
1

N
TrP

1 + ρ

β

N

K
ϑ̃. (82)

Hence, we have that

λ2Υ(P)ϑ̃

∆
+

1− F

∆
s̃◦k,2 =

λ2

N∆
TrP

1 + ρ

β

N

K
ϑ̃ (83)

from which it follows that:

sk,2 =

(
N

K

)4

ρ

(
1 + ρ

β

)2
λ2

N∆
TrP

(
1

x
− 1

)2

(1− x)2. (84)

Using similar arguments as above, we can prove that:

sk,1 =
F (1− F )

∆
λ2t̃2kk

1

N
TrP

N

K

1 + ρ

β
+
ϑϑ̃

∆
λ4t̃2kk

1

N
TrP

1 + ρ

β
(85)

= λ2t̃2kk
1

N
TrP

N

K

1 + ρ

β

(
−1 +

1− F

∆

)
. (86)

Since sk = d̃ksk,1 + sk,2, we obtain:

sk = λ2t̃2kk
1

N
TrP

N

K

(
−1 +

1− F

∆

)
+

(
N

K

)4

ρ

(
1 + ρ

β

)2
λ2

∆N
TrP

N

K

(
−1 +

1− F

∆

)

= λ2
(
N

K

)3(
1 + ρ

β

)2
(1− x)2

x2
1

N
TrP

(
−1 +

1

∆

)
. (87)

This completes the proof.

From Corollary 6, it follows that the asymptotic sum rate for RZF takes the form:

rE =
K∑

k=1

log (1 + pkµ) (88)

where

µ =
γk
pk

=

(
1− λ

(
1
x
− 1
)

N
K

(
1+ρ
β

))2

sk + ψ σ2

NPT

(89)

does not depend on k. Hence, the power allocation policy that maximize the sum rate in (88)

subject to 1
K
TrP = P with pk ≥ 0 is the uniform power allocation p∗k = 1

K
TrP for all k ∈

{1, . . . , K}.
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IV. NUMERICAL RESULTS

MC simulations are now used to validate the above asymptotic analysis for a network with

finite dimensions.1 We consider a cell of radius R = 250 m. We use the standard correlation

model [Θ]i,j = η|i−j| and assume that the large scale coefficients βk are obtained as [23], [29]

βk = 2Lx

(
1 +

xκk
xκ

)−1

. (90)

The parameter κ > 2 stands for the pathloss exponent, xk denotes the distance of UE k from

the BS, x > 0 is a cut-off parameter where Lx is a constant that regulates the attenuation at

distance x. We assume κ = 3.5, Lx = −86.5 dB and x = 25 m. The results are obtained for

5000 channel realizations assuming that the UEs are randomly distributed in the circular region

between x m and R = 250 m. We assume that the BS is outfitted with a uniform linear array,

such that the nth entry of z̃k is given by

[z̃k]n = exp(−ı(n− 1)π sin θk) (91)

where θk is the angle of arrival associated with UE k and chosen such that sin θk is uniformly

distributed between [−σA, σA] with σA being a constant controlling the angular spread of the LOS

components at the BS. The transmit power PT is fixed to 10 Watt and the regularization parameter

λ is computed as λ = σ2
E
[
β−1
k

]
/PT , where the expectation is taken over the distribution of

the UEs’ positions.

Fig. 1 illustrates the average rate per UE when N grows large and K is kept fixed to 20. The

correlation factor is set to η = 0.5 and σA takes the following values {0.4, 0.1, 0.05} while the

Rician factor is ρ = 1. The red curves are obtained using MC simulations whereas the black ones

are obtained using the closed-form approximation of Theorem 2. As seen, the approximation

matches perfectly with the MC simulations for any N . Therefore, we may conclude that the large

system analysis is accurate even for networks of finite size. As seen, the average rate per UE

improves as the angular spread increases (e.g., large values of σA). This is because the spatial

separation or diversity of the LOS components of the different UEs increases as σA grows. A

relatively good performance is achieved even for quite small values of σA. This means that a tiny

spatial separation of the LOS vectors is not substantially detrimental for interference mitigation

when ρ = 1 (which corresponds to the case in which the non-LOS and LOS components have

the same strength).

1The code is available online at https://github.com/lucasanguinetti/ for testing different network configurations.
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Fig. 1. Average rate per UE versur the number of antennas N when K = 20 and the Rician factor ρ = 1.

The impact of the Rician coefficient ρ is investigated in Figs. 2 and 3 for N = 250 and

K = 50 with different values of σA. As before, the approximation matches perfectly with the

MC simulations for any ρ. Fig. 2 shows that, if σA is relatively small, the average rate reduces

with ρ since the LOS vectors tend to be closely aligned in space, the average rate decreases as ρ

grows. This is a consequence of the high inter-user interference. However, as σA increases, Fig.

3 shows that an increase in the Rician coefficient has a positive effect on the rate performance.

These results are in line with those reported in [28], wherein it is shown that large-scale MIMO

systems benefit from LOS contributions when these are relatively different among the UEs.

V. CONCLUSIONS

This work analyzed the ergodic sum rate in the downlink of a single-cell large scale multi-

user MIMO system operating over correllated Rician fading channels. A regularized zero-forcing

precoding is employed under the assumption of perfect channel state information. Stating and

proving new results from large-scale random matrix theory allowed us to provide accurate

approximations of the SINRs of different UEs, from which the average rate expressions were

obtained. Such approximations were shown to depend only on the system parameters (number of
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Fig. 2. Average rate per UE for low angular spreads when N = 250 and K = 50
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Fig. 3. Average rate per UE for high angular spreads when N = 250 and K = 50
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antennas and UE) as well as on the long-term channel statistics; that is, the Rician factor and the

spatial correlation matrix of UEs. Interesting insights were obtained and analytically characterized

through a few illustrative examples. A set of Monte Carlo simulations were presented in order

to illustrate the accuracy of the provided approximations and to show how they can lead to

important insights into how the different parameters affect the network performance. To allow

further investigation, the code used for Monte Carlo simulations was provided.

APPENDIX A

PRELIMINARIES AND USEFUL RESULTS

We start defining Q̃ =
(
ΣHΣ+ λIN

)−1
and Q =

(
ΣΣH + λIN

)−1
. Matrix T and T̃ are

approximations of the resolvent matrices Q and Q̃ in that:

1

N
TrBQ− 1

N
TrBT

a.s.−→ 0 (92)

and

1

N
TrB̃Q̃− 1

N
TrB̃T̃

a.s.−→ 0 (93)

for any sequence of matrices B and B̃ of bounded spectral norm. Moreover, we also have

E
∣∣uHQu− uHTu

∣∣p = O(N−p/2) (94)

E

∣∣∣uHQ̃u− uHT̃u

∣∣∣
p

= O(N−p/2) (95)

for any integer p and any sequence of vectors u ∈ C
N with uniformly bounded norm.

Qk =
(
Σ[k]Σ

H
[k] + λIN

)−1
where Σ[k] is obtained after removing column k from Σ. Denote

by q̃kk the k-th diagonal element of Q̃. Then, the following relations hold true:

q̃kk =
1

λ(1 + η
H
k Qηk)

(96)

Q = Qk − λq̃kQkηkη
H
k Qk (97)

Qηk =
Qkηk

1 + η
H
k Qkηk

(98)

Let δk and δ̃k be the solutions to the following set of equations:

δk =
1

N
TrDTk (99)

δ̃k =
1

N
TrD̃T̃k (100)
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with

Tk =

(
λ
(
IN+ δ̃kD

)
+A[k]

(
IK−1+ δkD̃[k]

)−1

AH
[k]

)−1

(101)

T̃k =

(
λ
(
IK−1+ δkD̃

)
+AH

[k]

(
IN+ δ̃kD[k]

)−1

A[k]

)−1

. (102)

where Ak is obtained by removing the k-th column of matrix A. The matrices Tk and T̃k are

respectively approximations of the resolvent matrices Qk and Q̃k =
(
ΣH

[k]Σ[k] − zIK−1

)−1
such

that

1

N
TrBQk −

1

N
TrBTk → 0 (103)

1

N
TrB̃Q̃k −

1

N
TrB̃T̃k → 0 (104)

for any sequence of matrices B ∈ C
N×N and B̃ ∈ C

K−1×K−1 and

E
∣∣uHQku− uHTku

∣∣p = O(N−p/2) (105)

E

∣∣∣uHQ̃ku− uHT̃ku

∣∣∣
p

= O(N−p/2) (106)

for any integer p and any sequence of vectors u ∈ C
N with uniformly bounded norm.

Let us also introduce the following results and technical identities that will be extensively

used in the remainder. Let q̃ ∈ C
K−1 be the vector of diaognal element of Q̃k and q̃0 ∈ C

K×1

be q̃ where 0 is added at the kth position. Denote by q̃kii the ith diagonal element of q̃0 and call

Qki =
(
Σ[ki]Σ

H
[ki] − λIN

)−1
. (107)

Then, for i 6= k we have that:

q̃kii =
1

λ (1 + η
H
i Qkiηi)

(108)

Qk = Qki − λq̃kiiQkiηiη
H
i Qki (109)

Qkηi =
Qkiηi

1 + η
H
i Qkiηi

= λq̃kiiQkiηi. (110)

Moreover, let u ∈ C
N be a sequence of deterministic vectors with bounded Euclidean norm.

Then, for any integer p and i 6= k, we have:

E
∣∣uH (Qki − T ki)u

∣∣2p = O(N−p) (111)

with T ki being given by:

T ki =

(
λ
(
IN + δ̃kD

)
+A[ki]

(
IK−2 + δkD̃k

)−1

AH
[ki]

)−1

.



22

where A[ki] is matrix A with the k-th and i-th columns removed. Define similarly T k as:

T k =

(
λ
(
IN + δ̃D

)
+A[k]

(
IK + δkD̃k

)−1

AH
[k]

)−1

Denote by t̃k ∈ C
K−1 the vector of diagonal elements of T̃k and call t̃0 ∈ C

K the vectors

obtained from t̃k after adding a 0 to its kth position. Denote by t̃kii the ith element of t̃0. Then,

for i 6= k:

t̃kii =
1

λ
(
1 + aH

i T kiai + d̃iδk

) (112)

whereas t̃kii = 0 if i = k. Also, we have that

λt̃kiia
H
i T kiu =

aH
i Tku

1 + d̃iδk
(113)

with u ∈ C
N being a deterministic vector. The identities in (112) and (113) are needed to retrieve

Tk from expressions involving T ki. In a similar way to (112) for k = 1, . . . , K, we have that

t̃kk =
1

λ
(
1 + aH

kT kak + d̃kδk

) =
1

λ
(
1 + aH

kTkak + d̃kδk

) +O(N−1). (114)

Notice that t̃kk denotes the diagonal elements of matrix T̃. They are exactly equal to 1

λ(1+aH
k
T kak+d̃kδk)

.

The replacement of T k by Tk is at the cost of an error of order O(N−1). Finally, the following

result will be frequently used in the appendices:

E
∣∣q̃kii − t̃kii

∣∣p = O(N−p/2). (115)

APPENDIX B

DETERMINISTIC EQUIVALENT FOR θ(v,C) AND χ(C)

A. Deterministic equivalent for θ(v,C)

We begin by observing that

Q−T
(a)
= T

(
T−1 −Q−1

)
Q (116)

(b)
=T

(
λδ̃D+A

(
IK + δD̃

)−1

AH −ΣΣH

)
Q (117)



23

where (a) follows from applying the resolvent identity2 and (b) is obtained by using (16) and

Q−1 = ΣΣH−λIN . Plugging the above expression into (30) leads to θ(v,C) = Z1+Z2+Z3−Z4

with

Z1 = E
[
vHTCQv

]
(118)

Z2 = λδ̃E
[
vHTDQCQv

]
(119)

Z3 = E

[
vHTA

(
IK + δD̃

)−1

AHQCQv

]
(120)

Z4 = E
[
vHTΣΣHQCQv

]
. (121)

Notice that Z2 will be compensated by some terms in Z4. This can be taken as a rule of

thumb whenever the resolvent identity is used for computing deterministic equivalents (see [13]).

Therefore, we restrict ourselves to the development of Z1, Z3 and Z4.

Let’s start with Z1. From (94), it follows that:

Z1 = vHTCTv +O(N− 1
2 ). (122)

By using (97), we may write Z3 = Z3,1 + Z3,2 with

Z3,1 =
K∑

ℓ=1

E

[
vHTaℓa

H
ℓ

1 + δd̃ℓ
QℓCQv

]
(123)

Z3,2 = −
K∑

ℓ=1

vHTaℓE
[
λq̃ℓℓa

H
ℓ Qℓηℓη

H
ℓ QℓCQv

]

1 + δd̃ℓ
(124)

where {q̃ℓℓ} are the diagonal elements of Q̃. We can prove that at the cost of an error O(N− 1
2 ),

we can replace in Z3,2, q̃ℓℓ by t̃ℓℓ and aH
ℓ Qℓηℓ by aH

ℓ T ℓaℓ. Since the treatment of these terms

is alike, we provide only the details concerning the replacement of q̃ℓℓ by t̃ℓℓ. Let ǫ be given by:

ǫ = −
K∑

ℓ=1

vHTaℓE
[
λ(q̃ℓℓ − t̃ℓℓ)a

H
ℓ Qℓηℓη

H
ℓ QℓCQv

]

1 + δd̃ℓ

Using Cauchy-Schwartz inequality:

|ǫ| ≤ 1

1 + δd̃ℓ

√√√√
K∑

l=1

|vHTaℓ|2E|q̃ℓℓ − t̃ℓℓ|2(1 + η
H
ℓ Qℓηℓ)

2(aH
ℓ Qℓηℓ)

2

√
E|ηH

ℓ QCQv|2

2
A−B = B(B−1

−A
−1)A [30].
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From (95), E|q̃ℓℓ − t̃ℓℓ|2(1 + η
H
ℓ Qℓηℓ)

2(aH
ℓ Qℓηℓ)

2 = O(N− 1
2 and hence, ǫ = O(N− 1

2 ). Hence,

we obtain that Z3,2 = U1 + U2 +O(N− 1
2 ) with

U1 = −
K∑

ℓ=1

λt̃ℓℓv
HTaℓ

aH
ℓ T ℓaℓ

1 + δd̃ℓ
E
[
aH
ℓ QℓCQv

]
(125)

U2 = −
K∑

ℓ=1

λt̃ℓℓv
HTaℓ

aH
ℓ T ℓaℓ

1 + δd̃ℓ
E
[
yH
ℓ QℓCQv

]
. (126)

By using (97) and replacing q̃ℓℓ with t̃ℓℓ, U2 can be further developed as:

U2 =
K∑

ℓ=1

λ2
(
t̃ℓℓ
)2

vHTaℓ
aH
ℓ T ℓaℓ

1 + δd̃ℓ
E
[
yH
ℓ QℓCQℓηℓη

H
ℓ Qℓv

]
+O(N−1/2). (127)

By writing ηℓη
H
ℓ = aℓa

H
ℓ + aℓy

H
ℓ + yℓy

H
ℓ + yℓa

H
ℓ , it turns out that only aℓy

H
ℓ produces non-

vanishing terms. Therefore, computing the expectation over yℓ and using rank-one perturbation

arguments [26, Lemma 7] we have:

U2 =
K∑

ℓ=1

λ2
(
t̃ℓℓ
)2

vHTaℓ
aH
ℓ T ℓaℓ

1 + δd̃ℓ
d̃ℓE

[
1

N
Tr (DQCQ) aH

ℓ Qℓv

]
+O(N−1/2). (128)

By using Lemma 5.2 in [13], we finally get:

U2 =
K∑

ℓ=1

λt̃ℓℓv
HTaℓ

aH
ℓ T ℓaℓ

(1 + δd̃ℓ)2
d̃ℓE

[
1

N
TrDQCQ

]
aH
ℓ Tv +O(N−1/2). (129)

By collecting the above results and using the relation λt̃ℓℓ =
1−λt̃ℓℓa

H
ℓ T ℓaℓ

1+d̃ℓδ
, we obtain:

Z3 =
K∑

ℓ=1

λt̃ℓℓv
HTaℓE

[
aH
ℓ QℓCQv

]

+ E

[
1

N
TrDQCQ

] K∑

ℓ=1

λt̃ℓℓd̃ℓv
HTaℓ

aH
ℓ T ℓaℓ

(1 + δd̃ℓ)2
aH
ℓ Tv +O(N− 1

2 ). (130)

The first term in the above expression will be compensated by some terms in Z4 and as such will

not be worked out further. The second term contains χ(C) given by (31) unveiling the interplay

between θ(v,C) and χ(C). Let’s now move to the computation of Z4. By using Qηℓ = λq̃ℓℓQℓηℓ,

we obtain:

Z4 =
K∑

ℓ=1

vHTE
[
λq̃ℓℓηℓη

H
ℓ QℓCQv

]
(131)

=
K∑

ℓ=1

vHTE
[
λt̃ℓℓηℓη

H
ℓ QℓCQv

]
+O(N− 1

2 ) (132)

= Z41 + Z42 + Z43 + Z44 +O(N− 1
2 ) (133)
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with

Z41 =
K∑

ℓ=1

λt̃ℓℓv
HTE

[
aℓa

H
ℓ QℓCQv

]
(134)

Z42 =
K∑

ℓ=1

λt̃ℓℓv
HTE

[
yℓy

H
ℓ QℓCQv

]
(135)

Z43 =
K∑

ℓ=1

λt̃ℓℓv
HTE

[
yℓa

H
ℓ QℓCQv

]
(136)

Z44 =
K∑

ℓ=1

λt̃ℓℓv
HTE

[
aℓy

H
ℓ QℓCQv

]
. (137)

Since Z41 will be compensated by the first term in Z3, only the other terms will be considered.

Let’s start with Z42. Using as usual the key decomposition in (97) along with the same techniques

allowing the replacement of q̃ℓℓ by t̃ℓℓ, we obtain :

Z42 =
K∑

ℓ=1,

λt̃ℓℓE
[
vHTyℓy

H
ℓ QℓCQℓv

]

−
K∑

ℓ=1

λ2
(
t̃kℓℓ
)2

E
[
vHTyℓy

H
ℓ QℓCQℓηℓη

H
ℓ Qℓv

]
+O(N− 1

2 ) (138)

=
1

N

K∑

ℓ=1

λt̃ℓℓd̃ℓE
[
vHTDQℓCQℓv

]
−

K∑

ℓ=1

λ2
(
t̃ℓℓ
)2

E
[
vHTyℓy

H
ℓ QℓCQℓyℓη

H
ℓ Qℓv

]

−
K∑

ℓ=1

λ2
(
t̃ℓℓ
)2

E
[
vHTyℓy

H
ℓ QℓCQℓaℓη

H
ℓ Qℓv

]
+O(N− 1

2 ) (139)

The third term in the above right-hand side is of order O(N− 1
2 ). For the same reasons, we can

substitute in the second term yH
ℓ QℓCQℓyℓ by d̃ℓ

1
N
TrEDQCQ. Moreover, in the first term Qℓ

can be replaced by Q, which is in passing can be proven by decomposing Qℓ as Qℓ = Qℓ−Q+Q

and using (97) along with the arguments developed so far. We thus obtain:

Z42 =
K∑

ℓ=1

λt̃ℓℓE
[
vHTDQℓCQℓv

]

− 1

N

K∑

ℓ=1

λ2
(
t̃ℓℓ
)2
d̃2ℓE

[
vHTDQℓv

] 1

N
TrE [DQCQ] +O(N− 1

2 ) (140)

= λδ̃E
[
vHTDQCQv

]

− vHTDTvE

[
1

N
TrDQCQ

]
1

N

K∑

ℓ=1

λ2
(
t̃ℓℓ
)2
d̃2ℓ +O(N− 1

2 ) (141)
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We look now to Z43 and Z44. Using the same technicalities, we can prove that:

Z43 = −vHTDTv
1

N

K∑

ℓ=1

λ2
(
t̃ℓℓ
)2
d̃ℓE

[
aH
ℓ QℓCQℓaℓ

]
+O(N− 1

2 ) (142)

and

Z44 = −E

[
1

N
TrDQCQ

] K∑

ℓ=1

λt̃ℓℓ
vHTaℓa

H
ℓ Tv

1 + d̃ℓδ
+O(N− 1

2 ). (143)

Gathering all these results together, we end up with the following expression for Z4:

Z4 =
K∑

ℓ=1

λt̃ℓℓv
HTaℓE

[
aH
ℓ QℓCQv

]
+ λδ̃E

[
vHTDQCQv

]

− vHTDTvE

[
1

N
TrDQCQ

]
1

N

K∑

ℓ=1

λ2
(
t̃ℓℓ
)2
d̃2ℓ

− vHTDTv
1

N

K∑

ℓ=1

λ2
(
t̃ℓℓ
)2
d̃ℓE

[
aH
ℓ QℓCQℓaℓ

]

− E

[
1

N
TrDQCQ

] K∑

ℓ=1

λt̃ℓℓ
vHTaℓa

H
ℓ Tv

1 + d̃ℓδ
+O(N− 1

2 ) (144)

The first two terms in Z4 will be cancelled with Z2 and some terms in Z3. We finally obtain:

θ(v,C) = vHTCTv + E

[
1

N
TrDQCQ

] [ K∑

ℓ=1

d̃ℓ
vHTaℓa

H
ℓ Tv

(1 + d̃ℓδ)2
+ vHTDTv

1

N

K∑

ℓ=1

λ2
(
t̃ℓℓ
)2
d̃2ℓ

]

+ vHTDTv
1

N

K∑

ℓ=1

λ2
(
t̃ℓℓ
)2
d̃ℓE

[
aH
ℓ QℓCQℓaℓ

]
+O(N− 1

2 ). (145)

Equation (145) establishes a relation between θ(v,C) and the unknown quantities E
[
1
N
TrDQCQ

]

and E
[
aH
ℓ QℓCQℓaℓ

]
. Quantity E

[
aH
ℓ QℓCQℓaℓ

]
can be related to θ(aℓ,C) as:

E
[
aH
ℓ QCQaℓ

]
= λ2

(
t̃ℓℓ
)2

(1 + d̃ℓδ)
2
E
[
aH
ℓ QℓCQℓaℓ

]
(146)

+ d̃ℓ

(
aH
ℓ Taℓ

1 + d̃ℓδ

)2

E

[
1

N
TrDQCQ

]
+O(N− 1

2 ). (147)

This can be proven by substituting in E
[
aH
ℓ QCQaℓ

]
, matrix Q by Qℓ − λq̃ℓQℓηlη

H
ℓ Qℓ as per

(97), and controlling the vanishing terms. To determine θ(v,C), it is easy to see that we need

a second equation between E
[
aH
ℓ QCQaℓ

]
and E

[
1
N
TrDQCQ

]
. This is the objective of the

subsequent section.
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B. Deterministic equivalent for χC

By using the resolvent identity and then handling each term separately (derivations are similar

to before, and hence details are omitted), after some calculations we obtain

E

[
1

N
TrDQCQ

]
=

1

N
TrDTCT (148)

+ E

[
1

N
TrDQDQ

] [
1

N

K∑

ℓ=1

d̃ℓa
H
ℓ TCTaℓ

(1 + δd̃ℓ)2
+

1

N

K∑

ℓ=1

λ2d̃2ℓ
(
t̃ℓℓ
)2 1

N
TrDTCT

]

+
1

N
TrDTCT

1

N

K∑

ℓ=1

λ2
(
t̃ℓℓ
)2
d̃ℓE

[
aH
ℓ QℓDQℓaℓ

]
+O(N− 1

2 ) (149)

Now let m ∈ {1, K}. Then, from (145),

E
[
aH
mQDQam

]
= aH

mTCTam + E

[
1

N
TrDQCQ

] [ K∑

ℓ=1

d̃ℓa
H
mTaℓa

H
ℓ Tam

(1 + d̃ℓδ)2
+ aH

mTDTam
1

N

K∑

ℓ=1

λ2(t̃2ℓℓ)d̃
2
ℓ

]

+ aH
mTDTam

1

N

K∑

ℓ=1

λ2(t̃ℓℓ)
2d̃ℓE

[
aH
ℓ QℓCQℓaℓ

]
+O(N− 1

2 )

Multiplying both sides by d̃m
(1+d̃mδ)2

and summing over m, we obtain:

1

N

K∑

m=1

d̃mE
[
aH
mQDQam

]

(1 + d̃mδ)2
=

1

N

K∑

m=1

d̃ma
H
mTCTam

(1 + d̃mδ)2

+ E

[
1

N
TrDQCQ

] [
1

N

K∑

ℓ=1

K∑

m=1

d̃ℓd̃ma
H
mTaℓa

H
ℓ Tam

(1 + d̃ℓδ)2(1 + d̃mδ)2
+

1

N

K∑

ℓ=1

λ2(t̃ℓℓ)
2d̃2ℓ

1

N

K∑

m=1

aH
mTDTamd̃m

(1 + d̃mδ)2

]

+
1

N

K∑

m=1

d̃ma
H
mTDTam

(1 + d̃mδ)2
1

N

K∑

ℓ=1

λ2(t̃ℓℓ)
2d̃ℓE

[
aH
ℓ QℓCQℓaℓ

]
+O(N− 1

2 )

from which, we obtain using (147)

1

N

K∑

ℓ=1

d̃ℓλ
2
(
t̃ℓℓ
)2

E
[
aH
ℓ QℓCQℓaℓ

]
=

1

N

K∑

m=1

d̃ma
H
mTCTam

(1 + d̃mδ)2
+ E

[
1

N
TrDQCQ

]
(150)

×
[
1

N

K∑

m=1

K∑

ℓ=1

d̃ℓd̃m
aH
mTaℓa

H
ℓ am

(1 + d̃ℓδ)2(1 + d̃mδ)2
− 1

N

K∑

ℓ=1

d̃2ℓ
(aH

ℓ Taℓ)
2

(1 + d̃ℓδ)4
+

1

N

K∑

m=1

d̃ma
H
mTDTam

(1 + d̃mδ)2
1

N

K∑

ℓ=1

λ2
(
t̃ℓℓ
)2
d̃2ℓ

]

(151)

+
1

N

K∑

m=1

d̃m
aH
mTDTam

(1 + d̃mδ)2
1

N

K∑

ℓ=1

λ2
(
t̃ℓℓ
)2
d̃ℓE

[
aH
ℓ QℓCQℓaℓ

]
+O(N− 1

2 ) (152)
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By defining the following quantities

ϕ(C) =
1

N

K∑

ℓ=1

d̃ℓλ
2
(
t̃ℓℓ
)2

E
[
aH
ℓ QℓCQℓaℓ

]
(153)

F (C) =
1

N

K∑

m=1

d̃ma
H
mTCTam

(1 + d̃mδ)2
(154)

G =
1

N

K∑

m=1

K∑

ℓ=1

d̃ℓd̃m
aH
mTaℓa

H
ℓ am

(1 + d̃ℓδ)2(1 + d̃mδ)2
− 1

N

K∑

ℓ=1

d̃2ℓ
(aH

ℓ Taℓ)
2

(1 + d̃ℓδ)4
(155)

M =
1

N

k∑

ℓ=1

λ2
(
t̃ℓℓ
)2
d̃2ℓ . (156)

we can write (152) as:

(1− F )ϕ(C) = F (C) + χ(C) (G+MF ) +O(N− 1
2 ) (157)

Let ϑ(C) = 1
N
TrDTCT. We also write (149) as:

χ(C) = ϑ(C) + χ(D) (F (C) +Mϑ(C)) + ϑ(C)ϕ(D) +O(N− 1
2 ) (158)

Let ∆ = (1−F )2−Mϑ−ϑG. From Lemma 5.3 in [13], ∆ satisfies also ∆ = (1−F )2−λ2ϑϑ̃

which merely results from the fact that G +M = λ2ϑ̃. Setting C to D in (157) and (158) we

thus obtain: χ(D) = ϑ
∆
+O(N− 1

2 ) and ϕ(D) = −1 + 1−F
∆

− Mϑ
∆

+O(N− 1
2 ) We thus get:

χ(C) =
ϑ(C)(1− F )

∆
+
ϑF (C)

∆
+O(N− 1

2 ). (159)

Plugging the above expression into (157), we thus obtain after some calculations:

ϕ(C) = ϑ(C)

(
M(F − 1)

∆
+
λ2ϑ̃

∆

)
+ F (C)

(
1− F

∆
− Mϑ

∆

)
+O(N− 1

2 ) (160)

and

θ(v,C) = vHTCTv +
K∑

ℓ=1

d̃ℓ
vHTaℓa

H
ℓ Tv

(
1 + d̃ℓδ

)2
(
ϑ(C)(1− F )

∆
+
ϑF (C)

∆

)

+ vHTDTv

(
F (C)(1− F )

∆
+
λ2ϑ̃ϑ(C)

∆

)
+O(N− 1

2 ) (161)

In particular if C = D, we obtain:

θ(v,D) =
1− F

∆
vHTDTv +

ϑ

∆

K∑

ℓ=1

d̃ℓ
vHTaℓa

H
ℓ Tv

(
1 + d̃ℓδ

)2 . (162)
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APPENDIX C

PROOF OF THEOREM 2

Let ηk denote the kth column of Σ. Then, the SINR at UE k can be rewritten as:

γk =
pk
∣∣ηH

k Qηk

∣∣2
∑K

i=1,i 6=k pi |ηH
k Qηi|2 + σ2

NPT

1
K
TrPΣHQ2Σ

(163)

from which it follows that γk can be expressed as functionals of the resolvent matrix Q. By

applying (97), we obtain

Qηk =
Qkηk

1 + η
H
k Qkηk

= λq̃kkQkηk (164)

where Qk =
(
Σ[k]Σ

H
[k] + λIN

)−1
. Plugging (164) into (163) yields:

γk =
pk(1− λq̃kk)

2

sk +
σ2

NPT
ψ

(165)

where we have defined

sk = λ2q̃2kkη
H
k QkΣ[k]P[k]Σ

H
[k]Qkηk (166)

ψ =
1

K
TrPΣHQ2Σ. (167)

Therefore, computing an asymptotic approximation for γk requires to determine asymptotic

approximations for q̃kk, sk and ψ. From (106), it easily follows that q̃kk − t̃kk
a.s.−→ 0. The

computation of the asymptotic approximations for sk and ψ is more involved and is addressed

in the following.

A.1) Deterministic equivalent for sk

The computation of a deterministic equivalent for the interference term sk is much more

involved. In short, the approach taken in the remainder basically relies on showing that the

interference term sk is asymptotically given by the weighted sum of two terms, whose approxi-

mations depend on quantities in the same form of those of Theorem 1.

As done for uk, we begin by applying Lemma 1 in Appendix C to s̆k , η
H
k QkΣ[k]P[k]Σ

H
[k]Qkηk

and then use Lemma 2 to obtain maxk |s̆k − d̃ks̆k,1 − s̆k,2| a.s.−→ 0 with

s̆k,1 = E

[
1

N
TrDQkΣ[k]P[k]Σ

H
[k]Qk

]
(168)

and

s̆k,2 = E
[
aH
k QkΣ[k]P[k]Σ

H
[k]Qkak

]
. (169)
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From the convergence result of q̃kk established above, we have:

max
k

∣∣∣s̃k − d̃kλ
2t̃2kks̆k,1 − λ2t̃2kks̆k,2

∣∣∣→ 0. (170)

The above result states that a deterministic equivalent for s̆k can be computed by looking for

approximations of s̆k,1 and s̆k,2 in which the expectation largely simplifies the derivations as it

allows to discard terms with zero mean (though they do not converge to zero in the almost sure

sense).

A.2.1) Deterministic equivalent for s̆k,1: To begin with, observe that:

s̆k,1
(a)
=

1

N

K∑

i=1,i 6=k

piE
[
λ2
(
q̃kii
)2

η
H
i QkiDQkiηi

]
(171)

(b)
=
λ2

N

K∑

i=1,i 6=k

pi
(
t̃kii
)2

E
[
η
H
i QkiDQkiηi

]
+O(N−1/2) (172)

=
λ2

N

K∑

i=1

pi
(
t̃kii
)2

E
[
η
H
i QkiDQkiηi

]
+O(N−1/2) (173)

where (a) and (b) follows from (110) and (115), respectively. As seen, the replacement of q̃kii

with t̃kii allows to express s̆k,1 as a classical quadratic form - up to a vanishing term O(N−1/2).

By taking the expectation with respect to ηi, we obtain:

E
[
η
H
i QkiDQkiηi

]
= E

[
1

N
TrDQkiDQki

]
+ E

[
aH
i QkiDQkiai

]
. (174)

To proceed further, we rewrite the two terms above as a function of Qk (rather than of Qki).

By applying twice Lemma 3.1 in [13], the first term is such that:∣∣∣∣
1

N
TrDQkiDQki −

1

N
TrDQkDQk

∣∣∣∣ ≤
2‖D‖2
Nλ2

. (175)

The second term in (174) is a quadratic form (not a normalized trace) and thus it cannot be

treated in the same way. We need to develop E
[
aH
i QkDQkai

]
. By using (109) we obtain:

E
[
aH
i QkDQkai

]
= E

[
aH
i QkiDQkiai

]
+ λ2E

[(
q̃kii
)2

η
H
i QkiDQkiηi|ηH

i Qkiai|2
]

− λE
[
q̃kiia

H
i Qkiηiη

H
i QkiDQkiai

]
− λE

[
q̃kiia

H
i QkiDQkiηiη

H
i Qkiai

]
(176)

By using (115) and taking the expectation with respect to ηi, we obtain:

E
[
aH
i QkDQkai

]
= E

[
aH
i QkiDQkiai

]
− 2λt̃kiiE

[
aH
i Qkiaia

H
i QkiDQkiai

]

+ λ2
(
t̃kii
)2

E

[(
aH
i Qkiai

)2
aH
i QkiDQkiai

]

+ λ2
(
t̃kii
)2

E

[(
aH
i Qkiai

)2
d̃i

1

N
TrDQkiDQki

]
+O(N−1/2) (177)
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from which, by using (111), we have

E
[
aH
i QkDQkai

]
= E

[
aH
i QkiDQkiai

] (
1− λt̃kiia

H
i T kiai

)2

+ λ2
(
t̃kii
)2 (

aH
i T kiai

)2
d̃iE

[
1

N
TrDQkiDQki

]
+O(N−1/2). (178)

From the results in (112) and (113), the above expression can be equivalently rewritten as a

function of Tk as follows:

E
[
aH
i QkDQkai

]
= E

[
aH
i QkiDQkiai

]
λ2
(
t̃kii
)2 (

1 + d̃iδk

)2

+

(
aH
i Tkai

1 + d̃iδk

)2

d̃iE

[
1

N
TrDQDQ

]
+O(N−1/2) (179)

By plugging the above results into (174) yields

s̆k,1 =
1

N

K∑

i=1

pi(
1 + d̃iδk

)2E
[
aH
i QkDQkai

]

+ E

[
1

N
TrDQkDQk

](
1

N

K∑

i=1

piλ
2
(
t̃kii
)2 − 1

N

K∑

i=1

pid̃i(a
H
i Tkai)

2

(1 + d̃iδk)4

)
+O

(
N− 1

2

)
(180)

which turns out to be only a function of E
[
1
N
TrDQDQ

]
and E

[
aH
i QkDQkai

]
. Theorem 1 is

now used to get deterministic equivalents for both terms. Setting C = D yields:

E

[
1

N
TrDQDQ

]
=
ϑ

∆
+O(N− 1

2 ) (181)

and

E
[
aH
i QkDQkai

]
=

1− F

∆
aH
k TkDTkak +

ϑ

∆

K∑

ℓ=1,ℓ 6=k

d̃ℓ
aH
k Tkaℓa

H
ℓ Tkak

(1 + d̃ℓδk)2
. (182)

where F and ϑ are expressed in terms of T instead of Tk thanks to one-rank perturbation

arguments. Plugging the above results into (180) yields

max
k

∣∣∣∣s̆k,1 − s̃k,11 −
ϑ

∆
s̃k,12

∣∣∣∣
a.s.−→ 0 (183)

with

s̃k,11 =
1− F

∆N

K∑

i=1

pi

(1 + d̃iδk)2
aH
i TkDTkai (184)

and

s̃k,12 =
1

N

K∑

i=1

pi

(1 + d̃iδk)2

(
K∑

ℓ=1,ℓ6=k,i

d̃ℓ
aH
i Tkaℓa

H
ℓ Tkai

(1 + d̃ℓδk)2

)
+

1

N

K∑

i=1

piλ
2
(
t̃kii
)2
. (185)
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Using the same steps as those employed in the proof of Lemma 5.3 in [13], we can prove that

s̃k,12 = λ2

N
TrPkD̃kT̃

2
k. By using rank-one perturbation arguments, we may replace in s̃k,11 and

s̃k,12, Tk with T, T̃k with T̃ and δ̃k with δ to obtain:

max
k

∣∣∣∣s̆k,1 − s̃11 −
ϑ

∆

λ2

N
TrPD̃T̃2

∣∣∣∣
a.s.−→ 0 (186)

with

s̃k,11 =
1− F

∆N

K∑

i=1

pi

(1 + d̃iδ)2
aH
i TDTai +O(N−1). (187)

By using the identity (188) resulting from the well known matrix identity (I + UV)−1U =

U(I+VU)−1 [13],

TA(IK + δD̃)−1 = (IN + δ̃D)−1AT̃ (188)

we ultimately get maxk
∣∣s̆k,1 − s̄k,1/(λ

2t̃2kk)
∣∣ a.s.−→ 0 with s̄k,1 given by (39).

A.1.2) Deterministic equivalent for s̆k,2: We start observing that Σ[k]P[k]Σ
H
[k] =

∑
i 6=k piηiη

H
i

from which using (110) yields:

s̆k,2 = E
[
aH
k QkΣ[k]P[k]Σ

H
[k]Qkak

]
=
∑

i 6=k

piE
[
λ2(q̃kii)

2
η
H
i Qkiaka

H
k Qkiηi

]
. (189)

Due to the absence of the normalization factor 1/N , we cannot directly replace q̃kii by t̃kii.

Therefore, we proceed as follows. Rewrite s̆k,2 in (189) as:

s̆k,2 =
∑

i 6=k

piλ
2
(
t̃kii
)2

E
[
η
H
i Qkiaka

H
k Qkiηi

]
+ ε (190)

where:

ε =
∑

i 6=k

piλ
2
E

[((
q̃kii
)2 −

(
t̃kii
)2) |aH

k Qkiηi|2
]
. (191)

Since max(q̃kii, t̃
k
ii) ≤ λ−1, we have:

|ǫ| ≤
∑

i 6=k

piλ

2
E
[∣∣q̃kii − t̃kii

∣∣ηH
i Qkiaka

H
k Qkiηi

]
= |ε1|+ |ε2| . (192)

with

ε1 =
∑

i 6=k

piλ

2
E
[∣∣q̃kii − t̃kii

∣∣yH
i Qkiaka

H
k Qkiηi

]
(193)

ε2 =
∑

i 6=k

piλ

2
E
[∣∣q̃kii − t̃kii

∣∣ aH
i Qkiaka

H
k Qkiηi

]
. (194)
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To control |ǫ1|, we make use of the Jensen and Cauchy-Schwartz inequalities such that:

|ε1| ≤
√√√√
∑

i 6=k

p2iλ
2

4
E

[
|yH

i Qkiak|2
∣∣q̃kii − t̃kii

∣∣2
]√∑

i 6=k

E

[
|aH

k Qkiηi|2
]
= O(N−1/2). (195)

One can easily convince himself that the same arguments used for ε1 allow to replace aH
i Qkiak

by aH
i T kiak in ε2 with an inducing error of order O(N− 1

2 ). This is because the difference

aH
i Qkiak − aH

i T kiak would behave like yH
i Qkiak. We thus obtain the following inequality

|ε2| =
∑

i 6=k

piλ

2
E
[∣∣q̃kii − t̃kii

∣∣ aH

iT kiaka
H

kQkηi

(
1 + η

H
i Qkiηi

)]
+O(N−1/2) (196)

=
λ

2
E


aH

k QkΣkdiag

{∣∣q̃kii − t̃kii
∣∣

1 + d̃iδk
(1 + η

H
i Qkiηi)

}

i 6=k

AH
k Tkak


+O(N−1/2) (197)

≤ λ

2
E


‖ak‖‖QkΣk‖

√∑

ℓ≤k

∣∣q̃kii − t̃kii
∣∣2 |aH

ℓ Tkak|2 (1 + η
H
i Qkiηi)

2


+O(N−1/2). (198)

Noting that ‖QkΣk‖ is bounded yields ǫ2 = O(N−1/2). All this proves that:

s̆k,2 =
∑

i 6=k

λ2
(
t̃kii
)2
piE

[
|aH

k Qkiηi|2
]
+O(N−1/2). (199)

Taking the expectation with respect to ηi produces s̆k,2 = s̆k,2,1 + s̆k,2,2 +O(N−1/2) with

s̆k,2,1 =
1

N

K∑

i=1,i 6=k

λ2
(
t̃kii
)2
pid̃iE

[
aH
k QkiDQkiak

]
(200)

s̆k,2,2 =
K∑

i=1,i 6=k

λ2
(
t̃kii
)2
piE

[
|aH

k Qkiai|2
]
. (201)

Similarly to s̆k,1, we rewrite s̆k,2 as function of Qk rather than of Qki. To this end, let

˘̆sk,2,1 =
1

N

K∑

i=1,i 6=k

λ2
(
t̃kii
)2
pid̃iE

[
aH
k QkDQkak

]
(202)

and observe that (details are omitted for space limitations)

s̆k,2,1 = ˘̆sk,2,1 +O(N−1). (203)

As for s̆k,2,2, we proceed studying ˘̆sk,2,2 defined as:

˘̆sk,2,2 =
K∑

i=1,i 6=k

λ2
(
t̃kii
)2
piαiE

[
|aH

k Qkai|2
]

(204)
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where {αi}Ki=1 is some deterministic bounded sequence. Using (109), we may write:

˘̆sk,2,2 =
∑

i 6=k

λ2αi

(
t̃kii
)2
piE

[
|aH

k Qkiai|2
]

−
∑

i 6=k

λ2
(
t̃kii
)2
piαiE

[
λq̃kiia

H
k Qkiηiη

H
i Qkiaia

H
i Qkiak

]

−
∑

i 6=k

λ2
(
t̃kii
)2
piαiE

[
λq̃kiia

H
k Qkiaia

H
i Qkiηiη

H
i Qkiak

]

+
∑

i 6=k

λ2
(
t̃kii
)2
piαiE

[
λ2
(
q̃kii
)2 |aH

k Qkiηi|2|ηH
i Qkiai|2

]
. (205)

As before, the quantities aH
k Qkiηiη

H
i Qkiak and aH

k Qkiaiη
H
i Qkiak ensure the boundedness of

the sum, while the terms q̃kii and η
H
i Qkiai can be replaced by their deterministic equivalents

with an error of order O(N−1/2). Therefore, we obtain:

˘̆sk,2,2 =
∑

i 6=k

λ2
(
t̃kii
)2
piαiE

[
aH
k Qkiaia

H
i Qkiak

]

−
∑

i 6=k

λ3
(
t̃kii
)3
piαiE

[
aH
k Qkiηia

H
i T kiaia

H
i Qkiak

]

−
∑

i 6=k

λ3
(
t̃kii
)3
piαiE

[
aH
k Qkiaia

H
i T kiaiη

H
i Qkiak

]

+
∑

i 6=k

λ4
(
t̃kii
)4
piαiE

[
|aH

k Qkiηi|2
(
aH
i T kiai

)2]
+O(N−1/2) (206)

from which, taking the expectation with respect ηi, we finally obtain:

˘̆sk,2,2 =
∑

i 6=k

piαiλ
4
(
t̃kii
)4

E
[
aH
k Qkiaia

H
i Qkiak

] (
1 + d̃iδk

)2

+
1

N

K∑

i=1

piαid̃iλ
2
(
t̃kii
)2
(
aH
i Tkai

)2

(1 + d̃iδk)2
E
[
aH
k QkiDQkiak

]
+O(N−1/2). (207)

Taking αi =
1

λ2(t̃kii)
2
(1+d̃iδk)2

leads to

s̆k,2,2 =
∑

i 6=k

pi

(1 + d̃iδk)2
E
[
aH
k Qkaia

H
i Qkak

]

− 1

N

K∑

i=1

pid̃i

(
aH
i Tkai

)2

(1 + d̃iδk)4
E
[
aH
k QkiDQkiak

]
+O(N−1/2). (208)
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As done before, the factor 1/N allows to replace Qki by Qk – up to an error of O(N−1).

Plugging (208) and (203) into (201), we ultimately obtain

s̆k,2 = E

[
aH
k QkAkPk

(
IK−1 + δkD̃k

)−2

AH
k Qkak

]

− 1

N

K∑

i=1,i 6=k

(
pid̃i

(
aH
i Tkai

)2

(1 + d̃iδk)4
− λ2

(
t̃kii
)2
d̃ipi

)
E
[
aH
k QkDQkak

]
+O(N−1/2). (209)

By applying Theorem 1 with

C = AkPk

(
IK−1 + δkD̃k

)−2

AH
k (210)

we obtain

max
k

∣∣∣∣∣s̆k,2 − aH
k TkCTkak −

∑

ℓ 6=k

d̃ℓ
∣∣aH

ℓ Tkak

∣∣2

(1 + d̃ℓδk)2

(
ϑ(C)(1− F )

∆
+
ϑ

∆
s̆◦k,2

)

−aH
k TkDTkak

(
λ2ϑ(C)ϑ̃

∆
+

1− F

∆
s̆◦k,2

)∣∣∣∣∣
a.s.−→ 0. (211)

with

s̆◦k,2 = F (C)− 1

N

K∑

i=1

pid̃i(a
H
i Tkai)

2

(1 + d̃iδk)4
+

1

N

K∑

i=1

λ2
(
t̃kii
)2
d̃ipi. (212)

Similar to s̆◦k,1, it can be proved that s̆◦k,2 =
λ2

N
TrPD̃T̃2+O(N−1). For the same arguments used

in (113), we have:

aH
k Tkaℓ =

aH
k Taℓ

λt̃kk(1 + δd̃l)
+O(N−1). (213)

Using the above result along with the identity (188), we obtain maxk |s̆k,2 − s̃k,2| a.s.−→ 0 with

s̃k,2 given by (40). This completes the proof for sk.

A.2) Deterministic equivalent for ψ

To begin with, we apply Lemma 2 in Appendix C to ψ = 1
K
TrPΣHQ2Σ. In doing so, we

obtain:

ψ − 1

K

K∑

k=1

pkE
[
η
H
k Q

2
ηk

] a.s.−→ 0. (214)
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Then, observe that (using the same calculus for sk):

1

K

K∑

k=1

pkE
[
η
H
k Q

2
ηk

]
(215)

=
1

K

K∑

ℓ=1

pℓλ
2
(
t̃ℓℓ
)2

η
H
ℓ Q

2
ℓηk +O(N− 1

2 ) (216)

=
1

K

K∑

ℓ=1

pℓλ
2t̃2ℓℓ

[
d̃ℓ

1

N
TrEDQ2 + EaH

ℓ Q
2
ℓaℓ

]
+O(N− 1

2 ) (217)

=
1

K

K∑

ℓ=1


pℓλ2t̃2ℓℓd̃ℓ − pℓd̃ℓ

(
aH
ℓ Taℓ

)2
(
1 + d̃ℓδ

)4


E

[
1

N
TrDQ2

]

+
1

K

K∑

ℓ=1

pℓ

(1 + d̃ℓδ)2
E
[
aH
ℓ Q

2aℓ

]
+O(N− 1

2 ). (218)

Using similar arguments as those adopted above for sk (omitted due to space limitations), we

get:

1

K

K∑

k=1

pkE
[
η
H
k Q

2
ηk

]
=

(
ϑI

1− F

∆
+
ϑFI

∆

)
λ2

K
TrPD̃T̃2 +

1

K

K∑

ℓ=1

pℓ

(1 + d̃ℓδ)2
aH
ℓ T

2aℓ

+
1

K

K∑

ℓ=1

pℓa
H
ℓ TDTaℓ

(1 + d̃ℓδ)2

[
FI(1− F )

∆
+
λ2ϑ̃ϑI

∆

]
+O(N− 1

2 ). (219)

By using (188), the expression in (42) is obtained.

APPENDIX C

SOME ADDITIONAL USEFUL RESULTS

Lemma 1 (Trace Lemma). Let z ∈ C
N be a complex Gaussian vector with mean

√
Nµ and

covariance matrix IN . Let M be a complex matrix independent of z. Then, there exists a constant

Kp such that:

Ez

∣∣∣∣
1

N
zHMz− 1

N
TrM− µ

HMµ

∣∣∣∣
p

≤ Kp

Np

((
TrMMH

) p
2 +N

p
2

∣∣µHM2
µ

∣∣ p2
)
. (220)

Lemma 2. If B ∈ C
N×N is a sequence of deterministic matrices with uniformly bounded spectral

norm, then

E

∣∣∣∣
1

K
TrBQkΣkΣ

H
k Qk − E[

1

K
TrBQkΣkΣ

H
k Qk]

∣∣∣∣
4

= O(N−4). (221)
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If u is a sequence of deterministic vectors with bounded norm, then:

E
∣∣uHQkΣkΣ

H
k Qku− E[uQkΣkΣ

H
k Qku]

∣∣6 = O(N−3). (222)

Proof. The proof follows from the Nash-Poincaré inequality. Calculations are similar to the ones

performed to prove Lemma 5 in [31]. Details are thus omitted.
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