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I. INTRODUCTION

Wireless communications play a central role in our modern
connected lives; at the same time, they constitute a very broad
and deep area of research. The elements that make wireless
communications possible are a transmitter, which is able to
place information on electromagnetic waves; a medium able
to transport these waves; and, finally, a receiver which extracts
the information from the—usually very small-amount of energy
it is able to collect from the medium.

As there are a myriad of communications taking place
simultaneously, a communications receiver has the additional
task of isolating the desired signal from others. Hence, a
receiver is a device that 1) is able to reject the unwanted signals
as much as possible, 2) amplifies the received signal until it is
suitable for further processing, and 3) reconstructs the original
information that was sent by the transmitter as faithfully as
possible. In a nutshell, a receiver provides selectivity, gain,
and demodulation capabilities.

Deciding whether a small received signal represents a digital
one or a digital zero is not a trivial task. To illustrate how this
works in a real-life context, consider the task of finding out if
a fluorescent tube light, which is hanging from the ceiling,
is deviated to the right or to the left of the exact center
of a long table (Fig. 1). Of course, if the deviation is big
enough, this is easy but how can this be done for very slight
deviations? One way to proceed is to use a plumb bob with the
tip hanging near the table surface and optical magnification to
decide whether the tip of the bob lies to the right or to the left
of the table’s center line. Strong (and expensive) magnification
will be needed if the light’s deviation is extremely small.

An alternative is to use a rod with two sharp tips and build
an inverted pendulum, letting the rod rotate around its bottom
tip. Place the bottom tip on the center line, place the upper tip
at the fluorescent tube and let the system evolve! If you take
a photograph of the rod at some fixed instant after it has been
released, its inclination (for small values) will be proportional
to its initial inclination. Furthermore, if you just wanted to
know if the starting inclination was positive or negative, just
let the rod hit the table—you will not have to wait long!
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Fig. 1.
displaced to the left or to the right of the exact center of a table can be done
in two ways: by optical magnification or exploiting instability.

The task of determinig wether a fluorescent tube light is slightly

Classical receivers may be seen as following the optical
magnification method: a chain of amplifiers is eventually able
to provide the 120 dB of gain required to bring the input pV-
level signals up to V levels. However, several gain stages (at
different frequencies) are required for this, with their inherent
component cost, reliability, size, and power consumption. Con-
versely, superregenerative (SR) receivers exploit instability, as
in the previous example. Just by letting time pass, an initially
small signal can be arbitrarily amplified with just one active
stage.

SR receivers were introduced a century ago [1], and were
widely used during World War II in pulse transponders for
radar identification of ships and aircraft. Despite having a
structurally simple architecture and the basis being covered in
depth several decades ago [2], the matter is subtle and complex
enough that it has never been understood by more than a
handful of people at a given time [3]. This paper tries to shed
some light on the principles of SR receivers, concentrating on
the qualitative aspects. In what follows we have tried our best
to present the most significant pieces of information, providing
a framework into which more advanced details can be fitted.
The reader is encouraged to first get an overall view of the
subject by skipping those elements that may initially seem too
obscure. The very interested reader can find further support
material in the references.

The previous rod example had real poles, with a dominant
first-order response given by a single real unstable pole. A pair
of complex conjugate unstable poles is required to achieve the
bandpass characteristics of standard communication receivers.
In what follows, we will start by concentrating on some
results for first-order systems, which can be seen as a low-
pass equivalent of the second-order bandpass case.
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Fig. 2. This first-order system becomes unstable when —R; < R; < 0.

vi(t) _)?}—’ p(t) éb. volt)
5(t) 1 A2
6_2717"0 % t

Fig. 3. Equivalent block diagram of a first-order unstable system for slowly
varying inputs. The input signal is sampled, shaped by p(t) and amplified by
a factor K.

II. FIRST-ORDER INSTABILITY

Even if it were not the first result in chronological terms,
the analysis of an unstable first-order response is interesting
because it provides some light for further discussion of the SR
principle. We will use this to present some key ideas that will
be extended later.

A circuit that displays a behavior similar to the rod example
is given in Fig. 2 provided that the overall resistance R =
Ry||R; (or the conductance G = 1/R) is negative, i.e., if
—R; < R1 < 0. When the switch is opened, the response of
the circuit to a sinusoidal input v;(t) = V cos(wt + a) (which
includes the particular case w = 0 and a = 0, i.e., pure dc) is
the sum of a natural and a forced term, i.e.,

Uo(t) = Un(t) + ’Uf(t)a (1)
given by [4]

(t) = VI H(w)| cos(a + o) exp (t) o) @

vp(t) = VIH (w)| cos(wt + a + p)u(t), 3)

with 7 = —RC' (which is a positive value). As t increases,
the natural response soon becomes the dominant term of the
response. If the system is left in the unstable state until ¢ =
tp, the output signal is an exponentially growing pulse that
represents the input signal v;(¢) at ¢ = 0 (after being filtered
by H(w)), amplified by a factor

K=o (%), @

which is responsible for the huge signal gain. The frequency
response term |H(w)| (and ¢ = arg H(w) ) is given by a
first-order function with a right half plane pole at s = 1/7
[4].

From a signal processing point of view, if we ignore the
forced response and consider slowly varying inputs (w < 1/7)
the system is equivalent to the diagram in Fig. 3, where the
block labeled p(t) describes a linear, time-invariant system
with impulse response p(t).

If the switch is closed at ¢t = ?; and reopened at a new
sampling instant ¢t = T the preceding analysis is valid with

(7 (t)
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W
T, ..

Fig. 4. Waveforms v;
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) and v,(t). Each input sample produces an expo-

the new time origin. Hence, if the switch is opened and closed
periodically, the response will be a succession of exponentially
growing pulses whose peak amplitude is proportional to the
input signal sampled at the instants when the switch is opened,
as shown in Fig. 4.

A. Applications

This principle, with the negative resistance implemented
by a humble TLO81 Operational Amplifier, which has a GB
of 4 MHz, has been used to build baseband amplifiers in
the kHz range. With the same active element, a 455 kHz
downconverting mixer with 46 dB conversion gain has been
built [4]. The same principle has been recently used to build
an electrocardiogram amplifier [5] and UWB detectors [6], [8]
in the GHz range. On the other hand, the well-known flip-flop
(FF) circuit is based on the same principle, but its output is
usually observed in one of its saturated states. FFs are designed
to quickly resolve into a logical zero or one, with metastability
being the only significant analog issue.

B. Gain, Bandwidth, and Power Consumption

The resulting gain depends on the time allowed for the
response to grow, t,, which is limited by the maximum period
to comply with Nyquist’s sampling criterion. Given the signal
bandwidth B, the sampling frequency kB, and considering
that ¢, is a fraction § of the sampling period, we get the result
(4]

G(dB)B =~ 8.76/(kT) (5)

Note that, in contrast to standard amplifier stages, it is not
the gain-bandwidth product GB that is almost constant for
a given amplifier, but G(dB)B. Hence, the GB product of
a SR amplifying stage can exceed the GB product of the
active element. The ability to achieve high gain is especially
attractive at higher frequencies, where devices have limited
gain. To achieve a specified gain, a cascade of NV stages is
often required, requiring N times more power consumption
and cost. In contrast, a single SR gain stage can provide the
same overall gain.

The gain in dB is linearly proportional to the time spent
in the unstable state. A single active element can replace a
chain of low-gain stages.
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Fig. 5. Variable conductance, sensitivity function, and generated pulses in
the step-controlled (top) and the slope-controlled (bottom) states.

C. Gradual Conductance Variation

In this first example, we have seen that the conductance
changes abruptly from infinity to a negative value due to the
switch. A natural question is what happens when there is a
gradual change between finite values. This has been addressed
in [6], [8] in the UWB context for input pulses given by
v;(t) = Vp;(t). The output in this case is a different pulse,

Vo(t) = VK K,p(t), (6)

where we have two gain terms K, and K, and a normalized
pulse shape p(t). The regenerative gain K. is given by [8]

ty
K, = ch /ta pi(7)s(T)dr, 7
where the sensitivity function
1t
s(t) = exp < G(T)dT) (8)
CJo

has a determining role in the response. For instance the SR
gain is K; = 1/s(tp) and it can be shown that p(t) =
s(tp)/s(t). Furthermore, s(t) has its maximum at ¢ = 0, the
instant where the conductance crosses zero. This means that
the system is only sensitive to the input during a window
around ¢t = 0 (Fig. 5).

When the conductance changes abruptly between infinity
and —G_, as happened with the switch in Fig. 2, the sensitivity
function is a right-handed exponential. When the conductance
changes abruptly between G, and —G_, which is called
the step-controlled state in the literature [2], we get two
exponential arms (Fig. 5, top), which are symmetric when
G4+ = G_ . When the conductance changes linearly between
G4 and —G_, which is known as the slope-controlled state,
we get a Gaussian sensitivity function. In the usual case when
G(t) has even symmetry around ¢,/2 the pulses generated by
the SR system exhibit a similar shape, given by p(t) = s(tp—t)
(Fig. 5).

Also note that these results are obtained for baseband input
pulses, meaning that there is no sinusoidal variation in the
input. A sinusoidal variation could be included in p;(¢) and
we would get the same results as in the first part of this section,
with a frequency-dependent term H(w) arising from K. that
could be brought out explicitly to account for the frequency

>| Detector —
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Fig. 6. Block diagram of an SR receiver.

response of the overall system, as has been done in (2) and
will be done later.

Summarizing, the main conclusions thus fare are:

o The relative output amplitudes for different input pulses
are only determined by K,, which is the correlation
between the input pulse and s(t) evaluated during the
observation frame given by ¢ = 0. The sensitivity function
makes the system sensitive to the input only at certain
instants or, more precisely, time windows, during what is
often called the sensitivity period. Hence, one often talks
about the sampling action of SR systems. Signals outside
of this windows have little effect on the response.

 The shape of G(t) has a strong influence on the sensitivity
function, which, in turn, determines which portions of the
signal are observed.

e Gain is mostly achieved through instability, by the SR
gain factor K.

III. THE SUPERREGENERATIVE OSCILLATOR:
SECOND-ORDER INSTABILITY

A conventional SR receiver is a periodically unstable
second-order system. The basics of its operation have been
covered by Armstrong in 1922 [1] and, some decades later,
in more comprehensive form, in Whitehead’s book in 1950
[2]. In these and most other references, results are presented
for particular circuits, in a way similar to what has been done
in Section II. A more abstract and general viewpoint, suitable
for several oscillator topologies and providing a framework
for advanced applications, can be found in [10], which will
be used in the following discussion. Note that the first-order
case can also be seen in this way.

A SR receiver can be shown to be equivalent to the block
diagram given in Fig. 6. The core of the receiver is the
superregenerative oscillator (SRO), where the gain in the
feedback loop, k,(t), is controlled by a signal (called a quench
signal) so that when the instantaneous damping factor of the
closed loop, ((t), is negative (or positive), the output is an
exponentially growing (or decaying) sinusoid. The constant
quench signal that makes the closed loop marginally stable
(Barkhausen criterion) is the one that makes ( = 0. The low-
noise amplifier (LNA) is transparent from the signal processing
point of view and serves the usual low-noise objective in
a communications receiver and avoids oscillator reradiation.
The detector block may be different depending on the targeted
modulations and will be discussed later. This block diagram
could also represent the first-order case, replacing the filter
with a first-order low-pass one.
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TABLE I
STEP-CONTROLLED AND SLOPE-CONTROLLED STATES

Step-Controlled Slope-Controlled

ift<0 ¢(t) is irrelevant.
¢t) = {C-Z_ ift >0 Only 8 = —((0) matters.
_ Jexp(wogst), t<0 ) = —woBt?
s(t) = {exp Comet), €50 s(t) = exp ( 2 )

The SRO is described by a differential equation which, for
usual conditions, may be approximated as

i(t) + 20 (Hlwoto(t) + wivo(t) = Ko2Gowoti(t), ()
with ((t) given by
¢(t) = Co(1 — Koka(t)).

For a parallel resonant circuit, ¢ is proportional to the con-
ductance, i.e., ((t) = G(t)/(2Cwp) [10]. So, the qualitative
description in Fig. 5 is valid, changing ¢(t) by G(t). Under
reasonable assumptions, the response of this system to an input
pulse applied in the interval ¢, <t < t;, given by

v;(t) = Vp;(t) cos(wt + ),

(10)

Y
is [10]
vo(t) = VK|H (w)|p(t) cos(wot + ¢ + LH(w)),  (12)

which is similar to (6), with K = KgK, K. The constant
K is the so-called feedforward gain and deserves no further
comments. The term K,.|H (w)| (showing explicit dependence
with w) is an extension of (7) to the bandpass case, with the
sensitivity curve s(¢) now given by

s(t) = exp (wo Ot g(T)dT) .

The normalized frequency response term H (w) is now band-
pass, centered at wy, and will be discussed later.

13)

The manner in which the system evolves from the stable to
the unstable state determines the sensitivity function, which,
in turn, determines almost all the significant parameters of
the SRO.

In the second-order case, s(t) also has a determining role
on several parameters of the SRO. Table I shows s(t) corre-
sponding to the step-controlled and slope-controlled states. As
was qualitatively shown in Fig. 5, in the step-controlled state
s(t) has exponential arms and in the slope-controlled state s(t)
becomes a Gaussian. A particular case of the slope-controlled
state is the sawtooth waveform, which has a constant-slope
damping factor ((t) = —pt.

As a final remark, note that the results in (12) are based on
assumptions which hold in most applications. More precise
expressions, suitable for very high quench rates, have been
derived in [9] and [11].

A. Amplitude Detection

For many decades, the most usual way to operate an SR
receiver was to perform envelope detection of the RF pulses
followed by a low-pass filter (Fig. 7). This is still done in
the cheapest remote-control devices. This technique allows
the detection of amplitude modulated signals, either analog
or digital.

1) Advantages: Overall simplicity. No synchronization is
needed at the receiver level: this is done later, during the signal
processing chain.

2) Disadvantages: Reception bandwidth is much bigger
than signal bandwidth. Typically, 5 to 10 pulses are needed
per received bit, which means that the receiver’s bandwidth is
5 to 10 times higher than with synchronous detection, which
will be discussed later.

B. Frequency Detection

The classical way to detect frequency modulations was
to perform an FM to AM conversion thanks to significant
variations of | H (w)| for the range of instantaneous frequencies
to be detected [12]. The higher the index of modulation,
the greater the amplitude differences that are obtained. A
technique that has been used to detect FM-UWB is based on
two SROs, each tuned to one of the frequencies to be detected
[13], and choose which one gives greatest amplitude. This is
only feasible if both frequencies are sufficiently separated, as
in an UWB context. If they are close, the interaction between
oscillators makes this approach unfeasible. As an alternative,
a single SRO can be quenched at twice the frequency, tuned
to fi; during the even quench periods and to f, in the odd
ones [14]. The output giving higher amplitude tells the trans-
mitted frequency. However, this means doubling the quench
frequency and the equivalent noise bandwidth. An alternative
to detect narrowband FM will be presented in section VIIL.

C. Synchronous Amplitude Detection

If the quench signal can be synchronized with the signal to
be detected, a single quench cycle is enough to detect each
received bit. This approach was shown in [15], demonstrating
high-speed operation of the SR principle, and has been used
extensively afterwards [7], [16], [17]. With this approach, the
bandwidth penalty of typical SR receivers is reduced by the
oversampling factor of 5 to 10. There is, however, still a loss
because the input signal outside of the observation window
is lost [15], [18]. In fact, the transmitted power can usually
be reduced by 10 dB by pulsing the transmitter with a 10%
duty cycle with no effects on the receiver. Furthermore, if
the sensitivity function is Gaussian, the SR receiver can be a
matched filter for a transmitted signal consisting of amplitude-
modulated Gaussian pulses [18]-[20] whose width is typically
10% - 20% of the bit length.

With suitable quench techniques it is possible to shape ¢(t)
adequately, making s(¢) wider in the time domain. This means
that less energy is lost, or, from a frequency response point
of view, that the equivalent noise bandwidth is smaller. Some
ideas on this will be discussed in section IV.
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G(t)

The sensitivity function explained

The sensitivity function can be obtained analytically, but there is also an intuitive view. The linear, time-varying SR system
can be characterized by its impulse response h(t, 7). Let’s consider the first-order case with rectangular quench, i.e., the
step-controlled state. An impulse at ¢t = 0 gives an exponentially growing response (yellow trace). An impulse happening
later (violet traces) will give the same kind of response, but its effect at ¢, will be much less. An impulse before t = 0 will
be first exponentially attenuated until ¢ = 0 and its effect at ¢, will also be less than when it was placed at ¢t = 0.

The sensitivity function describes the relative contribution of each time instant to the overall response. So, s(t) is the
normalized response to an impulse placed at 7 = ¢ evaluated at ¢ = ¢,. Or, in terms of h(t, 7), s(t) = h(ts,t)/h(ts, 0).
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Fig. 7. Classic amplitude detection process: an envelope detector followed
by a low-pass filter (LPF).

An SRO with a Gaussian sensitivity function can be a
matched filter for Gaussian pulses.

D. Spectrum of the SRO Output Pulses

Even if the response (12) of the SRO has a cos(wgt) term, in
sinusoidal steady state, the response to a cos(w;t) input does
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Fig. 8. Normalized spectrum of v, (t) and F'(w) with w; = 1.0042wq. There
is no component at wg but the envelope of the spectral lines has its maximum
at wo.

not have the wy component.

To understand this, consider that the SRO in Fig. 6 is
a linear, stable system, driven by signals at w; and kw,
and, as such, only shows components due to these terms, at
frequencies wy, = w; T kw,. Although it is called an oscillator,
it does not generate its own signal (from noise) but simply
processes its input signals. The only significant feature that
happens at frequency wq is the maximum of the envelope of
the output spectrum. Figure 8 shows a typical spectrum, with
components C}, at frequencies wy, = w; + kw, following an
envelope whose maximum is at wg [21].

The SRO also processes noise, which can be modeled as
a continuous distribution of spectral lines with random phase,
with each differential input line producing a similar response,
giving a continuous (as corresponds to a random signal) bell-
shaped curve. In practice, we have a superposition of signal
plus noise and a spectrum analyzer shows images such as in
Fig. 9.

Some effects of the changes in the parameters of the quench
signal can be easily seen on a spectrum analyzer. For instance,
if the quench signal has insufficient positive area, the SRO
pulses are not quenched sufficiently before a new cycle starts
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Fig. 9. Measured spectrum of a 2.4 GHz SRO due only to noise (left) and
to a CW signal [22].

and each pulse has an effect on the next one. When the
remnants of the previous cycle are not negligible, the SRO is
said to operate with appreciable hangover. This is difficult to
assess in the time domain, but the superposition of attenuated
and delayed versions of the same information introduces a
ripple in the spectrum, a feature that is easily spotted on
the spectrum analyzer. When hangover increases further, each
new pulse is completely determined by the previous one. This
becomes visible with spectral lines appearing in the absence
of input and the SRO is said to be operating in coherent state.
In this case, the mean ( is negative.

IV. QUENCH TECHNIQUES

The instantaneous variation of the damping factor ((t) is
the most important parameter in SRO operation. Control of
¢(t) is typically achieved by varying the gain of an amplifier
acting on its bias circuit. This has an indirect effect on ((¢),
but high gain means instability, i.e., negative ¢ and low gain
positive ¢. The relation between control voltage and ((t) is
often non-linear. Also, given the exponential nature of the
expressions, in practice it is not easy to obtain the exact
behavior predicted by theoretical results. Tolerances and, most
important, temperature effects tend to destabilize the resulting
waveforms. For instance, to keep the SR operating in linear
mode some kind of feedback is necessary. But, keeping this
often overlooked facts in mind, it is still possible to adjust the
quench waveform to achieve certain desired properties.

Briefly [10], a) the slope of ( at the zero crossing determines
the receiver’s bandwidth, b) the negative area determines gain,
and c) the positive area provides attenuation of the previously
generated pulse. If the attenuation is not enough, there is
hangover, which means that the response of the current quench
cycle will contribute to the output in the next cycle. Moreover
the overall area has to be positive for global stability.

A simple-to-generate and frequently used quench signal is
a sinusoid with adjustable amplitude and offset. Adjusting
amplitude changes the slope of the zero crossing; hence it
influences the bandwidth. Higher amplitude means higher
bandwidth, but also higher gain (due to the increased negative
area). Adjusting the offset also changes slope and area and
has a consequence on bandwidth and gain. Hence, both
adjustments are not orthogonal.

Other waveforms such as sawtooth, exponential, and others
have been described and tested [2]. A sawtooth signal has the
desirable property of having constant (and relatively low) slope

—e— Sinusoidal
—a— Sawtooth
-10{ —— Exponential

—e— Rectangular
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-20 ;/
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Fig. 10. Frequency responses for different quench signal types. Conditions:
feedback filter Q=50, fy/fo = 1073, K, Ks = 60 dB and ¢(¢) = 0.002.

regardless of offset, which makes it attractive. What could be
interpreted as an optimum quench waveform, presented in [2]
and revisited in [23] (see the inset in Fig. 10), is a piecewise
linear shape with a slow zero crossing (to enhance selectivity),
a strong negative peak (to achieve high gain), and a strong
positive peak (to effectively quench the oscillator).

Figure 10 shows the simulated resulting frequency responses
for several quench waveforms: sinusoidal, sawtooth, exponen-
tial, rectangular, optimum piecewise linear, and the idealized
limiting case of the optimum piecewise linear with zero slope
during as high a fraction of the quench period as possible.
There are several considerations and details around this figure
that this paper will not delve into. Still, this figure is expected
to show the variety of responses that can be achieved. In any
case, to get meaningful results, several conditions have to be
specified: in the case of Fig. 10, the reception frequency was
1000 times the quench frequency, the gain KK was kept
constant at 60 dB and the mean damping (which determines
hangover) was kept at 0.002.

For a sawtooth quench signal, the frequency response (down
to ~ —K,. K, dB) is given by

2
H(w) = iexp —Lj — o)

wo 20)0,8 (14)

To get an insight on the trade-offs that occur when selecting
the quench signal, Fig. 11 shows the 3 dB bandwidth for
several quench shapes as a function of the quench frequency,
keeping the gain K, K, constant. In principle, lower quench
frequency means lower slope 3 (which means lower band-
width), but also higher negative area (which means higher
gain). Hence, to keep a constant gain, amplitude has to be
decreased, which again means lower bandwidth.

Furthermore, the operation limits in Fig. 11, where each
waveform is shown for limited ranges, are worth some com-
ments. On the one hand, the quench frequency can not exceed
an upper limit because of hangover, which increases at higher
quench frequencies. To keep hangover constant, higher losses
have to be introduced but this has a limit. In the scheme
of Fig. 6 very high losses means that the amplifier has to
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Fig. 11. 3 dB bandwidth (and equivalent @) for different quench signal types
at constant gain. Note that the range of available quench frequencies depends
on the quench shape. Conditions: feedback filter Q=50, K Ks = 60 dB and
¢(t) = 0.002.

be able to provide phase inversion. Hence, if we assume
that k,(t) > 0, there is a limit on the maximum ¢, which
sets a maximum limit on f,. On the other hand, the quench
frequency has a lower limit because gain becomes bigger with
lower quench frequencies. To compensate this, the quench
amplitude has to be greatly reduced, which is not easy to
control in practice. From another point of view, operating
at low quench amplitudes means that we almost have a
regenerative receiver, which is well-known to be not easy to
control. To include this kind of restriction, in Fig. 11 we have
imposed the limit K, > 10. As can be seen, these limits are
not the same for different quench waveforms.

For reasonably low quench frequencies the quench signal
can be generated digitally, allowing a significant amount of
flexibility. However, depending on the sampling frequency of
the DA converter, significant effects of quench discretization
have been reported [24].

V. SIMULATIONS

One of the reasons why the SR principle is not well
understood probably lies in the fact that it is not even easy
to simulate, a matter that has been covered in several places,
e.g., [25]-[27]. In fact, to get some intuitive insights into SROs
it may be faster to build an oscillator and start experimenting
on the effects that the quench signal has on its output.

Time-domain simulations with SPICE and its derivatives are
certainly possible. The computational cost (and the accuracy
of the results) can vary enormously, depending on whether a
simulation is performed with the extracted layout parasitics of
a CMOS design or with the plain second-order core. But in
any case, the widely different time scales of the quench signal
and the RF carrier make this an inefficient approach if many
quench cycles have to be simulated.

Frequency-domain approaches [21] assume a steady-state
solution as

N

Z 2|C| cos(wit + LCy),
=—N

Vo(t) = 15)

with frequencies wi = w; + kwy.
In the linear case, the solution can be computed in closed
form as [21]

(I-FD)c = Fa, (16)

where I is the identity matrix, c is the vector containing the
unknowns C}, in (15), F is a diagonal matrix whose elements
are the frequency response F'(s) of Fig. 6 evaluated at wy, a
represents the Fourier coefficients of the input signal v;(¢) of
frequency w;, and the Toeplitz matrix D contains the Fourier
coefficients of the periodic quench signal k,(t) of frequency
Wq.

The logarithmic case can be treated in a similar way [21],
but a nonlinear system of equations is obtained. In any case,
once the solution is found, the most significant operation
parameters, and even detailed envelope and instantaneous
phase trajectories, can be computed.

In practice, it has been found that the envelope analysis
tools available in commercial simulators such as [28] are able
to produce meaningful results at a reduced computational cost,
compared to time-domain simulations. Specific implementa-
tions of envelope-domain techniques [29], [30], taylored for
the SR case, have not yet been reported. Details of envelope-
domain techniques [29], [30] applied to the SR case have not
yet been reported. Alternatively, the frameworks described in
[11] or [18] already allow efficient modeling and simulation
of the SRO’s response.

VI. OSCILLATOR RERADIATION

As the SRO is generating RF pulses of appreciable ampli-
tude at or near the reception frequency, a SR receiver may be
a source of interference for nearby receivers. The role of the
LNA amplifier depicted in Fig. 6 is twofold. On the one hand,
it has to perform as a true low-noise amplifier. Provided that
its gain is high enough, the overall noise figure of the receiver
will be given by this stage. On the other hand, the LNA
should exhibit high reverse isolation. A cascode structure may
offer sufficient rejection, with levels at the antenna connector
of —80 dBm in the HF band, —75 dBm at 1 GHz, and
—63 dBm in the 2.4 GHz band being reported [15], [31],
[32]. Additionally, the LNA may be activated only during the
sensitivity period, which contributes to lowering the overall
consumption. Furthermore, it is possible to insert a directional
coupler in the path from LNA to SRO to provide increased
reverse isolation [33].

It is also possible to minimize the in-band radiation by
frequency-modulating the SRO pulse away from wq after
the sensitivity period but before the amplitude has grown
appreciably [34]. If this idea is implemented with a varactor-
based VCO, the envelope of the response also depends on the
variation of the capacitance: if the capacitance is decreased
(modulation towards higher frequencies) after the sensitivity
window, the envelope exhibits an even higher slope. Thus,
this idea can help in achieving higher gain —provided that the
active elements are able to sustain the oscillations at these
higher frequencies. In [34], it was possible to modulate the
SRO response more than 60 MHz away from the receiver’s
880 MHz pass band. It is also possible to frequency-modulate
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the SRO pulses down, perhaps with the objective of simplify-
ing further signal processing, at the expense of reduced gain.

VII. EXTERNAL QUENCH VS SELF-QUENCH

In many implementations the quench signal is generated by
a separate, external (to the SRO) quench generator. In this
way, all quench parameters are fixed by design. Above, in
section IV, we commented that it may be necessary to adjust
the receiver’s gain to keep it operating in the linear mode.
This is usually done by averaging the output pulse envelope
and building a feedback loop to control, for instance, the dc
value of the sawtooth signal used for quenching.

One could also quench the oscillations once the SRO pulse
envelope reaches a prescribed level. When operating in this
mode, longer time is needed to reach the threshold for low
input signal levels, resulting in a low quench frequency. In
contrast, the response to high input signal levels reaches
the threshold quickly, resulting in a high quench frequency.
Operating in this way, the SRO performs amplitude detection
by translating amplitude modulation into quench frequency
modulation.

This idea can be implemented with a separate quench
oscillator controlled by the SRO output, but clever circuits
have been described that achieve this operation with a few
components around the main SRO [2]. These are usually
called self-quenched SR receivers. Of course, in these highly
optimized implementations there are very few degrees of
freedom left and we can not expect to achieve the same
performance as with an external quench generator.

VIII. PHASE AND FREQUENCY DETECTION

As the SRO is a linear, albeit time-varying, circuit, it is clear
that the response to —z(t) is the negative of the response to
x(t) suggesting the ability to process BPSK modulations. But
a detailed look at (12) further shows that the input phase term
¢ is directly transferred to the output pulse! It is worth pointing
out that this transfer of phase information from the input to
the output happens irrespective of the type of quench signal.
This mechanism also explains the switched injection-locked
oscillator concept [35], which was originally thought to rely
on a quick switching action. It follows from (12) that this is
not a requirement and, from the discussion in section IV, it
may even be undesirable if high selectivity is sought.

The SRO generates pulses at wy with the phase that best
matches the input signal during the observation window.

From a qualitative point of view, one can see the SRO as a
device that is only able to produce a sinusoidal signal at wg and
produces the particular phase that best matches the observed
input signal during its sensitivity period. This property can be
exploited to directly build an active backscatter transponder
that produces a pulsed response that is phase-coherent with the
received signal [36]. In a communication context, the SRO can
be a useful front-end for detecting phase-modulated signals.

To our knowledge, this property of a SRO was never
exploited until [37], probably because of the lack of a simple

enough mechanism to extract phase information from the
output pulses. In [37] the authors built a transmission line
oscillator, where the transmission line supported two modes of
oscillation depending on a control signal. In the first mode of
oscillation, the generated signal has no DC component and is
an exponentially growing oscillation whose phase is coherent
with the phase of the received signal, as in a conventional SRO.
At a given instant, the circuit topology is switched to generate
the second oscillation mode, characterized by producing a
waveform consisting of the sum of a) a similar waveform
whose frequency is twice the frequency of the first mode and
b) an exponentially growing low frequency component whose
amplitude is proportional to the cosine of the signal phase
in the first topology at the moment of switching. Low-pass
filtering of the generated signals allows the retrieval of a DC
component whose sign is used to decide the received bit in a
BPSK modulation.

Instead on relying on two oscillation modes, in [38] a simple
and less cumbersome method was sought: the output phase
was directly sampled with a D-type flip-flop that received a
single clock pulse when the output amplitude was stabilized,
always at a fixed delay from the quench signal. In fact, this
can be seen as a double application of the SR principle:
a second-order SRO followed by a first-order regenerative
comparator (the flip-flop) [39]. This idea was further refined
in [40] where the SRO signal was sub-sampled with a D-type
flip-flop at a frequency lower (or even substantially lower)
than wy to get a shift-register filled with a set of 1-bit samples
that represents the SRO output phase. The complexity of the
required digital hardware is orders of magnitude simpler than
with conventional IQ receivers and allows building of complete
BPSK, QPSK, or 8PSK receivers [41] with very few resources,
without spoiling the main point of SR reception: simplicity.
The same net effect can be achieved by sampling several RC-
delayed versions of the SRO output [42]-[44].

The distinct instantaneous phase trajectories associated with
a frequency modulated signal can be sampled by a phase-
detecting SRO [31]. In this way the SRO can efficiently detect
Sunde’s FSK or MSK (which can be seen as a particular case
of FSK). These abilities pave the way for applications in sensor
networks where SR receivers may be able to play a significant
role.

An interesting feature of SROs intended for phase or
frequency detection is that they do not need to rely on the op-
eration in the linear mode, which is cumbersome to maintain,
as outlined in section IV. In these applications it is possible to
let the SRO operate in logarithmic mode, making its behavior
insensitive to temperature and parameter tolerances and with
the added benefit of higher output signal levels, typically
200 to 500 mV (higher values are achievable although rarely
necessary). The linear mode has lower consumption but its
relatively low output levels (10 to 40 mV) usually require some
amplifier stage further on in the processing chain, partially
offsetting this advantage.

IX. NOISE

From a block-diagram point of view, the equivalent additive
output noise source of the variable-gain amplifier, Ngro (the
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times k,(t) block), in Fig. 6 can be moved to the left of
the adder, so that the relevant noise sources are those of the
antenna Ny, the LNA, Ny na4, and Nggro. As usual, the latter
can be neglected if the LNA provides enough gain.

Being time-varying, an exact analysis of the noise generated
in the SRO is far from trivial and strongly dependent on its
topology. It has been shown, however, that sufficiently accurate
results can be obtained considering stationary noise sources
with the values obtained at the zero crossing of {(t) [45].

Regarding noise, the most relevant parameter, namely the
equivalent noise bandwidth, is, perhaps not surprisingly, de-
pendent on the sensitivity function s(¢) and given by [46]

f:ab s2(1)dr

B, = 5 [Hzl. (17)
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Considering this approximation, the equivalent noise band-
width is
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The results (19) fully agree with [2], although they are
obtained in a different way. Additional insights regarding noise
can be found in [18] and [47].

Turning now to other effects, the gain’s exponential depen-
dence with time suggests that the quench signal jitter may
have an impact on the amplitude of the output pulses. A
Gaussian variation of ¢; translates into a lognormal amplitude
distribution, which may be approximated again by a Gaussian
distribution if the jitter is small compared to the nominal
value of t; [4]. However, under normal conditions, which
include reasonable jitter specifications, this effect has been
found negligible in comparison with other noise sources [4],
[45].

For phase detection, if the quench signal is also used as the
symbol clock, which is the most straightforward implementa-
tion, its jitter directly translates into phase noise and has to
be considered, as in any digital receiver. In the self-mixing
approach of [48], the current pulse is multiplied by a symbol-
time-delayed version (via an analog delay) of the previous one.
When this is possible (high enough symbol rate), the effects of
quench jitter can be ignored because the SRO generates pulses
that are phase-coherent with the input regardless of the exact
quench position. In this case, degradation due to clock jitter
will eventually happen later in the signal processing chain, not
at the SR stage.

X. TRENDS AND APPLICATIONS
A. Oscillator Stabilization

The stability of the reception frequency is dependent on
the stability of the resonant circuit around which the transfer

function F'(s) is built. LC circuits typically exhibit very poor
stability, another reason why the SR receiver was almost aban-
doned. A time-shared PLL was described in [49] where the
generated oscillation is compared and eventually locked to a
crystal reference. As most recent implementations are actually
based on a VCO for frequency tuning, this approach is the
way to go for current implementations. SAW elements, which
exhibit inherent stability, have been reported in [S0] and a
low-power BAW-stabilized SR transceiver implementation was
reported in [51], with the BAW (and an additional inductor)
the only non-integrated elements.

B. Integrated Implementations

The first integrated implementation was reported in [52]
using a 0.8um BiCMOS process. Later, a complete CMOS
design in 0.35um was presented in [32]. Since then, several
designs have been reported in different technologies with even
higher frequencies, as in [53] where a 65 nm implementation
breaking the 100 GHz barrier was described. The simplicity
and sensitivity of the SR principle has also been used for
imaging applications, with an integrated SR implementation
built around a metamaterial-based resonator at 135 GHz being
presented in [54].

C. Current Applications

One of the fields where extremely low-power consumption
is of highest importance is the field of medical implant
communications. In this field, the SR principle has been used
in several implementations of receivers and transceivers as,
for instance, in [55]-[57]. The SR receiver has also been
used as an auxiliary wake-up receiver for body area networks
[58]. The idea is to use a low power consumption receiver
to detect the existence of a transmission and switch to the
main receiver for actual demodulation. In [59], this idea has
even been used in ultrasound communications in the kHz
range. The wireless sensor networks area may exploit the key
features of SR receivers, namely reduced cost, complexity, and
consumption, which are strong advantages that can outweigh
its disadvantages in terms of selectivity. In this context, the
SR receiver has recently been shown to be able to detect
MSK signals with the IEEE 802.15.4 format [60] thanks to the
combination of an SR receiver plus a simple synchronization
loop. Thus, SR-based sensor networks may soon be seen
on the market. In a related context, UWB applications have
already been mentioned above and bandpass implementations
have been described in [7], [9], [16], [61]-[63]. Applications
to direct-sequence spread spectrum SR reception have also
been reported [64]. In several of these publications, good
energy efficiencies (measured in nJ/bit) are reported [63], [65].
Research has also been done on SR optical receivers [66],
some even based on optomechanical oscillators [67].

XI. CONCLUSIONS

The superregenerative principle exploits a succession of
stable and unstable circuit states to achieve periodic sampling,
filtering, and amplification of an input signal, linearly trading
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time (in the form of sampling period) for logarithmic gain (in
dB). Thus, a single active element can achieve the same gain as
a chain of low-gain stages. The manner in which the system
evolves from the stable to the unstable state determines the
so-called sensitivity function, which, in turn, is responsible
for almost all the significant parameters of the SRO: gain,
bandwidth, output pulse shape, etc. An SRO with Gaussian
sensitivity function can be a matched filter for a transmitted
signal consisting of Gaussian pulses, meaning that there is no
inherent drawback in the (synchronous) SR receiver. When
compared to conventional signals, whether spread-spectrum,
UWRB, PSK or FSK, the SR receiver may still be a competitive
choice when taking cost, simplicity, and power consumption
into account, as is confirmed by renewed activity in the field.
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