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ABSTRACT
The numerical simulation of unsteady cavitation flows is sensitive to the selected models and asso-
ciated parameters. Consequently, three Reynolds Average Navier-Stokes (RANS) turbulence models
and the Zwart cavitationmodelwere selected to assess their performance for the simulation of cloud
cavitation on 2D hydrofoils. The experimental cavitation tests from a NACA65012 hydrofoil at differ-
ent hydrodynamic conditions were used as a reference to tune the modeling parameters and the
experimental tests from a NACA0015 were finally used to validate them. The effects of near wall grid
refinement, time step, iterations andmesh elements were also investigated. The results indicate that
the Shear Stress Transport (SST) model is sensitive to near wall grid resolution which should be fine
enough. Moreover, the cavitation morphology and dynamic behavior are sensitive to the selection
of the Zwart empirical vaporization, Fv , and condensation, Fc , coefficients. Therefore, a multiple lin-
ear regression approach with the single objective of predicting the shedding frequency was carried
out that permitted to find the range of coefficient values giving the most accurate results. In addi-
tion, it was observed that they provided a better prediction of the vapor volume fraction and of the
instantaneous pressure pulse generated by the main cloud cavity collapse.
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1. Introduction

Cavitation is a topic of concern in the design and oper-
ation of a wide variety of hydraulic machinery and sys-
tems due to its negative effects like erosion, noise, vibra-
tions and performance drop. Many research has been
focused on the numerical simulation of the steady prop-
erties of the cavitation forms appearing for example in
water jet nozzles (Chen, Hu, & Zhang, 2019), hydraulic
turbines (Ayli, Celebioglu, & Aradag, 2016) and valves
(Yuan, Song, & Liu, 2019). Broadly speaking, Compu-
tational Fluid Dynamic (CFD) models are becoming
an indispensable tool to generate precise flow predic-
tion and optimum design in many practical problems
as demonstrated by recent works in very diverse dis-
ciplines such as architectural fields (Mou, He, Zhao &
Chau, 2017), diesel engines (Akbarian, et al. 2018), heat
exchangers (Ramezanizadeh, Nazari, Ahmadi & Chau,
2019), nanofluids (Ghalandari, Koohshahi, Mohama-
dian, Shamshirband & Chau, 2019), and in combination
with machine learning methods (Mosavi, Shamshirband,
Salwana, Chau & Tah, 2019).

More specifically, cavitation flows are turbulent and
unsteady which make them complex fluid mechanics
problems. For example, one of the most aggressive forms
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of cavitation is the cloud cavitation that forms on hydro-
foils. This powerful and unstable type of cavitation gen-
erates strong vibrations on the hydrofoil that are prone
to excite the structure and to erode the solid surface.
Therefore, the unstable behavior of cavitation must be
predicted during the design stage to guarantee a safe
operation of many hydraulic machinery such as tur-
bines and pumps. For that, accurate numerical simula-
tions with CFD are needed which depend both on the
turbulence and the cavitation models being used.

Many works have addressed the significant influ-
ence of the turbulence model on the simulation of
cavitation flows. For example, Bensow (2011) simu-
lated unsteady cavitation on the Delft Twist11 foil with
Large Eddy Simulation (LES), Detached Eddy Simulation
(DES), and Reynolds-Averaged Navier-Stokes (RANS)
turbulence models. He showed that the RANS mod-
els failed to capture the unsteady behavior unless the
Reboud’s correction (Reboud, Stutz, & Coutier, 1998)
was used. This correction reduces the turbulent viscos-
ity in the mixture of water and vapor by taking into
account the compressibility effects. He also demonstrated
that LES and DES can predict details of the cavita-
tion dynamic behavior like the shedding frequency. Kim
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(2009) obtained a similar conclusion by simulating par-
tial cavitation on a NACA0015 hydrofoil. Similarly, Pen-
dar and Roohi (2016) and Roohi, Pendar and Rahimi
(2016) compared the RANS Shear Stress Transport (SST)
and the LES models for cavitating and supercavitating
flows, and they stated that LES provided the most accu-
rate solutions. Kinzel, Lindau, Peltier, Kunz and Sankaran
(2007) applied the DES and the RANS standard k-ε
models to simulate the flow around a ventilated body
and an ogive. They pointed out that DES can capture
a much broader spectrum of the turbulent scales and
the cavity dynamics, as well as predict better a range
of cavitating flows. Sedlar, Ji, Kratky, Rebok and Huz-
lik (2016) employed LES, DES and Scale-Adaptive Sim-
ulation (SAS) to simulate the unsteady cavitating flow
around a NACA2412 hydrofoil. They found that SAS and
DES can predict better the dominant frequency of the
cavity oscillation, which is overestimated by LES. Never-
theless, LES appeared to provide the best description of
the vortex structures.

In spite of the superiority that the scale-resolving
approaches (LES and DES) have demonstrated, it has
been stated that these approaches become impractical
in a fast-paced industrial context due to the signifi-
cant requirements in computational capacity. Therefore,
RANSmodels still remain themost widely used approach
in industrial CFD for hydraulic machinery and systems.
However, conclusive results regarding the influence of
different RANS models on the cavitation simulation is
quiet limited. For instance, Goncalvès (2011) used four
different RANS models to simulate the cavitating flow
in a Venturi test section. The numerical results showed
that the SST model provided the best agreement with the
experimental data.

Regarding the influence of the cavitation models,
there are various computational approaches to simu-
late cavitation flows with different levels of complexity.
The two-phase flow is often treated as a homogenous
phase mixture of vapor and water consisting of a single
fluid with varying density. Two strategies can be used to
compute the density field which are based on either an
equation of state (EOS) or on a volume fraction transport
equation.

For example, Goncalves (2011) used a barotropic
equation of state (EOS) that couples density directly with
pressure to close the system. However, this model can-
not take into accountmass exchange and thermal transfer
in the cavitation. Furthermore, it cannot capture all the
vorticity production that is a fundamental mechanism
at the cavity closure region (Gopalan and Katz, 2000;
Senocak and Shyy 2002). Mani, Cervone and Hickey
(2017) also demonstrated that this strategy is very sen-
sitive to the turbulent closure model. Similarly, several

authors have found that the morphology of the cavity is
highly affected by the value of the minimum speed of
sound (Pascarella, Salvatore & Ciucci, 2003; Gonçalves
& Patella, 2009; Hejranfar, Ezzatneshan & Fattah-Hesari,
2015).

The approach based on the transport equationmodels
(TEM) for the volume fraction including a cavita-
tion source term permits to calculate the mass trans-
fer between the vapor and water phases (Utturkar, Wu,
Wang & Shyy, 2005). Several TEMs have been proposed
which have been set as the default option in popular
CFD software. For instance, the Zwart model (Zwart,
Gerber, & Belamri, 2004) and the Kunz model (Kunz
et al., 2000) are the native cavitationmodels in CFX

R©
and

OPENFOAM
R©
, respectively. Meanwhile, Fluent

R©
has

adopted the Singhal cavitation model (Singhal, Athavale,
Li & Jiang, 2002). However, the main drawback of these
TEMs is that they are based on different source terms
along with empirical constants. Besides, some ill-posed
formulations have been detected in the works of several
authors. For example, Pendar and Roohi (2016), Roohi,
Pendar and Rahimi (2016), Senocak and Shyy (2002) and
Utturkar, Wu, Wang and Shyy (2005) define the Kunz
model mass transfer rate with inconsistent dimensions.
Morevoer, Senocak and Shyy (2002) and Utturkar, Wu,
Wang and Shyy (2005) also propose a different expression
for the condensation term of the Singhal model using the
product of water and vapor densities instead of the square
value of the water density. Therefore, attention should
be paid to carefully check the mathematical definitions
of the cavitation models implemented by the researchers
into their CFD codes in comparison with the original
models being used as reference.

The TEMs’ empirical constants are necessary to tune
the evaporation and condensation rates between the two
phases which are not symmetric. Actually, the values for
such empirical coefficients are in some way arbitrary and
generally based on the studies carried out by the model’s
authors. Consequently, the use of the assumed default
values could result in uncertain results for some cases.
Therefore, it is crucial to assess the validity and the influ-
ence of these coefficients on the numerical results. In this
sense, Vaidyanathan, Senocak, Wu and Shyy (2003) opti-
mized the coefficients of the Kunz model based on the
response surface method, and identified the best com-
bination for attached cavities around a hemispherical
projectile (Rouse & McNown, 1948) and the modified
NACA66(MOD) hydrofoil (Shen & Dimotakis, 1989) at
different cavitation numbers. Morgut, Nobile and Biluš
(2011) and Bilus, Morgut and Nobile (2013) tuned the
empirical coefficients of three different cavitationmodels
(Zwart, Kunz and Singhal) with an optimization strategy
based on sheet cavitation experiments carried out around
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Table 1. Summary of some of the recommended empirical coefficients for different cavitation models.

Recommended values

Authors Cavitation pattern Tested geometry Cavitation model Vaporization Condensation

Vaidyanathan et al. (2003) Sheet Projectile & NACA66(MOD) Kunz 800,000 40,000
Morgut et al. (2011) and Bilus et al. (2013) Sheet NACA66(MOD) & NACA0009 Kunz 4100 455

Zwart 300 0.03
Singhal 0.4 2.3E−4

Tseng and Wang (2014) Sheet and cloud Projectile Zwart 22–288 0.0013–0.0248
NACA66(MOD) 2–29 0.00013–0.0025
Clark Y 8–104 0.00047–0.0090

a NACA0009 hydrofoil by Dupont (1993) and around
a NACA66(MOD) hydrofoil by Shen and Dimotakis
(1989). The results demonstrated that the three cavitation
models could provide similar levels of accuracy if opti-
mized empirical coefficients were used. However, for the
case of unsteady partial cavitation (sheet or cloud type),
they also noted that further work was required to find out
the adequate coefficients. Tseng and Wang (2014) modi-
fied the coefficients of the Zwart model into a dimension-
less form, and determined a coefficient range also based
on the experiments of a hemispherical projectile (Rouse
& McNown, 1948) and of the NACA66(MOD) hydrofoil
(Shen & Dimotakis, 1989), as well as the Clark Y hydro-
foil (Wang, Senocak, Shyy, Ikohagi & Cao, 2001). They
stated that their proposed range of values improved the
generality and reduced the sensitivity of the numerical
results to the cavitation model. As an example, Table 1
summarizes some research works with their recom-
mended values for different cavitation models. Note here
that the coefficients recommended by Tseng and Wang
(2014) were obtained based on particular dimensionless
coefficients.

The recommended coefficients in Table 1 show that
completely different values were proposed for the Kunz
and Zwart models by different authors, although simi-
lar cavitation patterns were investigated by all of them.
One possible reason for such discrepancies are that the
turbulence models, which have a significant effect on the
numerical results, are not aligned between them.

Based on the current state of art, the present work
has been devoted firstly to investigate systematically and
with detail the performance of different RANS models
by comparing the simulated unsteady cavitation flows
with the experimental results available under differ-
ent operation conditions. Moreover, the sensitivity of
each turbulence model to various numerical param-
eters has also been evaluated. Next, the influence of
the empirical coefficients of the Zwart cavitation model
on the simulation results of cloud cavitation dimen-
sions, morphology, dynamic behavior and collapse pro-
cess have be analyzed in detail to determine a range
of optimal values to be used. It has to be noted that,

unlike the previous works summarized in Table 1 in
which most of the investigations have been based on
steady state simulations, in our study we have focused
on the shedding process of the cloud cavitation around
hydrofoils.

2. Experiments and numerical methods

2.1. Experimental results

The experimental investigations taken as a reference for
validation purposes of our numerical results were car-
ried out by Escaler, Farhat, Egusquiza and Avellan (2007)
and Couty (2002) to determine the dynamic behavior
and the intensity of erosive partial cavitation on hydro-
foils. In particular, unstable cloud cavitation was tested
in the High Speed Cavitation Tunnel at EPFL for various
free stream velocities, Uinf , on a NACA65012 hydrofoil.
The tunnel test section was rectangular with dimensions
150 × 150 × 750mm3. The hydrofoil had a chord length,
c, of 100mm and it was fixed with an incidence angle,
α, of 6°.

Unsteady cloud cavitation on the hydrofoil suction
side was generated by adjusting the inlet pressure, Pin.
The values of the corresponding cavitation numbers, σ ,
defined by Eq. 1 are indicated in Table 2 for 8 testing
conditions that comprised free stream velocities, Uinf ,
ranging from 15 to 30m/s and two maximum cavity
lengths, l, of 20% and 40%of the chord. The shedding fre-
quency, f, was obtained by amplitude demodulation of the

Table 2. Experimental conditions, relative maximum cavity
lengths and shedding frequencies (Escaler et al, 2007).

Case α [°] l/c [−] Uinf [m/s] σ [−] f [Hz] St [−]

1 6 20 15 1.83 189.2 0.25
2 6 20 20 1.85 250.2 0.25
3 6 20 25 1.87 387.6 0.31
4 6 20 30 1.90 419.6 0.28
5 6 40 15 1.55 96.1 0.26
6 6 40 20 1.58 132.8 0.27
7 6 40 25 1.60 175.5 0.28
8 6 40 30 1.62 225.8 0.30
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measured cavitation induced vibration. Then, the corre-
sponding Strouhal number was determined according to
Eq. 2.

σ = Pin − Pv
0.5ρlU2

inf
(1)

St = fl
Uinf

(2)

2.2. Numerical model

Based on the homogeneous mixture flow assumption,
the two phases of a turbulent cavitation flow, vapor
and water, are assumed to have velocity and pressure
equilibrium between them. Thus, the governing equa-
tions for the mixture quantities are the mass conserva-
tion equation (Eq. 3) and the momentum conservation
equation (Eq. 4):

∂ρm

∂t
+ ∇ · (ρmu) = 0 (3)

∂(ρmu)
∂t

+ ∇ · (ρmuu) = −∇p

+ ∇ ·
[
(μm + μt)(∇u + u∇ − 2

3
∇ · u)

]
(4)

where u and p are the mixture flow velocity and pressure,
t is the time and μt is the turbulent eddy viscosity. The
mixture flow dynamic viscosity, μm, and density, ρm, are
defined as by Eqs. 5 and 6:

μm = αvμv + (1 − αv)μl (5)

ρm = αvρv + (1 − αv)ρl (6)

where ρv and μv are the vapor density and dynamic vis-
cosity, respectively, ρ l and μl are the water density and
dynamic viscosity, respectively, and αv is the vapor vol-
ume fraction that is defined as the ratio of the vapor vol-
ume to the cell volume and obtained from an additional
vapor mass conservation equation (Eq. 7):

∂(αvρv)

∂t
+ ∇ · (αvρvu) = Re − Rc (7)

where Re and Rc are the evaporation and condensa-
tion source terms, respectively, that account for the mass
transfer rate between the water and vapor phases.

The mass transfer rate calculation can be developed
based on the dynamics of a spherical bubble in an infinite
body of incompressible fluid governed by the Rayleigh-
Plesset equation (Brennen, 1995) which is defined

as Eq. 8:

pv(T∞) − p∞(t)
ρl

+ pv(TB) − p∞(T∞)

ρl

+ PG0
ρl

(
TB

T∞

) (
R0
R

)3

= R
d2R
dt2

+ 3
2

(
dR
dt

)2
+ 4μl

Rρl

dR
dt

+ 2S
Rρl

(8)

where R is the bubble radius, R0 is the initial bubble
radius, S is the liquid surface tension, PG0 is the pressure
of non-condensable gas, Pv is the saturated pressure, T∞
and P∞ are the temperature and the pressure at infinity,
respectively, and TB is the temperature within the bubble.
On the left hand side of Eq. 8, the first term is the driving
force determined by the conditions far from the bubble,
the second term refers to the thermal effects which will
play an important role when the temperature difference
is large enough, and the third term refers to the non-
condensable gas effect. On the right hand side of Eq. 8,
the last two terms consider the influence of viscosity and
surface tension, respectively. Since the bubble’s growth
and collapse are generally considered to be isothermal
processes, thus Eq. 8 can be simplified to:

R
d2R
dt2

+ 3
2

(
dR
dt

)2
= pv − p∞

ρl
+ PG0

ρl

(
R0
R

)3

− 4μl

Rρl

dR
dt

− 2S
Rρl

(9)

Since in most cases the inertial forces are dominant, vis-
cosity and surface tension do not play a significant role
and the effects of non-condensable gas are neglected,
Eq. 9 is further simplified to:

dR
dt

=
√
2
3
pv − p∞

ρl
(10)

This simplified form of the Rayleight-Plesset equation
has been used to develop the cavitationmodels by Singhal
(Singhal et al., 2002), Sauer (Schnerr and Sauer, 2001) and
Zwart (Zwart et al., 2004) based on the relation between
the bubble diameter and the vapor volume or mass frac-
tions. Nevertheless, its use may affect the model accuracy
if, for example, the second temporal derivative of bubble
radius is ignored because then the initial bubble growth
rate and the bubble collapse rate will be affected. In a sim-
ilar way, the thermodynamic effect should also be taken
into account because it will modify the pressure and tem-
perature distribution between the bubble and the outer
liquid and thus themass transfer rate. Therefore, in order
to predict the cavitation phenomenon more accurately,
some empirical constants and other parameters such as



ENGINEERING APPLICATIONS OF COMPUTATIONAL FLUID MECHANICS 155

the vapor bubble radius in the Zwart model, the non-
condensable gas fraction in the Singhal model and the
number of nuclei per liquid volume in the Sauer model
need to be determined and tuned for each flow condi-
tion. More specifically, these cavitation models must also
be significantly improved for some applications like cavi-
tation in cryogenic liquids, in strongly viscous liquids and
in flows with high gas content.

In particular, for the Zwart model, the vaporization
and condensation mass transfer rates are expressed as:

Re = Fv
3αnuc(1 − αv)ρv

RB

√
2
3
Pv − P

ρl
(P ≤ Pv) (11)

Rc = Fc
3αvρv

RB

√
2
3
P − Pv

ρl
(P ≥ Pv) (12)

where RB is the vapor bubble radius, αnuc is the nucle-
ation site volume fraction, Pv is the saturated water vapor
pressure, p is the local fluid pressure, and Fv and Fc are
the empirical coefficients for vaporization and condensa-
tion, respectively. The default model constants in ANSYS
CFX

R©
v16.2 software are RB = 10−6 m, αnuc = 0.0005,

Fv = 50 and Fc = 0.01.
The RANS models used to calculate μt are able to

reproduce the unsteady cavitation behavior if the com-
pressibility effect of the mixture is taken into account
using the method proposed by Reboud et al. (1998).
This correction has been proved to reproduce the cloud
cavitation shedding process because it is able to reduce
the turbulent eddy viscosity in the mixture. Thus, it has
been implemented in our simulations by introducing the
function f(ρ) defined with Eq. 13:

f (ρ) = ρv +
(

ρv − ρm

ρv − ρl

)n
(ρl − ρv) (13)

where the exponent n is recommended to have a value
higher than 1. In our study, we have selected n = 10 after
performing a sensitivity analysis.

A brief mathematical description of the RANS two-
equation models used in our simulations is given as fol-
lows, but more detailed formulation can be found in the
CFX help manual (ANSYS, 2015). The k-ε model cal-
culates μt from the turbulent kinetic energy, k, and its
dissipation rate, ε, with Eq. 14:

μt = f (ρ)cμ
k2

ε
(14)

where cμ = 0.09. The RNG model is based on renor-
malization group analysis of theNavier-Stokes equations.
The transport equations for turbulence generation and
dissipation are the same as those for the k-ε model

(Eq. 10), but the model constant cμ = 0.085. Finally, the
SST model, which improves the accuracy of prediction
of the onset and the amount of flow separation under
adverse pressure gradients, assumes that μt is linked to
k and to the turbulent frequency, ω, via Eq. 15:

μt = f (ρ)a1k
max(a1ω, SF2)

(15)

where F2 is a function that equals 1 for boundary layer
flows and 0 for free shear layers, S is an invariant measure
of the strain rate and a1 = 0.31.

2.3. Solution strategy

The computational domain and the selected coordinate
system have been implemented in ANSYS CFX

R©
ver-

sion 16.2 based on the tunnel geometry and they are
schematically plotted in Figure 1. The whole computa-
tional domain extends 2 chords upstream the hydrofoil
leading edge and 4.5 chords downstream the trailing
edge, and the thickness of the computational domain is
1mm.

The inlet boundary setup was defined with the cor-
responding normal velocity equal to Uinf , a turbulent
intensity of 1% and a water and vapor volume fractions
equal to 1 and 0, respectively. The average static pressure
was specified at the outlet boundary. The corresponding
pressure value was obtained from preliminary simula-
tions without the cavitation model activated. For that,
the inlet boundary condition was defined as total pres-
sure, with the static pressure being calculated accord-
ing to the cavitation number, and the outlet boundary
was defined as total mass flow rate. After convergence,
the average pressure at outlet boundary was calculated.
The obtained values for each case were then used as
the outlet boundary condition to simulate cavitation.
A no-slip wall condition was set for the top, bottom
and hydrofoil surfaces. On the two lateral faces of the
fluid domain, a symmetry condition was setup to sim-
ulate a 2D flow. Moreover, the vapor saturation pres-
sure, the density and the dynamic viscosity of water
and vapor were adjusted based on the experiment tem-
perature of 17°C (Pv = 2000 Pa, ρv = 0.01389 kg/m3,
μv = 9.6 E−3 kg/m·s, ρ l = 998.7 kg/m3, μl = 0.0011
kg/m·s).

The pressure-velocity direct coupling method was
used to solve the governing equations. The high reso-
lution scheme was used for the convection terms. The
second order implicit time scheme was used for the tran-
sient term. Several successive iterations were set within
each physical time step. A very small residual criterion
of 10−8 and a large iterative number were set to march
the solution towards convergence in every time step. To
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Figure 1. 2D computational domain with named boundaries and coordinate system.

accelerate convergence, the transient simulations were
run from previous steady state simulation results.

3. Numerical verification and validation

Some CFD uncertainties might be due to numerical and
modeling errors caused by time and space discretization
and by incomplete iterative and grid convergences. The
y+ has been defined with Eq. 16.

y+ =
√

τω/ρ	y
ν

(16)

where τω is the wall shear stress, v is kinematic viscosity,
	y denotes is the distance between the first and second
grid points off the wall. The effects of y+, time step, num-
ber of iterations and number of mesh elements have been
evaluated only for the cavitation conditions correspond-
ing to case 8 in Table 2. The hydrodynamic conditions of
case 8 generate the most aggressive form of cloud cavi-
tation in terms of erosion and vibrations. On the other
hand, the modeling errors coming from the assumptions
and approximations of the RANS turbulence model and
the Zwart cavitation model have been assessed for all the
cases in Table 2.

3.1. Mesh convergence study

A mesh convergence study was performed according to
the Grid Convergence Method (GCI) provided by Flu-
ids Engineering Division of ASME (Ismail et al., 2008)
and taking into account that in CFX different turbulence
models use different wall treatments. The SST model
uses the so-called AutomaticWall Function that switches
automatically from a typical wall function approach to
a low-Re-number model by blending the wall value for
ω between the logarithmic and the near wall formula-
tion as the mesh is refined. Meanwhile, the k-ε and the
RNG k-ε models use the so-called Scalable Wall Func-
tion in which y+ is calculated as y+ = max (y+, 11.06).
Therefore, these two turbulence models do not resolve
the viscous sublayer and they directly use the logarithmic
relation to compute the near wall velocity.

Several mesh resolutions were tested with the three
turbulence models. For that, the meshing tool ANSYS

Table 3. Features of the three refinement levels for the two grids.

Grid 1 elements y+ max y+ mean Grid 2 elements y+ max y+ mean

G1.1 60323 4.03 1.85 G2.1 53731 42.53 17.2
G1.2 29749 4.03 2.13 G2.2 26849 42.9 20.6
G1.3 14587 4.25 2.26 G2.3 13024 57.5 23.8

Figure 2. Mesh arrangement of grid G2.2.

ICEM
R©

was used to create two structured meshes,
named Grid1 and Grid2, with three different degrees
of refinement as indicated in Table 3. All the meshes
were built with similar topology and with the same rec-
ommended grid refinement factor r = √

2. For Grid 1
meshes, the height of first layer was small enough so
that the boundary layer could be solved with the low-
Re-Number model. For Grid 2 meshes, the first layer
of elements lied in the log-law region. As an example,
Figure 2 shows the topology of G2.2mesh with anO-grid
around the hydrofoil embedded inside an H-grid.

The three turbulence models were applied to each
grid to simulate case 8 from Table 2 corresponding to
Uinf = 30m/s without considering cavitation. The lift
coefficient,CL, defined by Eq. 17, where FL represents the
lift force, c is the chord length and s is the span length,
was computed to obtain the value of the fine-grid con-
vergence indexes (GCI21 and GCI32) indicating whether
calculations with additional grid refinement should be
performed. Table 4 presents these indexes for each tur-
bulence model and each mesh.

CL = FL
0.5ρlU2

inf cs
(17)

As shown in Table 4, the maximum GCI values for
Grid 1 are 0.6% and 1.8% for the three turbulencemodels,
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Table 4. Features of thedifferent grids andnumerical uncertainty
evaluation based on the GCI indexes.

Turbulence
model Grid 1 CL GCI Grid 2 CL GCI

SST G1.1 0.845 GCI21 = 0.6% G2.1 0.809 GCI21 = 9.7%
G1.2 0.839 GCI32 = 1.5% G2.2 0.781 GCI32 = 7%
G1.3 0.826 G2.3 0.762

k-ε G1.1 0.802 GCI21 = 0.5% G2.1 0.818 GCI21 = 0.002%
G1.2 0.793 GCI32 = 1.8% G2.2 0.818 GCI32 = 0.03%
G1.3 0.763 G2.3 0.799

RNG G1.1 0.803 GCI21 = 0.4% G2.1 0.824 GCI21 = 0.08%
G1.2 0.795 GCI32 = 1.7% G2.2 0.821 GCI32 = 0.5%
G1.3 0.765 G2.3 0.803

indicating that the solution is well within the asymptotic
range. For Grid 2, the GCI values are smaller for the
k-ε and RNG models, while they are larger for the SST
model reaching 9.7%. This is because the mesh resolu-
tion inGrid 2 ismore consistentwith the requirement of a
scalable wall function. Based on these results, it was con-
cluded that themediumgridsG1.2 andG2.2 provided the
necessary resolutions within the asymptotic range, and,
considering the cost of simulation time, they were chosen
for all the final simulations.

3.2. Reboud’s correction for the turbulencemodels

To emphasize the importance of the Reboud’s correction
and the influence of its exponent value n, the SST turbu-
lencemodel was selected to conduct the unsteady simula-
tion for case 8 conditionswith n = 1 (not recommended)
and n = 10 (recommended). The value of n determines
the rate of change of the modified effective density, f(ρ),

with the water volume fraction, αl, as shown in Figure 3a.
For n = 1, the unstable behavior of the attached cavity
is not correctly simulated and a quasi-steady behavior is
predicted. However, a typical cloud cavitation behavior
with a good shedding frequency and maximum cavity
length is obtained with n = 10 as expected. The reason
for this is the induced reduction of the eddy viscosity that
is clearly overpredicted by the original turbulencemodel.
In Figure 3b, the simulated mean vapor volume frac-
tion and turbulent eddy viscosity obtained with n = 1
and n = 10 are plotted for comparison. It can be seen
that, taking n = 1, very high eddy viscosity values are
obtained in the cavity closure region which prevents the
formation of the re-entrant jet.Whereas with n = 10, the
eddy viscosity is almost zero on the hydrofoil extrados
except the area close to the trailing edge thus allowing
the formation of the re-entrant jet and reproducing the
cavitation shedding process.

The evaluation of the turbulencemodels for cavitation
simulation is necessary in the particular field of hydraulic
machinery because the Reynolds numbers are very high
and the losses induced by viscosity are not negligible.
Nevertheless, it must be noted that in some cases the
unsteady cloud caviation behavior is mainly controlled
by the inertial forces instead of the viscous forces. Con-
sequently, inviscid solvers could also be used as demon-
strated by the works of Budich, Neuner, Schmidt and
Adams (2015) and Schenke and van Terwisga (2019)
who modeled with good success the cavitation unsteady
behavior over a sharp wedge and around a NACA0015
hydrofoil, respectively. They were able to predict the fre-
quency of the shedding process, the re-entrant jet and

Figure 3. (a) Local modification of the mixture density with different values of the Reboud’s correction exponent n; (b) Averaged eddy
viscosity contours predicted with n = 1 and n = 10.
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the horse-shoe vortices. Thus, the application of invis-
cid solvers must be considered as a feasible alternative
methodology in particular for inertia driven cavitating
flows.

3.3. Sensitivity of the numerical parameters

In this section, a sensitivity analysis of the main param-
eters to simulate unsteady cavitation is presented based
on case 8. In particular, attention has been given to y+,

time step, number of iterations and number of mesh ele-
ments. For each computation, both the lift coefficient,
CL, and the total vapor volume within the computational
domain, Vcav, during several cavitation cycles have been
considered to assess the results. Vcav has been defined
with Eq. 18:

Vcav =
n∑

i=1
αiVi (18)

Figure 4. Vcav and CL time evolution (left) and corresponding frequency content (right) as a function of y+ for STT (a), k-ε (b) and RNG
(c) turbulence models.



ENGINEERING APPLICATIONS OF COMPUTATIONAL FLUID MECHANICS 159

where n denotes the number of mesh elements, αi is the
vapor volume fraction within the element and Vi is the
element volume. The simulated transient values of these
two physical quantities have been compared between
different model setups in the time and the frequency
domains.

Mesh G1.2 with an average y+ = 2 and mesh G2.2
with an average y+ = 20 have been used to evaluate the
influence of the near wall grid refinement on the numeri-
cal results for each turbulence model, as it can be seen on
the shape of the time signals and their spectra plotted in
Figure 4.

In Figure 4a, the results with the SST model show
that Vcav is significantly higher with the finer mesh.
The evolution of CL over time also changes significantly
depending on y+. The periodic frequency of the shed-
ding process is of about 233Hz for the finer mesh and
of about 340Hz for the coarser one, the former estimate
being closer to the experimental one. Then, the influence
of y+ on the results predicted by the k-ε is not as signif-
icant as for those with the SST model as demonstrated
by the similar results and frequency peaks with only a
small difference of 30Hz shown in Figure 4b. And finally
for the RNGmodel, the shedding process is not well cap-
tured with the finer mesh as no clear frequency peak can
be distinguished in the spectra in Figure 4c.Meanwhile, a
dominant fluctuation is obtained around 300Hz with the
coarser mesh. In conclusion, the SST model appears to
work well for smaller y+ values. Meanwhile, the k-ε and
the RNGmodels can only capture the cavitation periodic
dynamic behavior for larger values of y+. Hence, mesh
G1.2 was finally used with the SST model and mesh G2.2
was used with k-ε and RNG models.

Next, the numerical sensitivity to the rest of parameters
-time step duration, number of iterations and number of
mesh elements- was evaluated based on the calculated
dominant frequency peak, f, for both CL and Vcav results
as indicated in Table 5. The last column represents the
percent deviation of the frequency result obtained with
the higher value of the sensitivity parameter relative to
the result obtained with the lower value of the sensitivity
parameter.

Two different time step durations were investigated
with an approximate value of 1/100 and 1/200 times the
measured shedding period in the experiment, respec-
tively. As it can be seen, the influence on f is weak for all
the turbulence models since the maximum error found is
only around 3.4%. Based on this result, the time step for
the rest of simulations was fixed to 0.00005 s. The influ-
ence of the number of iterations in every time step loop
appears to be negligible for all the three turbulence mod-
els. The change of f is less than 2%. Therefore, a number
of 20 iterations was considered sufficient in any case.

Table 5. Influence of time step, number of iterations and number
of mesh elements on calculated f for each turbulence model.

Turbulence
model

y+
mean
[-]

Time
step
[s]

number of
iterations

[-]

number of
elements

[-] f [Hz]

f
deviation

[%]

Time step duration
SST 2 0.00005 20 29749 233 −3.0

2 0.00002 20 29749 240
k-ε 20 0.00005 20 26849 290 3.4

20 0.00002 20 26849 280
RNG 20 0.00005 20 26849 300 0.0

20 0.00002 20 26849 300

Number of iterations
SST 2 0.00005 20 29749 233 −0.9

2 0.00005 50 29749 235
k-ε 20 0.00005 20 26849 290 1.7

20 0.00005 50 26849 285
RNG 20 0.00005 20 26849 300 0.0

20 0.00005 50 26849 300

Number ofmesh elements
SST 2 0.00005 20 29749 233 2.6

2 0.00005 20 101596 227
k-ε 20 0.00005 20 26849 290 1.7

20 0.00005 20 101596 285
RNG 20 0.00005 20 26849 300 −1.7

20 0.00005 20 101596 305

To test the influence of the number of mesh elements,
a new mesh with four times the original number of ele-
ments was built but with the same mesh topology and
the same average y+. Based on the results presented
in Table 5, the obtained f only suffers a slight change
with less than 3% deviation. Thus, it was confirmed
that the coarser meshes with less than 30,000 elements
were suitable to carry out accurate predictions of the
cavity dynamic behavior. In summary, and according to
the slight effect of the checked numerical parameters,
the finally selected values corresponded to those provid-
ing accurate numerical results and saving computational
time and effort

3.4. Sensitivity of the dimension space

To investigate the effect of the number of computational
domain dimensions, a 3D model was created accord-
ing to the experimental configuration with a thickness
of 150mm corresponding to the tunnel test section and
hydrofoil span wise size. A 3D mesh was created by
extruding the 2D mesh G1.2 with 150 uniformly dis-
tributed elements in the cross direction Z, and hence
nearly 4.5 million elements were needed to solve the
problem. The same boundary conditions and numerical
settings were fixed between 2D and 3D simulations, and
no-slip wall conditions were used at the two sidewalls of
the 3D domain instead of the symmetry conditions used
for the 2D domain. The 3D cavitation simulation was
only conducted with the SST turbulence model.
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Figure 5. Comparion of 2D (left column) and 3D (right column) simulation results on the hydrofoil extrados. Isosurfaces of vapor volume
fraction 0.2 at the instants of maximum cavity length (top) and of cavity break off (middle) and corresponding velocity distributions on
a surface located at a distance 0.5mm above the hydrofoil extrados at the break off instant (bottom).

Regarding the results for case 8, the 3D simulation
with the SST model predicts a shedding frequency of
208Hz meanwhile the 2D simulation predicts 233Hz
and the experiments indicates 226Hz. Therefore, there
is a difference of about 12% between the 3D and the
2D results, and the 3D simulation predicts a lower fre-
quency than the 2D simulation. An explanation for such
frequency reduction can be obtained from the compar-
ison between the 2D and 3D numerical results shown
in Figure 5. The top graphs show the maximum cav-
ity length of a isosurface with vapor volume fraction
αv = 0.2, the middle graphs show the instant of cav-
ity break off and the bottom graphs show the velocity
distribution at the cavity break off instant on a surface
located 0.5mm above the hydrofoil extrados. Note that
for visualization convenience, the 2D results have been
enlarged 150 times in span wise direction to be com-
pared with the 3D results. It can be observed that the
maximum cavity length predicted by the 3D simulation is
slightly longer than that predicted by the 2D simulation.
Moreover, the re-entrant jet structure in the 3D results is
not uniform in span wise direction, as observed with the

velocity distribution close to the hydrofoil extrados, and
such irregularities reduce the average upstream velocity
of the re-entrant jet. Therefore, both results explain why a
longer time is needed by the re-entrant jet to break up the
attached cavity and consequently the shedding frequency
is reduced.

In spite of the differences observed between the 3D
and the 2D simulation results, a significant similarity is
found between them in general terms regarding the shed-
ding process and the average pressure and velocity fields.
In conclusion, given the objectives and the scope of the
present study it has been decided to base our investiga-
tion on 2D simulation results and avoid the extremely
high computational cost required for a full study with 3D
models.

3.5. Sensitivity of the turbulencemodel

In Table 6, the f predicted by the three different RANS
models has been compared with the shedding frequency
measured experimentally for all the cavitation condi-
tions described in Table 2, and the corresponding percent
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Table 6. Influence of RANS models on calculated f.

Case

f
measured

[Hz]

f
calculated
with SST
[Hz]

Error
[%]

f
calculated
with k-ε
[Hz]

Error
(%)

f
calculated
with RNG

[Hz]
Error
(%)

1 189.2 197 4.1 242 27.9 230 21.6
2 250.2 266 6.3 300 19.9 260 3.9
3 387.6 350 −9.7 400 3.2 400 3.2
4 419.6 433 3.2 478 13.9 500 19.2
5 96.1 100 4.0 120 24.8 – –
6 132.8 140 5.5 186 40.1 200 50.7
7 175.5 186 6.0 233 32.8 260 48.2
8 225.8 233 3.2 300 32.8 300 32.8

errors are also indicated. Note that the value of f was
obtained from the time duration of at least ten periodic
cycles or from the Fourier analysis of the simulated
signals.

The obtained results show that f is always over pre-
dicted by all the RANSmodels with the only exception of
the STT model for case 3. In general, the SST model pro-
vides more accurate results with maximum errors below
10% for all the cases. Instead, the k-ε and RNG mod-
els present larger errors for almost all cases. Further, the
RNG model is not able to predict f for case 5. In con-
clusion, the SST model is the best one to simulate the
unsteady periodic behavior of cloud cavitation with the
current numerical parameters and a good boundary layer
resolution. Therefore, all the final results presented in the
following sections were obtained using the SST model
and the previously stated model setup parameters.

4. Simulation of unsteady cavitation with
empirical coefficients Fv = 300 and Fc = 0.03

The results presented in the previous section were cal-
culated with the Zwart default empirical coefficients
Fv = 50 and Fc = 0.01. For comparison, the numerical
simulations with the SST model of all the cases listed
in Table 2 were computed again using the Morgut et al.
(2011) recommended empirical coefficients Fv = 300
and Fc = 0.03. Tables 7 and 8 show the calculated fre-
quencies and maximum cavity lengths, respectively, sim-
ulated by both the default and the tuned coefficients, and
the corresponding percent errors. Following the same
criteria than for the experimentalmeasurements, the pre-
dicted and measured cavity length, l, corresponds to its
maximum size in chord wise direction during a shedding
period before it detaches the hydrofoil surface.

These results indicate that the default coefficients pro-
vide more accurate values of f and l than the ones rec-
ommended by Morgut et al. (2011). For the default coef-
ficients, the frequency error is less than 10% for all the
cases, and the cavity length error is a little larger just
for case 5 reaching around 17%. However, with Morgut’s

Table 7. Comparison between measured and predicted shed-
ding frequencies with Zwart cavitation coefficients, Fv = 300 and
Fc = 0.03, proposed by Morgut et al. (2011).

Case f measured [Hz] f calculated (Morgut) [Hz] Error (%)

1 189.21 134 −29.2
2 250.24 190 −24.1
3 387.57 240 −38.0
4 419.62 300 −28.5
5 96.13 91 −5.3
6 132.75 140 5.5
7 175.48 177 0.9
8 225.83 225 −0.4

Table 8. Comparison between measured and predicted maxi-
mum cavity length with both default, Fv = 50 and Fc = 0.01,
and Morgut et al. (2011), Fv = 300 and Fc = 0.03, Zwart model
coefficients.

Case

l
measured
[mm]

l
calculated
(default)
[mm] Error (%)

l
calculated
(Morgut)
[mm] Error (%)

1 20 22 10.0 37.5 87.5
2 20 21.9 9.5 33.1 65.5
3 20 22.1 10.5 35.4 77.0
4 20 21.2 6.0 34.0 70.0
5 40 46.7 16.8 51.5 28.8
6 40 41.8 4.5 44.3 10.8
7 40 39.2 −2.0 45.3 13.3
8 40 37.3 −6.8 42.8 7.0

coefficients themodel predicts values far from the experi-
mental ones, especially for cases 1–4with deviations from
−24% to −38% in frequency estimates. This is due to
an over prediction of l that, as indicated in Table 8, can
reach a deviation of about +87.5%. On the contrary, for
cases 5–8 the results with Morgut’s coefficients are very
accurate with errors below 6% in frequency estimation.

To show more details about the differences between
the numerical results obtained with default and the
Morgut’s coefficients, the time history of Vcav, CL and the
local pressure at location x/c = 0.5 on the suction side
of the hydrofoil calculated for each time step (0.00005 s)
have been plotted in Figure 6 for case 8. In these plots, the
horizontal axis corresponds to the dimensionless time,
T*, which has been normalized relative to the character-
istic cavitation shedding period T = 1/f and calculated
as T* = t/T. The evolution of these values is only shown
during two shedding cycles although a total of 10 cycles
were simulated to achieve a stable and repetitive solution
in all the cases. Then, Figure 7 shows the contour plots of
vapor volume fraction at corresponding instants of time
during one complete shedding cycle simulated with both
sets of coefficients.

From Figure 7, it can be observed that the amount
of vapor inside the attached cavity and the shed cloud
increases significantly when the value of Fv is increased
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Figure 6. Values of Vcav (a), CL (b) and local pressure at x/c = 0.5 (c) during two cavitation shedding cycles for case 8 using the default
(50, 0.01) and the Morgut’s (300, 0.03) empirical coefficients as a function of T*.

Figure 7. Instantaneous contour plots of vapor volume fraction predicted by default (a) and Morgut’s (b) empirical coefficients at
selected time instants during one cavity shedding cycles for case 8 (T* values correspond to the instants marked in Figure 6 with vertical
dotted lines).

from 50 to 300. As a result, a large vapor volume frac-
tion gradient is observed at the interface between the
cavitation structures and the surrounding water. More-
over, the thickness of the cavitation interface is sig-
nificantly reduced. In conclusion, the obtained results
with Fv = 300 appear to be closer to the observed
cavitation morphology in the experiments by Escaler
et al. (2007) and Couty (2002). These results also
present similar vapor volume fractions to thosemeasured
with high-speed visualization and time-resolved X-ray

densitometry measurements by Ganesh, Mäkiharju and
Ceccio (2016) in a periodically shedding cavity forming
from a wedge at the end of its growth.

On the other hand, the increase of Fc from 0.01 to
0.03 permits to capture the instantaneous collapse of the
shed cloud and the resulting pressure pulse on the hydro-
foil surface, as it can be observed in Figure 6c. Simul-
taneously to the pressure peak, the CL suffers a sudden
decrease. This pressure pulse could be the cause of the
experimentally observed formation and propagation of a
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bubbly shock within the high void-fraction bubbly mix-
ture in the separated cavity flow by Ganesh et al. (2016).
They propose that the periodic cloud shedding could be
induced by both a re-entrant jet and a shock-wave trav-
eling upstream. Our simulations predict the re-entrant
jet that pinches off the attached sheet of vapor and cre-
ates the cloud cavity that is convected downstream by the
main flow. Unfortunately, our numerical model is based
on an incompressible solver and thus it cannot capture
the shock-wave formation.

Moreover, the final cloud collapse takes place behind
the closure region of themain cavity usingMorgut’s coef-
ficients, as it can be seen at instant 1.4T* in Figure 7b,
which is in accordance with the region where the mate-
rial erosion was measured in the experiments (Couty,
2002). It has to be noted that with the default coefficient
Fc = 0.01, the collapse takes place close to the trailing
edge of the hydrofoil which is too far from the expected
eroded region, as it can be observed at instant 2.0T* in
Figure 7a.

In conclusion, the use of theMorgut’s coefficients pro-
vided a more realistic simulation of the cavitation mor-
phology and of the collapse process. Nevertheless, for
some of the cases they failed to obtain the shedding fre-
quency mainly because the length of the attached cavity
was not the correct one. Therefore, it was decided to
carry out a parametric study of the empirical coefficients
so that the best combination of values predicting the
dynamic behavior, the vapor content of the cavities and
the pressure pulse on the hydrofoil surface due to the
cloud collapse could be found for all the cases indicated
in Table 2.

5. Parametric analysis of Zwart empirical
coefficients

For the parametric analysis, the following range of values
has been taken into account:

• Fv from 100 to 500.
• Fc from 0.02 to 0.10.

For each case indicated in Table 2, a series of tran-
sient simulations were carried out using different com-
binations of values for Fv and Fc, which comprised a
total of 200 computational runs. As a result, a full fac-
torial design space was obtained with 25 design points
evenly spaced. Then, a response surface method was
applied taking as the response variable the error between
the simulated shedding frequency, f, and the measured
one in the experiments, and as the independent vari-
ables the dimensionless values F∗

V = FV/50 and F∗
C =

FC/0.01. To better fit the numerical results, a polynomial

Figure 8. Comparison between CFD (bold) and response surface
(cursive) frequency error predictions for case 8.

linear regression including the second order term and
the interaction effects between the independent variables
was obtained for each case. For example, the regression
function obtained for case 8 is given as follows in Eq. 15:

frequency error = −7.60 − 5.59F∗
V + 10.42F∗

C

+ 0.55F2V∗ − 0.38F2C∗ − 0.63F∗
VF

∗
C
(19)

To show the accuracy of this function, Figure 8 permits
to compare the frequency error of the CFD numerical
results (bold) with those obtained with the function (cur-
sive). It can be seen that the corresponding values are
generally in good agreement. The maximum residual is
found for the design point (300, 0.08) for which the fre-
quency error predicted by CFD is −0.4% meanwhile it is
7.9% when predicted by the regression function. Hence,
a total maximum residual of about 8.4% is found for this
particular combination of values.

Table 9 shows the statistical quality indicators of the
regressions obtained for all cases. For all of them, the
value of R2 is close to 1, which indicates an accurate
data fitting. The value of significance F is always less
than 0.001, indicating that themodel anddependent vari-
able are statistically significant, and that the regression
equation does have validity within the fitted data. Finally,
it is noted that the maximum residual between the CFD
and the regression model is less than 10% for all cases.

The obtained response surfaces are shown in Figure 9
for each cavitation case presented in Table 2 with their
corresponding contour plots. It can be seen that for cases
1–4, the frequency error varies within a large range from
−40% to 30%. On the other hand, the error range is sig-
nificantly reduced for cases from 5 to 8 within the same
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Table 9. Statistical quality indicators of the regressions on the
frequency error obtained for every case.

Case 1 2 3 4 5 6 7 8

R-squared [−] 0.97 0.94 0.96 0.94 0.88 0.93 0.96 0.91
Significance F

[−]
3E-13 5E-11 4E-13 3E-11 4E-08 3E-10 1E-12 1E-09

Maximum
residual [%]

5.0 9.6 5.6 9.5 7.6 4.7 5.4 8.4

design space. This observation suggests that the simu-
lation of the dynamic behavior is more sensitive to the
values of the empirical coefficients when the cavity length
is shorter. Here it must be recalled that the first 4 cases
correspond to amaximum length of 20%of the chord and
the last 4 cases correspond to a maximum length of 40%
of the chord.

In order to find a range of values that could predict
with acceptable accuracy the shedding frequency for each
cavitation condition including short and long attached
cavity lengths, the frequency errors from cases 1 to 8were
averaged according to Eq. 20 and the average contour plot
obtained has been plotted in Figure 10a.

errorave =
8∑

i=1
|errori,Fc,Fv| (20)

In Figure 10b, the variance of the averaged frequency
error for all cases has also been plotted. From theses
graphs, a blue region with the smallest error range can
be clearly identified at the upper right of the design space,
that also presents the smallest variance. This region spans

Figure 9. Contours plots of the response surfaces in terms of frequency error for all the cases.

Figure 10. Average value of absolute frequency error (a) and variance of absolute frequency error (b) for cases 1–8.
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Table 10. CFD frequency errors obtained with some of the opti-
mal empirical coefficients.

Coefficients 300–0.08 400–0.08 400–0.1 500–0.08 500–0.1

case1 −1.7 −9.6 2.5 −12.3 −10.7
case2 9.5 7.1 10.7 5.9 9.5
case3 −10.3 −11.4 −6.5 −11.6 −5.9
case4 1.0 1.8 7.0 0.8 6.1
case5 8.2 −1.2 4.0 5.1 6.1
case6 13.0 2.5 2.5 7.7 8.5
case7 10.0 4.9 7.1 6.0 6.0
case8 −2.6 6.7 0.1 −3.9 −1.7
Average absolute

error
7.0 5.6 5.1 6.7 6.8

from FV = 300 to 500 and from FC = 0.08 to 0.1. There-
fore, any combination of empirical coefficients within
these values should provide good estimates of the cavi-
tation dynamic behavior independently of the cavitation
size and hydrodynamic condition.

To validate the range of optimal empirical coefficients,
Table 10 shows the frequency errors of the CFD results
calculated with couples of coefficients within this region.
The maximum frequency error found is of about 13% for
case 6 and coefficients (300, 0.08). Moreover, the average
value of the absolute frequency errors for each combina-
tion of coefficients spans from 5.1% to 7.0% as indicated
in the bottom row, which correlates with the error range
of the blue region in Figure 10a (4.9% to 7.4%). In con-
clusion, the feasibility and the accuracy of the results
obtained by the response surface are demonstrated.

In addition, it can be observed that the optimal coeffi-
cients in Table 10 are significantly higher than the default
empirical coefficients (50, 0.01) which underestimate the
cavity vapor content and the intensity of the collapse pro-
cess as discussed before. These results are in accordance
with the recent works by Ghahramani, Arabnejad and
Bensow (2019) and Schenke,Melissaris and van Terwisga
(2019). Using different cavitationmodels, they found that
the speed of the bubble collapse is significantly underesti-
matedwith lowmass transfer coefficients.Moreover, they
provide novel approaches which could be a future line of
research for the current work.

6. Validation of the optimal empirical
coefficients on a NACA0015 airfoil

To confirm the validity of the optimal range of coeffi-
cients found with the present study, the cloud cavitation
behavior visualized and measured around a NACA0015
hydrofoil by Van Rijsbergen, Foeth, Fitzsimmons and
Boorsma (2012) was simulated with the default coef-
ficients (50, 0.01) and with two optimal combinations:
(300, 0.08) and (500, 0.1). The SST model was used and
a mesh with an average y+ value less than 2 was cre-
ated. The boundary conditions were set according to the

Table 11. Shedding frequency measured and predicted with
default and the optimal coefficients found in the current study for
cloud cavitation on a NACA0015 hydrofoil.

Experiment (50, 0.01) (300, 0.08) (500, 0.1)

f [Hz] 188 280 170 150
Error [%] – 48.9 9.6 20.2

experiment description, and the same resolution strategy
was followed as for the current NACA65012 model.

Table 11 shows the measured and the predicted
shedding frequency of the cloud cavitation around the
NACA0015 airfoil. As it can be seen, the default coef-
ficients overestimate the frequency by around 48.9%.
Meanwhile, the shedding frequency is better predicted
and the error is reduced to around 9.6% for the tuned
couple of values Fv = 300 and Fc = 0.08.

7. Conclusion

In the present work, transient simulations of unsteady
cloud cavitation on a 2D NACA65012 hydrofoil have
been carried out systematically to assess the influence
of the setup parameters, RANS turbulence models and
Zwart cavitation model empirical coefficients on the
numerical results. In summary, it has been concluded
that:

• The results are more sensitive to near wall mesh res-
olution than to time step, number of iterations and
number ofmesh elements. For the SSTmodel, an aver-
age y+ = 2 must be used, meanwhile for the k-ε and
RNG models a coarser grid resolution is sufficient.

• The SST model performs better than the k-ε and the
RNG models when the Reboud’s correction is used.

• Increasing Fv, larger amounts of vapor inside the
cavities are obtained with thinner interfaces between
vapor and water phases, which resembles more pre-
cisely the experimental observations.

• Increasing Fc, the instantaneous collapse of the shed
cloud is captured and the induced pressure pulse on
the hydrofoil surface at the main cavity closure region
where erosion takes place is well simulated.

• With a parametric study based on a response surface
method and multiple linear regression, the optimal
range of empirical coefficients to simulate the dynamic
behavior of a wide range of cavitation conditions with
different attached cavity lengths on 2D hydrofoils has
been found. The recommended values are from 300 to
500 for Fv, and from 0.08 to 0.1 for Fc.

The present parametric study has been limited to
a single objective corresponding to predict the cloud
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cavitation shedding frequency on 2D hydrofoils. Fur-
ther research should incorporate multiple targets such
as velocity and vapor volume fraction distributions,
induced pressures and vibrations, that would be con-
sidered simultaneously in a multi-objective approach.
However, this work will require advanced experimental
measurements with more detailed results. In this sense,
the compressible approach should be used to try to cap-
ture the bubbly shock propagation as a mechanism for
sheet-to-cloud transition of partial cavities.

Since the current recommendations are only valid for
cavitating 2D hydrofoils in high speed water tunnels, the
next stepwould be to simulate the 3D unsteady cavitation
phenomena in hydrofoils and other simple geometries
to verify the validity of the present results. And finally,
the models should be validated for cavitation in actual
hydraulic machines such as turbines and pumps.

Acknowledgements

Professor Desheng Zhang from Jiangsu University in China is
thanked for his collaboration.

Disclosure statement

No potential conflict of interest was reported by the authors.

Funding

The present research work was financially supported by China
Scholarship Council.

ORCID

Xavier Escaler http://orcid.org/0000-0002-9374-7749

References

Akbarian, E., Najafi, B., Jafari, M., Ardabili, S. F., Shamshir-
band, S., & Chau, K.-W. (2018). Experimental and compu-
tational fluid dynamics-based numerical simulation of using
natural gas in a dual-fueled diesel engine. Engineering Appli-
cations of Computational Fluid Mechanics, 12(1), 517–534.
doi:10.1080/19942060.2018.1472670

ANSYS. (2015). Release 16.2, help system, CFX theory guide.
Pittsburgh: ANSYS, Inc.

Ayli, E., Celebioglu, K., &Aradag, S. (2016). Determination and
generalization of the effects of design parameters on Fran-
cis turbine runner performance. Engineering Applications of
Computational Fluid Mechanics, 10(1), 545–564.

Bensow, R. E. (2011, June). Simulation of the unsteady cavita-
tion on the Delft Twist11 foil using RANS, DES and LES.
In Second international symposium on marine propulsors,
Hamburg, Germany.

Bilus, I., Morgut, M., & Nobile, E. (2013). Simulation of sheet
and cloud cavitation with homogenous transport models.
International Journal of SimulationModelling, 12(2), 94–106.

Brennen, C. E. (1995).Cavitation and bubble dynamics. Oxford:
Cambridge University Press.

Budich, B., Neuner, S., Schmidt, S. J., & Adams, N. A. (2015).
Numerical investigation of shedding partial cavities over a
sharp wedge. In Journal of physics: Conference series (Vol.
656, No. 1, p. 012122). IOP Publishing.

Chen, Y., Hu, Y., & Zhang, S. (2019). Structure optimiza-
tion of submerged water jet cavitating nozzle with a hybrid
algorithm. Engineering Applications of Computational Fluid
Mechanics, 13(1), 591–608.

Couty, P. (2002). Physical investigation of cavitation vortex col-
lapse (No. THESIS). EPFL.

Dupont, P. (1993). Etude de la dynamique d’une poche de cav-
itation partielle en vue de la prédiction de l’érosion dans les
turbomachines hydrauliques (No. THESIS). EPFL.

Escaler, X., Farhat, M., Egusquiza, E., & Avellan, F. (2007).
Dynamics and intensity of erosive partial cavitation. Journal
of Fluids Engineering, 129(7), 886–893.

Ganesh, H., Mäkiharju, S., & Ceccio, S. (2016). Bubbly shock
propagation as a mechanism for sheet-to-cloud transition
of partial cavities. Journal of Fluid Mechanics, 802, 37–78.
doi:10.1017/jfm.2016.425

Ghahramani, E., Arabnejad, M. H., & Bensow, R. E. (2019).
A comparative study between numerical methods in simu-
lation of cavitating bubbles. International Journal of Multi-
phase Flow, 111, 339–359.

Ghalandari, M., Koohshahi, E. M., Mohamadian, F., Shamshir-
band, S., & Chau, K.-W. (2019). Numerical simulation of
nanofluid flow inside a root canal. Engineering Applica-
tions of Computational Fluid Mechanics, 13(1), 254–264.
doi:10.1080/19942060.2019.1578696

Goncalvès, E. (2011). Numerical study of unsteady turbulent
cavitating flows. European Journal of Mechanics - B/Fluids,
30(1), 26–40.

Gonçalves, E., & Patella, R. F. (2009). Numerical simulation
of cavitating flows with homogeneous models. Computers &
Fluids, 38(9), 1682–1696.

Gopalan, S., & Katz, J. (2000). Flow structure and modeling
issues in the closure region of attached cavitation. Physics of
Fluids, 12(4), 895–911.

Hejranfar, K., Ezzatneshan, E., & Fattah-Hesari, K. (2015). A
comparative study of two cavitation modeling strategies for
simulation of inviscid cavitating flows. Ocean Engineering,
108, 257–275.

Ismail, B. C., Ghia, U., Roache, P. J., Freitas, C. J., & Coloman,
H. (2008). Procedure for estimation and reporting of uncer-
tainty due to discretization in CFD applications. Journal of
Fluids Engineering, 130, 078001-1–078001-4.

Kim, S.-e. (2009). A numerical study of unsteady cavitation on
a hydrofoil. In Proceedings of the 7th international sympo-
sium on cavitation CAV2009August 17–22, 2009, AnnArbor,
Michigan, USA.

Kinzel,M., Lindau, J., Peltier, L., Kunz, R., & Sankaran, V. (2007,
November). Detached-eddy simulations for cavitating flows.
In 18th AIAA computational fluid dynamics conference, p.
4098.

Kunz, R. F., Boger, D. A., Stinebring, D. R., Chyczewski, T. S.,
Lindau, J. W., Gibeling, H. J., . . . Govindan, T. R. (2000). A
preconditioned Navier–Stokes method for two-phase flows
with application to cavitation prediction. Computers & Flu-
ids, 29(8), 849–875.

Mani, K. V., Cervone, A., & Hickey, J. P. (2017). Turbulence
modeling of cavitating flows in liquid rocket turbopumps.
Journal of Fluids Engineering, 139(1), 011301.

http://orcid.org/0000-0002-9374-7749
https://doi.org/10.1080/19942060.2018.1472670
https://doi.org/10.1017/jfm.2016.425
https://doi.org/10.1080/19942060.2019.1578696


ENGINEERING APPLICATIONS OF COMPUTATIONAL FLUID MECHANICS 167

Morgut, M., Nobile, E., & Biluš, I. (2011). Comparison of mass
transfer models for the numerical prediction of sheet cavita-
tion around a hydrofoil. International Journal of Multiphase
Flow, 37(6), 620–626.

Mosavi, A., Shamshirband, S., Salwana, E., Chau, K.-W.,
& Tah, J. (2019). Prediction of multi-inputs bubble col-
umn reactor using a novel hybrid model of computational
fluid dynamics and machine learning. Engineering Appli-
cations of Computational Fluid Mechanics, 13(1), 482–492.
doi:10.1080/19942060.2019.1613448

Mou, B., Bao-Jie He, B.-J., Zhao, D.-X., & Chau, K.-W. (2017).
Numerical simulation of the effects of building dimensional
variation on wind pressure distribution. Engineering Appli-
cations of Computational Fluid Mechanics, 11(1), 293–309.
doi:10.1080/19942060.2017.1281845

Pascarella, C., Salvatore, V., & Ciucci, A. (2003, November).
Effects of speed of sound variation on unsteady cavitat-
ing flows by using a barotropic model. In 5th international
symposium on cavitation CAV2003, Osaka, Japan.

Pendar, M. R., & Roohi, E. (2016). Investigation of cavita-
tion around 3D hemispherical head-form body and conical
cavitators using different turbulence and cavitation models.
Ocean Engineering, 112, 287–306.

Ramezanizadeh, M., Nazari, M. A., Ahmadi, M. H., & Chau,
K.-W. (2019). Experimental and numerical analysis of
a nanofluidic thermosyphon heat exchanger. Engineering
Applications of Computational FluidMechanics, 13(1), 40–47.
doi:10.1080/19942060.2018.1518272

Reboud, J. L., Stutz, B., & Coutier, O. (1998, April). Two phase
flow structure of cavitation: Experiment and modeling of
unsteady effects. In 3rd international symposium on cavita-
tion CAV1998, Grenoble, France (Vol. 26).

Roohi, E., Pendar, M. R., & Rahimi, A. (2016). Simulation of
three-dimensional cavitation behind a disk using various
turbulence and mass transfer models. Applied Mathematical
Modelling, 40(1), 542–564.

Rouse, H., & McNown, J. S. (1948). Cavitation and pressure
distribution, head forms at zero angel of yaw, studies in
engineering. Bulletin, 32.

Schenke, S., Melissaris, T., & van Terwisga, T. J. C. (2019). On
the relevance of kinematics for cavitation implosion loads.
Physics of Fluids, 31(5), 052102.

Schenke, S., & van Terwisga, T. J. (2019). An energy conserva-
tive method to predict the erosive aggressiveness of collaps-
ing cavitating structures and cavitating flows fromnumerical
simulations. International Journal of Multiphase Flow, 111,
200–218.

Schnerr, G. H., & Sauer, J. (2001, May). Physical and numerical
modeling of unsteady cavitation dynamics. In Fourth inter-
national conference on multiphase flow (Vol. 1). ICMF New
Orleans.

Sedlar, M., Ji, B., Kratky, T., Rebok, T., & Huzlik, R.
(2016). Numerical and experimental investigation of three-
dimensional cavitating flow around the straight NACA2412
hydrofoil. Ocean Engineering, 123, 357–382.

Senocak, I., & Shyy, W. (2002, January). Evaluations of cavita-
tion models for Navier-Stokes computations. In ASME 2002
joint US-European fluids engineering division conference (pp.
395–401). American Society of Mechanical Engineers.

Shen, Y., & Dimotakis, P. E. (1989, August). The influence
of surface cavitation on hydrodynamic forces. In American
towing tank conference, 22nd.

Singhal, A. K., Athavale,M.M., Li, H., & Jiang, Y. (2002).Math-
ematical basis and validation of the full cavitation model.
Journal of Fluids Engineering, 124(3), 617–624.

Tseng, C. C., & Wang, L. J. (2014). Investigations of empiri-
cal coefficients of cavitation and turbulence model through
steady and unsteady turbulent cavitating flows.Computers &
Fluids, 103, 262–274.

Utturkar, Y., Wu, J., Wang, G., & Shyy, W. (2005). Recent
progress in modeling of cryogenic cavitation for liquid
rocket propulsion. Progress in Aerospace Sciences, 41(7),
558–608.

Vaidyanathan, R., Senocak, I., Wu, J., & Shyy, W. (2003). Sen-
sitivity evaluation of a transport-based turbulent cavitation
model. Journal of Fluids Engineering, 125(3),
447–458.

Van Rijsbergen, M., Foeth, E. J., Fitzsimmons, P., & Boorsma,
A. (2012). High-speed video observations and acoustic-
impact measurements on a NACA0015 Foil. In Proceedings
of the 8th international symposium on cavitation, CAV2012,
Singapore.

Wang, G., Senocak, I., Shyy, W., Ikohagi, T., & Cao, S. (2001).
Dynamics of attached turbulent cavitating flows. Progress in
Aerospace Sciences, 37(6), 551–581.

Yuan, C., Song, J., & Liu, M. (2019). Comparison of com-
pressible and incompressible numerical methods in simu-
lation of a cavitating jet through a poppet valve. Engineer-
ing Applications of Computational Fluid Mechanics, 13(1),
67–90.

Zwart, P. J., Gerber, A. G., & Belamri, T. (2004, May). A two-
phase flow model for predicting cavitation dynamics. In
Fifth international conference on multiphase flow (Vol. 152),
Yokohama, Japan.

https://doi.org/10.1080/19942060.2019.1613448
https://doi.org/10.1080/19942060.2017.1281845
https://doi.org/10.1080/19942060.2018.1518272

	1. Introduction
	2. Experiments and numerical methods
	2.1. Experimental results
	2.2. Numerical model
	2.3. Solution strategy

	3. Numerical verification and validation
	3.1. Mesh convergence study
	3.2. Reboud's correction for the turbulence models
	3.3. Sensitivity of the numerical parameters
	3.4. Sensitivity of the dimension space
	3.5. Sensitivity of the turbulence model

	4. Simulation of unsteady cavitation with empirical coefficients Fv==300 and Fc==0.03
	5. Parametric analysis of Zwart empirical coefficients
	6. Validation of the optimal empirical coefficients on a NACA0015 airfoil
	7. Conclusion
	Acknowledgements
	Disclosure statement
	Funding
	ORCID
	References

