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Abstract-Wind power generation has gradually developed into an 

important approach of energy supply. Meanwhile, due to the 

difficulty of electricity storage, wind power is greatly affected by the 

real-time wind speed in wind fields. Generally, wind speed has the 

characteristics of nonlinear, irregular, and non-stationary, which 

make accurate wind speed forecasting a difficult problem. Recent 

studies have shown that ensemble forecasting approaches combining 

different sub-models is an efficient way to solve the problem. 

Therefore, in this article, two single models are ensembled for wind 

speed forecasting. Meanwhile, four data pre-processing hybrid 

models are combined with the reliability weights. The proposed 

ensemble approaches are simulated on the real wind speed data in 

the Longdong area of Loess Plateau in China from 2007 to 2015, the 

experimental results indicate that the ensemble approaches 

outperform individual models and other hybrid models with different 

pre-processing methods. 

Key words: wind power generation; wind speed forecasting; 

ensemble forecasting approaches; hybrid models 

1. Introduction 

At present, energy and environment problems have become the 

main problems of global sustainable development. Meanwhile, 

with the maturity of wind power generation technology, it is 

widely used for its non-pollution and renewability. According 

to statistics [1], in 2015, China accounted for 28.4% of the 

world's wind capacity with 305,000 kilowatts of power 

generation, while the world's new wind capacity increased by 

22% to 63013 megawatts. The cumulative annual growth rate 
had reached 17% in 2015. Due to the good market environment, 

China has a tremendous future in wind energy market. 

Generally, the power of wind-generated electricity is mainly 

depended on the wind conditions in the wind farms. Hence, 

wind conditions forecasting has great significance for wind 

power conversion in wind farm management. In order to 

forecast the wind speeds more accurately, many researches 

have been conducted. There are many prediction models, such 

as traditional statistical and machine learning models [2-4]. 

Literature review shows that if time series data include both 

linear and non-linear models, only statistical models or machine 

learning models can not accurately predict wind speed. 

Therefore, no method or model can play a good role in all cases 

[5, 6]. Meanwhile, many multi-step forecasting models that 
combine the traditional linear statistical model with neural 

network algorithms are also proposed based on traditional 

combination method, pre-processing method, parameter 

optimization technology, data post-processing algorithm [7-13], 

etc. A hybrid model proposed by Wang et al. [7] achieved better 

prediction performance by capturing different sequential 

patterns. Guo et al. [11] studied a modified hybrid method 

based on seasonal adjustment and autoregressive moving 

average (ARIMA) model to predict wind speed. Hu et al. [13] 

designed an ensembled EEMD-SVM approach for wind speed 

forecasting. 

Recently, ensemble models are widely researched for wind 

speed forecasting. Most of these studies focus on how to 

reasonably obtain the weight of each single prediction method, 

and effectively improve the prediction accuracy [14, 15]. 

However, because of the nonlinearity and unstable 

characteristics, a single model may not be sufficient for wind 



speed forecasting. The prediction results of traditional machine 

learning approaches are determined by the stability of wind 

speeds. On the other hand, the traditional weighted combination 

model has little effect on noise suppression, and the prediction 

results may be inaccurate [15]. 

In order to deal with the chaos and instability of wind speed 

series, back propagation neural network (BP) is often used for 

wind speed forecasting for its nonlinearity. Meanwhile, support 

vector machine (SVM) model, as a type of model based on 

structural risk minimization, is also a better choice for small 

samples forecasting, such as wind speed forecasting. Therefore, 

in this paper, BP and SVM are adopted as the base forecasting 

models of ensemble models. Meanwhile, four hybrid models 

based on set empirical mode decomposition (EEMD) and 

wavelet transform (WT) are established respectively. Overall, 

ensemble models including EEMD-BP, EEMD-SVM, WT-BP 

and WT-SVM are designed to deal with the wind speed 
forecasting issue in the next year. The models WT-BP, WT-

SVM, EEMD-BP and EEMD-SVM are combined with no 

negative constraint theory (CM-NNCT) and the chaos particles 

warm optimization algorithm for combination method (CPSO–

CM) methods to establish comprehensive prediction 

approaches, which are compared to the regression models of BP 

and SVM. 

The rest of this paper is organized as follows. The wind speed 

dataset and the proposed ensemble approaches are described in 

Section 2. In Section 3, the proposed methods are applied to 

forecast the wind speed in the wind speed dataset, and the 
results are discussed. In Section 4, we summarize the whole 

paper. 

2. Dataset and ensemble approaches 

The wind speed dataset used in this paper is collected from 

the Loess Plateau in Longdong area in Gansu province, China. 

The features of the daily wind speed data set are explored by 

using Jonckheere-Terpstra (J-T) test. The simulation process is 

conducted to check the effectiveness of proposed models. 

2.1 Wind speed dataset 

The study area is located in the northwest of Longdong 

Loess Plateau with an elevation of 1200-2089 meters. 

Geomorphology consists of ridges, hills, valleys and ravines. 
There are 106 mountains, 400 hills, 17364 rivers and 527 

gullies in the northwest of Longdong Loess Plateau. The total 

land area of the town is 9236 square kilometers, with a 

population of 347,000, of which 93.7% is agricultural 

population. It meanwhile has average rainfall and sunshine of 

about 300 millimeters and 108 days respectively, which 

resulted in serious soil erosion and environmental degradation. 

It is an intersection point centered on mountainous areas, and 

the special geographical environment and backward economic 

development make it important for national strategy. 

With the requirement of new energy construction and 
poverty alleviation, the industrial structure is being adjusted 

and new energy resources are being developed in the 

surrounding areas. In June 2011, the construction of a MW 

wind power generation base began in the surrounding area, and 

a total installed capacity of about 100 MW has been planned. 

Construction of 110 kilovolt booster station will convert the 

power of Tianshuibao substation into the state grid. Since its 

commissioning in late June 2012, the equipment still work well. 
In October 2012, it generated more than 1,000 kilovolts 

electricity (kWh).  

Therefore, in order to optimize network management and 

provide more wind power energy, more accurate wind speed 

forecasting models are needed. In this article, the wind speed 

dataset in the Huan region in Longdong area of the Loess 

Plateau are collected from 1 January 2007 to 31 December 2015 

for wind speed forecasting experiments. Fig. 1 show the details 

of the area providing wind speed dataset. Meanwhile, the wind 

speed data used in this paper is also presented. 

 
Fig. 1. Daily average wind speed curves for the Huan region 

from 2007 to 2015. 

In our design, the wind speed data from 1/1/2007 to 

31/12/2014 is utilized to train the forecasting models, and the 

dataset from 1/1/2015 to 31/12/2015 is adopted to test the 

models. It is necessary that the J-T test is performed to check 

whether the test dataset has significant difference with the 

training dataset or not. 

2.2 Data pre-processing technique used in the ensemble 

models 

As discussed above, the wind speed data has nonlinear, 

irregular, and highly-noisy characteristics because it is 

determined by meteorological factors and other stochastic 

factors. Meanwhile, wind speed forecasting with noisy data will 
suffer from large forecasting errors. Hence, we need to remove 

the noise in the wind speed data firstly. In this paper, WT and 

ensemble EEMD [16] pre-processing techniques are utilized to 

eliminate the noisy data. Then, BP and SVM are adopted for 

forecasting. Therefore, four types of hybrid models, including 

WT-BP, WT-SVM, EEMD-BP and EEMD-SVM are tested. 

2.3 The ensemble models 

Time series forecasting, as a key technology in predicting 

almost all social and economic activities, has been widely 

researched in the past few decades. Previous researches mainly 



focused on the single forecasting models, such as ARIMA, BP 

and SVM models. ARIMA is a traditional linear regression 

model, which assumes the time series a random sequence 

and utilizes a certain mathematical model to approximate the 

time series, so as to predict future sequence data by the 

mathematical model. However, ARIMA is suitable for simple 

time series data with linear characteristics such as economic 

growth forecast, and it is inappropriate for complex time series 

such as wind speed prediction.  In this case, BP and SVM are 

often adopted to model the complex time series with nonlinear 

characteristics. BP is often designed with multilayer perceptron 

(MLP) and optimized by back propagation algorithm. MLP 

consists of many hidden nodes, which are in fact equal to 

nonlinear functions. Hence, BP can capture the inherent 

nonlinear law of time series very well, and it can be used as a 

basic method for wind speed forecasting. SVM is another 
commonly used method for small samples forecasting. Unlike 

the empirical risk minimization (ERM) strategy used in BP, 

SVM adopts the structural risk minimization (SRM) strategy to 

find an optimal hyperplane to separate samples, which was later 

developed for regression forecasting applications and also 

called as support vector regression (SVR). In fact, SVM utilizes 

a nonlinear kernel function to map the original data into a new 

space to solve the nonlinear problem, which can also be seen as 

a type of neural network. Hence, SVM can also be tried for 

nonlinear wind speed forecasting. 

BP and SVM models train learning machines based on 

ERM and SRM respectively, both of which can handle 
nonlinear wind speed forecasting problem. In fact, they work 

well in different situations.  In order to ensemble the advantages 

of each model, we combine BP and SVM by different methods 

in this paper. In fact, ensemble approaches combining two or 

more single models have been widely researched [15]. The 

proposed combination models can be categorized as traditional 

combined approaches, data preprocessing method, parameter 

optimization technique and data post-processing algorithms [15, 

17-19] etc. In this article, we apply new ensemble methods for 

wind forecasting, which are different from traditional combined 

method. BP and SVM are used as the base models of combined 
models, and four hybrid models based on WT-BP, WT-SVM, 

EEMD-BP and EEMD-SVM data pre-processing methods are 

ensembled based on the proposed CM-NNCT and the CPSO–

CM methods.  

2.4 Experimentation design and evaluation metrics 

In our experiments, we collected the wind speed dataset in 

the Huan region to test the forecasting accuracy of the proposed 

ensemble models, and the specific experimental process is 

presented as following steps:  

Firstly: Perform the J-T test for the dataset, by which we 

judge whether the wind speed dataset (training samples and test 

samples) have significant differences between each other or not. 
Secondly: We apply two single models, including BP 

neural network and SVM, into wind speed forecasting, and the 

forecasting errors are discussed. 

Thirdly: Four hybrid forecasting models based on different 

pre-processing techniques including WT-BP neural network, 

WT-SVM, EEMD-BP neural network and EEMD-SVM are 

utilized to predict the average wind speed, and the forecasting 

results are analyzed. 

Fourthly: The forecasting results of BP neural network, 

SVM, WT-BP, WT-SVM, EEMD-BP, EEMD-SVM are 
compared, and the CM–NNCT and CPSO–CM are adopted to 

find the weights of each component model in the ensemble 

models. The forecasting result of these ensemble models are 

discussed. 

To test the forecasting results, four metrics including mean 

absolute error (MAE), mean square error (MSE), and mean 

absolute percentage error (MAPE) are adopted as below: 

MAE=
1

𝑛
∑ |𝑥𝑖 − 𝑥𝑖|
𝑛
𝑖=1  
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1

𝑛
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2𝑛
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𝑛
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where 𝑥𝑖 and 𝑥𝑖 denote the ith real value and the ith forecasting 

value. n represents the number of samples.  

3. Simulation results 

In this section, we use the J-T test method to explore the 

features of the wind speed dataset. The results are shown in 

Table 1. It gives the differences of observed J-T test value and 

mean J-T test value. The significant level value is set as 0.05 , 

then the p -value of J-T statistic is 𝑝=0.24>0.05, which means 

that the wind speed values have inherent law and can be used 

for forecasting.  

Table 1 The results of J-T test. 

J-T test  Wind speed 

Grouping Variable.cs  9 
N  3287 
Observed J-T statistic  2437581.0 
Mean J-T statistic  2400970.5 
Std. deviation of J-T statistic  31187.144 
Std. J-T statistic  1.174 
Asymp. Sig. (2.tailed)  0.240 

3.1 The forecasting results of single BP and SVM models 

In this subsection, two single regression models, BP 

neural network and SVM, are utilized for wind speed 

forecasting experiments, and the results are shown in Fig. 2. We 

can see that the forecasting results of SVM and BP are not close 

to those observed for the peaks of the series, illustrating that 

these prediction models do not resemble the observed series. 

The MAE, MSE and MAPE metrics are given in Table 2.  

 
  



Fig. 2. The forecasting results (left) and errors (right) of SVM 

and BP neural network. 

The forecasting interval in this study is set as one year, and 

the forecasting result shows that the MAPE by BP neural 

network and SVM are 31.02% and 29.37% respectively, which 
are considered desirable. As shown in Table 2, three metrics of 

SVM models are all smaller than the BP model. It indicates that 

the SVM outperforms BP model in our wind speed dataset. 

Although the results of the SVM are smaller, forecasting 

results by these two models are both far from the observed 

values. Hence, we need to ensemble BP neural network and 

SVM to achieve better forecasting results. 

3.2 The experimental results of WT-BP, WT-SVM, EEMD-

BP and EEMD-SVM models  

In this subsection, four hybrid wind speed forecasting 

models including WT-BP neural network, WT-SVM, EEMD-

BP neural network and EEMD-SVM are tested. 
The wind speed data are decomposed into several layers 

via the wavelet transform, then the WT-BP neural network 

model and WT-SVM model are established using the low-

frequency signal of every layer for prediction. Table 2 shows 

that the WT-BP model and WT-SVM model selected in this 

process outperform the conventional BP model and SVM 

model despite the improvement is not significant, and the 

reason may be that the WT de-noising method is prone to be 

influenced by the threshold. 

In order to overcome the inadequacy of the WT method, 

the EEMD method is adopted to preprocess the original data, 
which is decomposed into several independent IMFs where 

IMFn denotes the lowest frequency band and IMF1 represents 

the highest frequency signals. In this paper, the IMF1 and IMFn 

are neglected since they have little features of the original data. 

The original data is de-noised by EEMD, then the BP neural 

network and SVM model (EEMD-BP and EEMD-SVM) are 

established using the de-noised data to predict the wind speed 

in 2015 respectively. The prediction results and residuals of 

WT-BP, WT-SVM, EEMD-BP and EEMD-SVM are shown in 

Fig. 3. We can conclude that the developed EEMD-BP and 

EEMD-SVM regression models perform better than the BP, 

SVM, WT-BP and WT-SVM models. 

 
Fig. 3. The prediction results and residuals of WT-BP, WT-

SVM, EEMD-BP and EEMD-SVM. 

The MSE, MAE and MAPE are also shown in Table 2, 

which show that EEMD-BP and EEMD-SVM have smaller 

forecasting errors compared to BP, SVM, WT-BP and WT-

SVM models. In fact, the MAPE of EEMD-BP and EEMD-

SVM significantly decreased about 7%, while the MAPE of 

WT-BP and WT-SVM decreased less than 1%, compared with 

forecasting results of SVM and BP. It means that prediction 

accuracies of EEMD-BP and EEMD-SVM are higher than WT-
BP and WT-SVM, while the prediction accuracy of EEMD-BP 

is similar to EEMD-SVM. 

3.3 The forecasting results of CM–NNCT and CPSO–CM 

models  

 
Fig. 4. The forecasting results and residuals of CM–NNCT 

and CPSO–CM 

In this subsection, MSE metric is calculated to test the 

wind speed forecasting results for different predict models. The 
forecasting results and errors of CM–NNCT and CPSO–CM 

models are presented in Fig. 4. The MSE, MAE and MAPE 

metrics are shown in Table 2.  

The comparison results between CM–NNCT and CPSO–

CM showed that the CM–NNCT and CPSO–CM models 

yielded similar results, while the MAE, MSE and MAPE of 

CPSO–CM are all smaller than CM–NNCT, which means that 

the forecast precision of CPSO–CM is higher than the CM–

NNCT model.  

The experimental results indicate that the CM–NNCT and 

CPSO–CM models perform better than the BP, SVM, WT-BP, 
WT-SVM, EEMD-BP and EEMD-SVM. Compared with 

EEMD-BP and EEMD-SVM, the MAPE of CM–NNCT 

decreased about 1.37% and 1.52%, and the MAPE of CPSO–

CM significantly decreased about 1.7% and 1.85%. We can 

conclude from Fig. 5 that the MAE, MSE and MAPE metrics 

by CPSO–CM and CM–NNCT methods are smaller than BP, 

SVM, WT-BP, WT-SVM, EEMD-BP and EEMD-SVM. 

 



Fig. 5. Three metrics of BP, SVM, WT-BP, WT-SVM, 

EEMD-BP, EEMD-SVM. CPSO–CM and CM–NNCT 

In Table 2 we also give the MSE, MAE and MAPE of 

CPSO–CM and CM–NNCT. When comparing with BP, SVM, 

WT-BP, WT-SVM, EEMD-BP and EEMD-SVM, we can see 
that CPSO–CM and CM–NNCT models have the higher 

forecasting precision than single models and hybrid models in 

this research instances. 

Table 2 The MSE, MAE and MAPE metrics of CPSO–CM and 

CM–NNCT compared with BP, SVM, WT-BP, WT-SVM, 

EEMD-BP and EEMD-SVM. 
Evaluation 

criteria 
CPSO–CM CM–NNCT EEMD-SVM  EEMD-BP 

MSE(m/s) 0.2514 0.2603 0.2828 0.2778 

MAE(m/s) 0.4008 0.4062 0.4223 0.4196 

MAPE (%) 22.24 22.57 24.09 23.94 

Evaluation 

criteria 
WT-BP WT-SVM BP SVM 

MSE(m/s) 0.4838 0.4821 0.4956 0.5011 

MAE(m/s) 0.531 0.5374 0.5354 0.5289 

MAPE (%) 30.59 31.65 31.02 29.37 

4. Conclusions 

Wind speed forecasting is still a great challenge in the field 

of time series forecasting. We have proposed and tested BP and 

SVM models and four hybrid models (WT-BP, WT-SVM, 

EEMD-BP and EEMD-SVM) based on different pre-
processing methods for wind speed forecasting. Experimental 

results illustrate that these forecasting models need to be 

ensembled to get better forecasting results. Next, the BP, SVM, 

WT-BP, WT-SVM, EEMD-BP, EEMD-SVM are combined by 

the CM–NNCT and CPSO–CM models. The MAPE of these 

ensemble models are 22.57% and 22.24%. The experimental 

results illustrated that the ensemble approaches have high 

prediction accuracy. Moreover, the comparisons between the 

conventional single forecasting models (BP neural network and 

SVM) and the hybrid models (WT-BP, WT-SVM, EEMD-BP, 

EEMD-SVM) show that ensemble models outperform single 
forecasting models.  
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