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## Introduction

The problem of the optimal portfolio involves choosing the allocation of a certain capital among certain assets in order to maximize the expectation of profits in a finite time horizon. It is one of the most commonly optimization problems used in economics and finance. By assets, we refer to stocks of listed companies and bank bonds under a deterministic or stochastic interest short rate.

Sometimes it can be the case that the information available to the agent to define her strategy is greater than the one generated by the historical data of the market. In these cases, we say that the investor has additional or privileged information, that may include knowledge about future market behavior. Knowing this information leads to an increase in the expected gains of the investor. Pikovsky and Karatzas enunciate and solve some basic problems of insider trading by using enlargement of filtration techniques. First, the authors assume that the price of a stock is known at a future time and prove that, in this context, the agent has infinite expected wealth. After that, they weaken the information owned by the agent, and assume that she only knows a lower (or upper) bound of the future value of the stock price and they show that her profits are limited. Finally they show an example where the agent knows a finite interval that contains the future value of the stock price and state that also for this case the expected profits remain finite. However, they are not able to provide an analytic proof of this result and use simulations to conclude that it should hold true. In this short note, we give a technical proof of that result, so showing their Conjecture 4.9 in [1] holds true.

## Notation and Main Results

Trying to strictly follow the notation in [1], we assume to work in a filtered probability space $(\Omega, \mathcal{F}, \mathbb{F}, \boldsymbol{P})$ where $\mathcal{F}$ is the event sigma-algebra, and $\mathbb{F}=\left\{\mathcal{F}_{t}, 0 \leq t \leq 1\right\}$ is an augmented filtration that is generated by

[^1]the natural filtration of a Brownian motion $w=(w(t), 0 \leq t \leq 1)$. The portfolio is made of only two assets, one risky, that we call $P_{1}=\left(P_{1}(t), 0 \leq t \leq 1\right)$ and the other risk-less $P_{0}=\left(P_{0}(t), 0 \leq t \leq 1\right)$, and both processes are considered adapted semi-martingales in the the filtration $\mathbb{F}$. In particular, their dynamics are defined by the following SDEs,
\[

$$
\begin{align*}
& d P_{0}(t)=P_{0}(t) r(t) d t  \tag{1a}\\
& d P_{1}(t)=P_{1}(t)(b(t) d t+\sigma(t) d w(t)) \tag{1b}
\end{align*}
$$
\]

where $r$ is the interest rate, $b$ is the drift and $\sigma$ is the volatility of the risky asset. They are assumed to be bounded deterministic function. In particular, we remark that there exist $s_{1}, s_{2} \in \mathbb{R}^{+}$such that $0<s_{1} \leq \sigma(u) \leq s_{2}$ holds true for all $0 \leq u \leq 1$ [1, Equation (4.23)].

With the previous set-up, we assume that an agent can control her portfolio by a given self-financial strategy $\pi=(\pi(t), 0 \leq t \leq 1)$, in order to optimize her utility function at a finite terminal time. If we denote by $X^{\pi}=\left(X^{\pi}(t), 0 \leq t \leq 1\right)$ the wealth of the portfolio of the investor under her strategy $\pi$, its dynamics are given by the following SDE , for $0 \leq t \leq 1$,

$$
\begin{equation*}
d X^{\pi}(t)=(1-\pi(t)) X^{\pi}(t) r(t) d t+\pi(t) X^{\pi}(t)(b(t) d t+\sigma(t) d w(t)), \quad X(0)=x \tag{2}
\end{equation*}
$$

Usually, it is assumed that the optimal strategy uses all the information at disposal of the agent at each instant, and in general we assume that the agent's flow of information, modeled by the filtration $\mathbb{G}=(\mathcal{G}(t), 0 \leq t \leq 1)$, is possibly larger than filtration $\mathbb{F}$, that is $\mathbb{F} \subset \mathbb{G}$. In particular, we consider that the extra information is given by a random variable $\mathbf{L}$ that is $\mathcal{F}_{1}$-measurable and define the following initial enlargement of filtration

$$
\mathcal{G}_{t}=\mathcal{F}_{t} \bigvee \sigma(\mathbf{L}), \quad 0 \leq t \leq 1
$$

In this new filtration the process $w$ is not a $\mathbb{G}$-Brownian motion, therefore it is necessary to compute its semi-martingale decomposition with respect to a $\mathbb{G}$-Brownian motion before solving the optimization problem. In [1, Lemma 2.3] the following result is proved, that we give here adapted for the special case of a single risky asset.

Lemma 1 (Characterization Lemma). Assume that for the given $\mathcal{F}_{1}$-measurable random variable $\mathbf{L}$, we can find a measurable process $\alpha:[0,1) \times \Omega \longrightarrow \mathbb{R}$, such that:

1. $\alpha$ is adapted to $\mathbb{G}=\left\{\mathcal{G}_{t}\right\}_{0 \leq t \leq 1}$, with $\mathcal{G}_{t}=\mathcal{F}_{t} \bigvee \sigma(\mathbf{L})$.
2. the process $\tilde{w}(t)=w(t)-\int_{0}^{t} \alpha(u) d u$ is a $\mathbb{G}-B M$ on $[0,1)$.
3. $\boldsymbol{E} \int_{0}^{T} \alpha^{2}(s) d s<+\infty$ for any $T<1$.

For $T \in(0,1]$, let $\mathcal{A}(\mathbb{G}, T)$ (resp. $\mathcal{A}(\mathbb{F}, T))$ be the class of $\mathbb{G}$ (resp. $\mathbb{F}$ )-adapted processes $\pi:[0, T] \times \Omega \longrightarrow \mathbb{R}$ with $\int_{0}^{T}(\sigma(t) \pi(t))^{2} d t<+\infty$, almost surely, and let

$$
\begin{align*}
& \mathbb{V}_{T}^{\mathbb{E}}:=\sup _{\pi \in \mathcal{A}_{\mathbb{F}}} \boldsymbol{E}\left[\log \left(X_{T}^{\pi}\right)\right],  \tag{3}\\
& \mathbb{V}_{T}^{\mathbb{G}}:=\sup _{\pi \in \mathcal{A}_{\mathbb{G}}} \boldsymbol{E}\left[\log \left(X_{T}^{\pi}\right)\right], \tag{4}
\end{align*}
$$

denote the values of the portfolio optimization problem over these two respective classes (i.e. with or without anticipation of the terminal value $\mathbf{L}$, respectively). Then

$$
\begin{align*}
& \mathbb{V}_{T}^{\mathbb{P}}=\log (x)+\boldsymbol{E} \int_{0}^{T}\left(r(u)+\frac{1}{2}\left(\frac{b(u)-r(u)}{\sigma(u)}\right)^{2}\right) d u  \tag{5}\\
& \mathbb{V}_{T}^{\mathbb{G}}=\mathbb{V}_{T}^{\mathbb{P}}+\frac{1}{2} \boldsymbol{E} \int_{0}^{T} \alpha^{2}(u) d u, \quad 0<T \leq 1 \tag{6}
\end{align*}
$$

and thus

$$
\begin{equation*}
V_{1}^{\mathbb{G}}<\infty \Longleftrightarrow \boldsymbol{E} \int_{0}^{1} \alpha^{2}(u) d u<\infty . \tag{7}
\end{equation*}
$$

When this latter condition is satisfied, an optimal portfolio is given by

$$
\begin{equation*}
\pi^{*}(t)=\frac{b(t)-r(t)}{\sigma^{2}(t)}+\frac{\alpha(t)}{\sigma(t)} . \tag{8}
\end{equation*}
$$

## Finiteness of the value of the insider information for a finite interval.

We focus, in this note, on the case when the price is one-dimensional and the extra information is given by the following random variable,

$$
\mathbf{L}=\mathbb{1}\left\{P_{1}(1) \in\left[p_{1}, p_{2}\right)\right\},
$$

which gives us an upper and a lower bound for the stock price at the end of the time horizon. This is the same setting as in [1, Example 4.8].

We can solve easily the equation related to the asset $P_{1}$ and get

$$
P_{1}(1)=P_{1}(0) \exp \left(\int_{0}^{1}\left(b(u)-\sigma^{2}(u) / 2\right) d u+\int_{0}^{1} \sigma(u) d w(u)\right)
$$

so that we can express the variable $\mathbf{L}$ in terms of the process $w$ as $\mathbf{L}=\mathbb{1}\left\{\int_{0}^{1} \sigma(u) d w(u) \in\left[c_{1}, c_{2}\right)\right\}$ where, for $i \in 1,2$, we define

$$
c_{i}=\log \left(p_{i} / P(0)\right)+\int_{0}^{1}\left(\frac{\sigma^{2}(u)}{2}-b(u)\right) d u .
$$

The technical proof gives the crucial ingredient for the proof of the main result.
Lemma 2. The integral of the function $I(x, t)$ defined as

$$
\begin{equation*}
I(x, t)=\frac{\left[\Phi^{\prime}\left(z_{1}\right)-\Phi^{\prime}\left(z_{2}\right)\right]^{2}}{\sqrt{\rho-\tau}\left[\Phi\left(z_{2}\right)-\Phi\left(z_{1}\right)\right]\left[\Phi\left(-z_{2}\right)+\Phi\left(z_{1}\right)\right]} \tag{9}
\end{equation*}
$$

in the variable $x \in \mathbb{R}$ is uniformly bounded for $t \in[0,1]$. In (9), we have used the following definitions $\rho=T(1), \tau=T(t)$, with $T(t)=\int_{0}^{t} \sigma^{2}(u) d u, z_{2}=\left(c_{2}-x\right) / \sqrt{\rho-\tau}$ and $z_{1}=\left(c_{1}-x\right) / \sqrt{\rho-\tau}$.

Proof. We start by splitting $\mathbb{R}$ in three intervals $\left(-\infty, c_{1}\right],\left(c_{1}, c_{2}\right)$ and $\left[c_{2}, \infty\right)$, then we prove that on each interval the integral is finite.

Interval $\left(-\infty, c_{1}\right]$ : We apply a change of variable in $z_{1}$ and express $z_{2}=z_{1}+\left(c_{2}-c_{1}\right) / \sqrt{\rho-\tau}$. We let $s_{t}:=\left(c_{2}-c_{1}\right) / \sqrt{\rho-\tau}$ and call its minimum in $t$ as $s_{0}>0$. We get

$$
\begin{align*}
\int_{-\infty}^{c_{1}} I(x, t) d x & =\int_{0}^{+\infty} \frac{\left[\Phi^{\prime}\left(z_{1}\right)-\Phi^{\prime}\left(z_{1}+s_{t}\right)\right]^{2}}{\left[\Phi\left(z_{1}+s_{t}\right)-\Phi\left(z_{1}\right)\right]\left[\Phi\left(-z_{1}-s_{t}\right)+\Phi\left(z_{1}\right)\right]} d z_{1} \\
& =\int_{0}^{+\infty}\left(\frac{\left[\Phi^{\prime}\left(z_{1}\right)-\Phi^{\prime}\left(z_{1}+s_{t}\right)\right]^{2}}{\Phi\left(z_{1}+s_{t}\right)-\Phi\left(z_{1}\right)}+\frac{\left[\Phi^{\prime}\left(z_{1}\right)-\Phi^{\prime}\left(z_{1}+s_{t}\right)\right]^{2}}{\Phi\left(-z_{1}-s_{t}\right)+\Phi\left(z_{1}\right)}\right) d z_{1} \tag{10}
\end{align*}
$$

We continue by showing that both terms are finite. We first consider the first term.

$$
\begin{aligned}
\int_{0}^{+\infty} \frac{\left[\Phi^{\prime}\left(z_{1}\right)-\Phi^{\prime}\left(z_{1}+s_{t}\right)\right]^{2}}{\Phi\left(z_{1}+s_{t}\right)-\Phi\left(z_{1}\right)} d z_{1} & \leq \int_{0}^{+\infty} \frac{\left[\Phi^{\prime}\left(z_{1}\right)-\Phi^{\prime}\left(z_{1}+s_{t}\right)\right]^{2}}{\Phi\left(z_{1}+s_{0}\right)-\Phi\left(z_{1}\right)} d z_{1} \leq \int_{0}^{+\infty} \frac{\left[\Phi^{\prime}\left(z_{1}\right)\right]^{2}}{\Phi\left(z_{1}+s_{0}\right)-\Phi\left(z_{1}\right)} d z_{1} \\
& =\int_{0}^{1} \frac{\left[\Phi^{\prime}\left(z_{1}\right)\right]^{2}}{\Phi\left(z_{1}+s_{0}\right)-\Phi\left(z_{1}\right)} d z_{1}+\int_{1}^{+\infty} \frac{\left[\Phi^{\prime}\left(z_{1}\right)\right]^{2}}{\Phi\left(z_{1}+s_{0}\right)-\Phi\left(z_{1}\right)} d z_{1}
\end{aligned}
$$

The first integral is clearly bounded while, for the second one, we apply a comparison criteria with the function $f(z)=1 / z^{2}$, as follows

$$
\begin{aligned}
\lim _{z_{1} \rightarrow \infty} z_{1}^{2} \frac{\left[\Phi^{\prime}\left(z_{1}\right)\right]^{2}}{\Phi\left(z_{1}+s_{0}\right)-\Phi\left(z_{1}\right)} & =\lim _{z_{1} \rightarrow \infty} \frac{1}{\sqrt{2 \pi}} \frac{z_{1}^{2}\left[\exp \left(-z_{1}^{2} / 2\right)\right]^{2}}{\int_{z_{1}}^{z_{1}+s_{0}} \exp \left(-u^{2} / 2\right) d u} \\
& =\lim _{z_{1} \rightarrow \infty} \frac{1}{\sqrt{2 \pi}} \frac{2 z_{1}\left[\exp \left(-z_{1}^{2} / 2\right)\right]^{2}-2 z_{1}^{3}\left[\exp \left(-z_{1}^{2} / 2\right)\right]^{2}}{\exp \left(-\left(z_{1}+s_{0}\right)^{2} / 2\right)-\exp \left(-z_{1}^{2} / 2\right)} \\
& =\lim _{z_{1} \rightarrow \infty} \frac{1}{\sqrt{2 \pi}} \frac{2 z_{1} \exp \left(-z_{1}^{2} / 2\right)-2 z_{1}^{3} \exp \left(-z_{1}^{2} / 2\right)}{\exp \left(-z_{1} s_{0}\right) \exp \left(-s_{0}^{2} / 2\right)-1} \rightarrow 0 .
\end{aligned}
$$

In the second equality above, we used L'Hopital Rule and we conclude that the integral is finite on $(1,+\infty)$.
As for the second term in (10), we have the following bound,

$$
\begin{aligned}
\int_{0}^{+\infty} \frac{\left[\Phi^{\prime}\left(z_{1}\right)-\Phi^{\prime}\left(z_{1}+s_{t}\right)\right]^{2}}{\Phi\left(-z_{1}-s_{t}\right)+\Phi\left(z_{1}\right)} d z_{1} & \leq \int_{0}^{+\infty} \frac{\left[\Phi^{\prime}\left(z_{1}\right)-\Phi^{\prime}\left(z_{1}+s_{t}\right)\right]^{2}}{\Phi\left(z_{1}\right)} d z_{1} \leq 2 \int_{0}^{+\infty}\left[\Phi^{\prime}\left(z_{1}\right)-\Phi^{\prime}\left(z_{1}+s_{t}\right)\right]^{2} d z_{1} \\
& \leq 2 \int_{0}^{+\infty}\left[\Phi^{\prime}\left(z_{1}\right)\right]^{2} d z_{1}=\frac{1}{\sqrt{2}}
\end{aligned}
$$

Interval $\left[c_{2},+\infty\right)$ : We proceed in the same way as above, but now applying a change of variable in $z_{2}$.

$$
\begin{align*}
\int_{c_{2}}^{+\infty} I(x, t) d x & =\int_{-\infty}^{0} \frac{\left[\Phi^{\prime}\left(z_{2}-s_{t}\right)-\Phi^{\prime}\left(z_{2}\right)\right]^{2}}{\left[\Phi\left(z_{2}\right)-\Phi\left(z_{2}-s_{t}\right)\right]\left[\Phi\left(-z_{2}\right)+\Phi\left(z_{2}-s_{t}\right)\right]} d z_{2} \\
& =\int_{-\infty}^{0}\left(\frac{\left[\Phi^{\prime}\left(z_{2}-s_{t}\right)-\Phi^{\prime}\left(z_{2}\right)\right]^{2}}{\Phi\left(z_{2}\right)-\Phi\left(z_{2}-s_{t}\right)}+\frac{\left[\Phi^{\prime}\left(z_{2}-s_{t}\right)-\Phi^{\prime}\left(z_{2}\right)\right]^{2}}{\Phi\left(-z_{2}\right)+\Phi\left(z_{2}-s_{t}\right)}\right) d z_{2} \tag{11}
\end{align*}
$$

We show that both terms in (11) are finite. For the first one we have

$$
\int_{-\infty}^{0} \frac{\left[\Phi^{\prime}\left(z_{2}-s_{t}\right)-\Phi^{\prime}\left(z_{2}\right)\right]^{2}}{\Phi\left(z_{2}\right)-\Phi\left(z_{2}-s_{t}\right)} d z_{2} \leq \int_{-\infty}^{0} \frac{\left[\Phi^{\prime}\left(z_{2}-s_{t}\right)-\Phi^{\prime}\left(z_{2}\right)\right]^{2}}{\Phi\left(z_{2}\right)-\Phi\left(z_{2}-s_{0}\right)} d z_{2} \leq \int_{-\infty}^{0} \frac{\left[\Phi^{\prime}\left(z_{2}\right)\right]^{2}}{\Phi\left(z_{2}\right)-\Phi\left(z_{2}-s_{0}\right)} d z_{2}
$$

and applying the same reasoning as before, we conclude that the integral is finite. Then for the second term we have

$$
\int_{-\infty}^{0} \frac{\left[\Phi^{\prime}\left(z_{2}-s_{t}\right)-\Phi^{\prime}\left(z_{2}\right)\right]^{2}}{\Phi\left(-z_{2}\right)+\Phi\left(z_{2}-s_{t}\right)} d z_{2} \leq \int_{-\infty}^{0} \frac{\left[\Phi^{\prime}\left(z_{2}-s_{t}\right)-\Phi^{\prime}\left(z_{2}\right)\right]^{2}}{\Phi\left(-z_{2}\right)} d z_{2} \leq 2 \int_{-\infty}^{0}\left[\Phi^{\prime}\left(z_{2}\right)\right]^{2} d z_{2}=\frac{1}{\sqrt{2}}
$$

Interval $\left(c_{1}, c_{2}\right)$ : We proceed by applying a change of variable, and we arbitrarily choose to do it in the variable $z_{2}$. We get

$$
\begin{equation*}
\int_{c_{1}}^{c_{2}} I(x, t) d x=\int_{0}^{s_{t}} \frac{\left[\Phi^{\prime}\left(z_{2}\right)-\Phi^{\prime}\left(z_{2}-s_{t}\right)\right]^{2}}{\Phi\left(z_{2}\right)-\Phi\left(z_{2}-s_{t}\right)}+\frac{\left[\Phi^{\prime}\left(z_{2}\right)-\Phi^{\prime}\left(z_{2}-s_{t}\right)\right]^{2}}{\Phi\left(-z_{2}\right)+\Phi\left(z_{2}-s_{t}\right)} d z_{2} \tag{12}
\end{equation*}
$$

and again we show that both integrals in (12) are bounded. For the first integral we have

$$
\begin{aligned}
\int_{0}^{s_{t}} \frac{\left[\Phi^{\prime}\left(z_{2}\right)-\Phi^{\prime}\left(z_{2}-s_{t}\right)\right]^{2}}{\Phi\left(z_{2}\right)-\Phi\left(z_{2}-s_{t}\right)} d z_{2} & =2 \int_{0}^{s_{t} / 2} \frac{\left[\Phi^{\prime}\left(z_{2}\right)-\Phi^{\prime}\left(z_{2}-s_{t}\right)\right]^{2}}{\Phi\left(z_{2}\right)-\Phi\left(z_{2}-s_{t}\right)} d z_{2} \leq 2 \int_{0}^{s_{t} / 2} \frac{\left[\Phi^{\prime}\left(z_{2}\right)\right]^{2}}{\Phi\left(z_{2}\right)-\Phi\left(z_{2}-s_{0}\right)} d z_{2} \\
& \leq 2 \int_{0}^{\infty} \frac{\left[\Phi^{\prime}\left(z_{2}\right)\right]^{2}}{\Phi\left(z_{2}\right)-\Phi\left(z_{2}-s_{0}\right)} d z_{2}
\end{aligned}
$$

where the first equality holds because the function we are integrating is symmetric with respect $s_{t} / 2$. The last integral is finite as it is trivially so on $[0,1]$ and using a comparison criteria with the function $f(z)=1 / z^{2}$
it is also integrable on $[1,+\infty]$. In a similar way we analyze the second integral in (12) and by symmetry of the function with respect to the $s_{t} / 2$ we get

$$
\int_{0}^{s_{t}} \frac{\left[\Phi^{\prime}\left(z_{2}\right)-\Phi^{\prime}\left(z_{2}-s_{t}\right)\right]^{2}}{\Phi\left(-z_{2}\right)+\Phi\left(z_{2}-s_{t}\right)} d z_{2}=2 \int_{0}^{s_{t} / 2} \frac{\left[\Phi^{\prime}\left(z_{2}\right)-\Phi^{\prime}\left(z_{2}-s_{t}\right)\right]^{2}}{\Phi\left(-z_{2}\right)+\Phi\left(z_{2}-s_{t}\right)} d z_{2}
$$

Then we compute the following bound

$$
\begin{aligned}
\Phi^{\prime}\left(z_{2}\right)-\Phi^{\prime}\left(z_{2}-s_{t}\right) & =\frac{1}{\sqrt{2 \pi}}\left[\exp \left(-\frac{z_{2}^{2}}{2}\right)-\exp \left(-\frac{\left(z_{2}-s_{t}\right)^{2}}{2}\right)\right]=\frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{z_{2}^{2}}{2}\right)\left[1-\exp \left(-\frac{s_{t}^{2}-2 z_{2} s_{t}}{2}\right)\right] \\
& \leq \frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{z_{2}^{2}}{2}\right)
\end{aligned}
$$

where the last inequality holds because $s_{t}^{2}-2 z_{2} s_{t} \geq 0$ as $0 \leq z_{2} \leq s_{t} / 2$.

$$
\begin{aligned}
\int_{0}^{s_{t}} \frac{\left[\Phi^{\prime}\left(z_{2}\right)-\Phi^{\prime}\left(z_{2}-s_{t}\right)\right]^{2}}{\Phi\left(-z_{2}\right)+\Phi\left(z_{2}-s_{t}\right)} d z_{2} & \leq \sqrt{\frac{2}{\pi}} \int_{0}^{s_{t} / 2} \frac{\exp \left(-z_{2}^{2}\right)}{\Phi\left(-z_{2}\right)+\Phi\left(z_{2}-s_{t}\right)} d z_{2} \leq \int_{0}^{s_{t} / 2} \frac{\exp \left(-z_{2}^{2}\right)}{\Phi\left(-z_{2}\right)} d z_{2} \\
& \leq \int_{0}^{1} \frac{\exp \left(-z_{2}^{2}\right)}{\Phi\left(-z_{2}\right)} d z_{2}+\int_{1}^{+\infty} \frac{\exp \left(-z_{2}^{2}\right)}{\Phi\left(-z_{2}\right)} d z_{2}
\end{aligned}
$$

The first integral is trivially bounded. For the second to be bounded, we apply a comparison criteria with the function $f(z)=1 / z^{2}$. Putting together the given bounds we may bound the integral in (12) and the proof is finished.

We can now state the main result that solves the Conjecture 4.9 of [1].
Theorem 3. When $\mathbf{L}=\mathbb{1}\left\{P_{1}(1) \in\left[p_{1}, p_{2}\right)\right\}$, the value of the insider information is finite, that is $V_{1}^{\mathbb{G}}<\infty$.
Proof. By using the expression of $\alpha$, given in [1, Equation (4.25)], we have

$$
\boldsymbol{E}\left[\alpha^{2}(t)\right]=\frac{\sigma^{2}(t)}{2 \pi \sqrt{\rho-\tau} \sqrt{2 \pi \tau}} \int_{\mathbb{R}} I(x, t) e^{-x^{2} / 2} d x
$$

where $I(x, t)$ is defined in (9). By (7), it is enough to prove that, for some constant $K>0$,

$$
\boldsymbol{E}\left[\alpha^{2}(t)\right] \leq \frac{K}{\sqrt{t(1-t)}}
$$

This follows by applying Lemma 2 and noticing that, by the standing assumption that $0<s_{1} \leq \sigma(u) \leq s_{2}$ for some $s_{1}, s_{2} \in \mathbb{R}^{+}$and $u \in[0,1]$, we have that

$$
s_{1}(1-t)<\rho-\tau=\int_{t}^{1} \sigma^{2}(u) d u<s_{2}(1-t)
$$

[1] Pikovsky, I. and Karatzas, I. (1996). Anticipative Portfolio Optimization. Adv. Appl. Prob. 28, 1095-1122.
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