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#### Abstract

The main objective of this dissertation is to provide Unmanned Aerial Vehicles (UAVs) with a robust navigation system; in order to allow the UAVs to perform complex tasks autonomously and in real-time. The proposed algorithms deal with solving the navigation problem for outdoor as well as indoor environments, mainly based on visual information that is captured by monocular cameras. In addition, this dissertation presents the advantages of using the visual sensors as the main source of data, or complementing other sensors in providing useful information; in order to improve the accuracy and the robustness of the sensing purposes.

The dissertation mainly covers several research topics based on computer vision techniques: (I) Pose Estimation, to provide a solution for estimating the 6D pose of the UAV. This algorithm is based on the combination of SIFT detector and FREAK descriptor; which maintains the performance of the feature points matching and decreases the computational time. Thereafter, the pose estimation problem is solved based on the decomposition of the world-to-frame and frame-to-frame homographies. (II) Obstacle Detection and Collision Avoidance, in which, the UAV is able to sense and detect the frontal obstacles that are situated in its path. The detection algorithm mimics the human behaviors for detecting the approaching obstacles; by analyzing the size changes of the detected feature points, combined with the expansion ratios of the convex hull constructed around the detected feature points from consecutive frames. Then, by comparing the area ratio of the obstacle and the position of the UAV, the method decides if the detected obstacle may cause a collision. Finally, the algorithm extracts the collision-free zones around the obstacle, and combining with the tracked waypoints, the UAV performs the avoidance maneuver. (III) Navigation Guidance, which generates the waypoints to determine the flight path based on environment and the situated obstacles. Then provide a strategy to follow the path segments and in an efficient way and perform the flight maneuver smoothly. (IV) Visual Servoing, to offer different control solutions


(Fuzzy Logic Control (FLC) and PID), based on the obtained visual information; in order to achieve the flight stability as well as to perform the correct maneuver; to avoid the possible collisions and track the waypoints.

All the proposed algorithms have been verified with real flights in both indoor and outdoor environments, taking into consideration the visual conditions; such as illumination and textures. The obtained results have been validated against other systems; such as VICON motion capture system, DGPS in the case of pose estimate algorithm. In addition, the proposed algorithms have been compared with several previous works in the state of the art, and are results proves the improvement in the accuracy and the robustness of the proposed algorithms.

Finally, this dissertation concludes that the visual sensors have the advantages of lightweight and low consumption and provide reliable information, which is considered as a powerful tool in the navigation systems to increase the autonomy of the UAVs for real-world applications.

## Resumen

El objetivo principal de esta tesis es proporcionar Vehículos Aéreos no Tripulados (UAVs) con un sistema de navegación robusto, para permitir a los UAVs realizar tareas complejas de forma autónoma y en tiempo real. Los algoritmos propuestos tratan de resolver problemas de la navegación tanto en ambientes interiores como al aire libre basándose principalmente en la información visual captada por las cámaras monoculares. Además, esta tesis doctoral presenta la ventaja de usar sensores visuales bien como fuente principal de datos o complementando a otros sensores en el suministro de información útil, con el fin de mejorar la precisión y la robustez de los procesos de detección.

La tesis cubre, principalmente, varios temas de investigación basados en técnicas de visión por computador: (I) Estimación de la Posición y la Orientación (Pose), para proporcionar una solución a la estimación de la posición y orientación en 6D del UAV. Este algoritmo se basa en la combinación del detector SIFT y el descriptor FREAK, que mantiene el desempeño del a función de puntos de coincidencia y disminuye el tiempo computacional. De esta manera, se soluciona el problema de la estimación de la posición basándose en la descomposición de las homografías mundo a imagen e imagen a imagen. (II) Detección obstáculos y elusión colisiones, donde el UAV es capaz de percibir y detectar los obstáculos frontales que se encuentran en su camino. El algoritmo de detección imita comportamientos humanos para detectar los obstáculos que se acercan, mediante el análisis de la magnitud del cambio de los puntos característicos detectados de referencia, combinado con los ratios de expansión de los contornos convexos construidos alrededor de los puntos característicos detectados en frames consecutivos. A continuación, comparando la proporción del área del obstáculo y la posición del UAV, el método decide si el obstáculo detectado puede provocar una colisión. Por último, el algoritmo extrae las zonas libres de colisión alrededor del obstáculo y combinándolo con los puntos de referencia, el UAV realiza la maniobra de evasión. (III) Guiado de
navegación, que genera los puntos de referencia para determinar la trayectoria de vuelo basada en el entorno y en los obstáculos detectados que encuentra. Proporciona una estrategia para seguir los segmentos del trazado de una manera eficiente y realizar la maniobra de vuelo con suavidad. (IV) Guiado por Visión, para ofrecer soluciones de control diferentes (Control de Lógica Fuzzy (FLC) y PID), basados en la información visual obtenida con el fin de lograr la estabilidad de vuelo, así como realizar la maniobra correcta para evitar posibles colisiones y seguir los puntos de referencia.

Todos los algoritmos propuestos han sido verificados con vuelos reales en ambientes exteriores e interiores, tomando en consideración condiciones visuales como la iluminación y las texturas. Los resultados obtenidos han sido validados con otros sistemas: como el sistema de captura de movimiento VICON y DGPS en el caso del algoritmo de estimación de la posición y orientación. Además, los algoritmos propuestos han sido comparados con trabajos anteriores recogidos en el estado del arte con resultados que demuestran una mejora de la precisión y la robustez de los algoritmos propuestos.

Esta tesis doctoral concluye que los sensores visuales tienen las ventajes de tener un peso ligero y un bajo consumo y, proporcionar información fiable, lo cual lo hace una poderosa herramienta en los sistemas de navegación para aumentar la autonomía de los UAVs en aplicaciones del mundo real.
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## CHAPTER

## Introduction

Unmanned Aerial Vehicle (UAV), Remotely Piloted Aerial System (RPAS) or what is commonly known as a drone is the term that describes the aircraft platform without a human pilot on-board. UAV can be either teleoperated remotely by the pilot in the Ground Control Station (GCS) or autonomously using the on-board sensors mounted on it, following preprogrammed operations. However, this terminology not only refers to the vehicle itself, but also to all of the supporting hardware and software; including sensors, micro-controllers, ground stations, communication protocols and user interfaces [38].

There are many classification schemes that have been presented in order to categorize the UAVs, however, there is no unique scheme of classification. These schemes are based on a large number of different characteristics; such as drone mass, size, mission range, operation altitude, operation duration, Mean Take off Weight (MTOW), flying principle, propulsion mode, operation condition, drone capability and combination of these characteristics.

Figure 1.1 shows the three main categories and models of UAVs based on its body shape and flying principles. In addition, the advantages and disadvantages and the purposes of each category of the UAVs are summarized in Table 1.1.


Figure 1.1 UAV Models.

One of the detailed and widely used schemes has been proposed by [302], as shown in Table 1.2. In which, the UAVs are classified based on the mass, range, altitude, and endurance.
Table 1.1 Advantages and Disadvantages of the UAVs Categories

| Category | Advantages | Disadvantages | Purposes | Price (€) |
| :---: | :---: | :---: | :---: | :---: |
| Fixed-Wing | - Long endurance <br> - Large area coverage <br> - Fast flight speed | - Require a space for Take-off and Landing <br> - Disability of VTOL and hover <br> - Require more training <br> - Expensive | - Aerial Mapping <br> - Pipeline and Power line inspection <br> - Agricultural purposes <br> - Surveillance <br> - Racing | 50-120000 |
| Fixed-Wing Hybrid | - VTOL <br> - long-endurance flight | - In development | - Delivery <br> - Aerial Mapping | TDB |
| Single-Rotor | - VTOL and hover flight <br> - Long endurance <br> - More payload capability | - More dangerous <br> - Require more training <br> - Expensive | - Aerial Photography <br> - Surveillance | 50-120000 |
| Multi-Rotor | - Accessibility <br> - Ease of use <br> - VTOL and hover flight <br> - High flight stability <br> - Small area maneuvers | - Short endurance <br> - Limited payload capacity | - Aerial Photography <br> - Infrastructure inspection <br> - Surveillance <br> - Racing | 50-65000 |

Table 1.2 Classification of UAVs based on Mass, Range, Altitude and Endurance (SOURCE [302])

| Category | $\begin{gathered} \text { Mass } \\ \mathbf{( k g )} \end{gathered}$ | Range (km) | Flight altitude (m) | Endurance <br> (h) |
| :---: | :---: | :---: | :---: | :---: |
| Micro | <5 | $<10$ | 250 | 1 |
| Mini | $<20 / 25 / 30 / 150^{\text {a }}$ | $<10$ | 150/250/300 |  |
| Tactical |  |  |  |  |
| Close range (CR) | 25-150 | 10-30 | 3000 | 2-4 |
| Short Range (SR) | 50-250 | 30-70 | 3000 | 3-6 |
| Medium Range (MR) | 150-500 | 70-200 | 5000 | 6-10 |
| MR endurance (MRE) | 500-1500 | >500 | 8000 | 10-18 |
| Low altitude deep penetration (LADP) | 250-2500 | >250 | 50-9000 | 0.5-1 |
| Low altitude long endurance (LALE) | 15-25 | >500 | 3000 | >24 |
| Medium altitude long endurance (MALE) | 1000-1500 | >500 | 3000 | 24-48 |
| Strategic |  |  |  |  |
| High altitude long endurance (HALE) | 2500-5000 | >2000 | 20000 | 24-48 |
| Stratospheric (Strato) | $>2500$ | >2000 | >20000 | >48 |
| Exo-stratospheric (EXO) | TBD | TBD | >30500 | TBD |
| Special task |  |  |  |  |
| Unmanned Combat AV (UCAV) | >1000 | 1500 | 12000 | 2 |
| Lethal (LET) | TBD | 300 | 4000 | 3-4 |
| Decoys (DEC) | 150-250 | 0-500 | 50-5000 | <4 |

${ }^{\text {a }}$ Varies with national legal restrictions.

Moreover, another scheme based on MTOW and the ground impact risk has been proposed by [81], as shown in Table 1.3.

Although UAVs were designed and supported originally for the defense and military purposes; such as aerial attacks or military air cover, to avoid the risk of human lives. During the last decade, with the developments in microelectronics and
the increase in the computing efficiency, Small Unmanned Aerial Vehicles (SUAVs) and Micro Unmanned Aerial Vehicles (MAVs) have encountered a significant focus among the robotics research community.

Table 1.3 Classification of UAVs based on the MTOW and the ground impact risk (SOURCE [81])

| Category <br> Number | T | MTOW | Name | Note |
| :---: | :---: | :---: | :---: | :---: |
| 0 | $10^{2}$ | Less than 1 kg | Micro | - Most countries do not regulate this category since these vehicles pose minimal threat to human life or property. |
| 1 | $10^{3}$ | Up to 1 kg | Mini | - These two categories roughly correspond to $\mathrm{R} / \mathrm{C}$ model aircraft |
| 2 | $10^{4}$ | Up to 13.5 kg | Small |  |
| 3 | $10^{5}$ | Up to 242 kg | Light/ ultralight | - Airworthiness certification for this category may be based either on ultralights (FAR bart 103), LSA ${ }^{c}$ (Order 8130), or even normal aircraft (FAR Part 23) |
| 4 | $10^{6}$ | Up to 4332 kg | Normal | - Based on MTOW these vehicles correspond to normal aircraft (FAR Part 23) |
| 5 | $10^{7}$ | Over 4332 kg | Large | - These vehicles best correspond to the transport category (FAR Part 25) |

[^0]Moreover, due to their ability to operate in remote, dangerous and dull situations, especially helicopters and Vertical Take-Off and Landing (VTOL) rotor-craft systems; for example quad/hexa/octo-rotors, they are increasingly used in several civil and scientific applications; such as surveying and mapping, rescue operation
in disasters [4, 97], spatial information acquisition, buildings inspection [16, 68, 99], data collection from inaccessible areas, geophysics exploration [102, 150], traffic monitoring [151], animal protection ${ }^{1}$ [324], agricultural crops monitoring [25], manipulation and transportation ${ }^{2}$ [222] or navigation purposes [43, 78, 303].

Nowadays, with the current technology and the variety and the complexity of the tasks, modern UAVs aim at higher levels of autonomy and performing flight stabilization. The main part of an autonomous UAV is the navigation system and its supporting subsystems. The autonomous navigation system utilizes information from various subsystems in order to achieve three essential tasks: to estimate the pose of the UAV (position and orientation) (Localization), to identify obstacles in the surrounding and act in consequence in order to avoid them (Obstacle detection and avoidance), and to send commands to stabilize the attitude and follow guidance objectives (Control loop).

The difficulty appears due to working with SUAVs or MAVs; such as Ar.Drone Parrot ${ }^{3}$, DJI Pantom series ${ }^{4}$, AscTec Hummingbird ${ }^{5}$, Voyager $3{ }^{6}$, 3DR SOLO ${ }^{7}$ or TALI H500 ${ }^{8}$, that is due to the Size, Weight and Power (SWaP) constraints That is because of the size of these vehicles is getting smaller (few centimeters) and the weight is getting lighter (few grams), which leads to a significant limitation in the payload capabilities and the power consumption. Therefore, with these properties, mounting on-board sensors that are helpful for the navigation purposes is considered a challenging problem.

In outdoor operations, most of the navigation systems are based on Global Positioning System (GPS) [139, 160, 294] to locate their position. In these systems, the precision depends directly on the number of the satellites connected. However, the Global Positioning System (GPS)-based systems do not provide reliable solutions in GPS-denied environments; such as urban areas, forests, canyons or low altitude flights that can reduce the satellite visibility. Furthermore, in other scenarios, like indoor operations, GPS loses totally its efficiency because of the absence of the information.

[^1]UAVs need a robust positioning system to avoid catastrophic control actions, which can be caused by errors in the position estimation, so that, different approaches are proposed to solve this problem. Using the information provided by the GPS combined with the data obtained by the Inertial Navigation System (INS) is one of the most popular approaches, at which, the data of the INS and the GPS are fused together to minimize the position error [23,37, 235, 334]. However, two main drawbacks appeared of this approach: First, the dependency on external satellite signals, and second, the lack of precision of the estimated position, which is based on the INS data.

Therefore, some specific solutions have been provided such as using radar [253] or laser sensor [51, 123]. However, these sensors require more payload capabilities and higher power consumption. On the other hand, other approaches use some expensive external localization systems such as VICON systems [51, 218, 222] in order to capture the motion of the UAV in the case of indoor environments.

Owing to its capability to provide detailed information about the surrounding environments, computer vision algorithms and visual sensors play a vital role as the main solution in indoor and outdoor scenarios [45, 150, 169, 230]. In addition, visual sensors can be used as stand-alone sensors or combined with other sensors to improve the accuracy and robustness of the navigation system.

Visual sensors, such as cameras, have the advantage of lightweight, low power consumption and relatively low-cost. In addition, visual sensors, provide rich information of the environment, which can be processed and applied to real-time applications. However, the accuracy of these approaches depends on different factors; such as images resolution, capturing time, viewing angle, illumination, different structures of aerial images and reference data.

From these aspects, this dissertation presents visual navigation system based on the on-board monocular cameras. At which, pose estimation, obstacle detection, avoidance decision, and control algorithms are proposed. This navigation system provides robust solution for UAVs in real-time for both outdoor and indoor scenarios.

### 1.1 Problem Statement

Because of the behavior of the missions and the types of the tasks and the applications of the UAVs and the complexity of the maneuvers required, there is a neces-
sity of increasing the capabilities of the navigational systems of the UAVs with high levels of robustness and accuracy.

Autonomous navigational systems in unknown and GPS-denied environments are still an open research problem. Moreover, this problem is getting more challenging with the MAVs due to the limitation in the power and payload constraints. Therefore, using visual sensors such are cameras for the navigation purposes are often preferable.

The problem of understanding the world in its three dimensions using visual sensors is very challenging and critical. Different researchers tend to work with stereo cameras; such as Bumblebee series ${ }^{9}$, ZED ${ }^{10}$ or DUO series ${ }^{11}$ in order to estimate the three dimensions information of the surrounding environment. However, using stereo cameras on MAVS constrains the length of the baseline, which in turn reduces the accuracy of depth estimation.

Another proposed solution is working with RGB-D sensors; such as Microsoft Kinect $360^{12}$, Kinect $V 2{ }^{13}$, Asus Xtion ${ }^{14}$, or Structure Sensor ${ }^{15}$ in order to deal with the problem of the depth estimation [29, 30, 156, 174, 267, 277, 301]. These sensors work well in indoor environments. However, the problem appears of working in outdoor environments, because this type of sensors is based on the projection and analyzing a speckle pattern of the Infrared (IR), which faults and provides unreliable information in outdoor environments.

Moreover, the relatively high cost (stereo cameras), heavy weight and large size of these sensors do not make it practical to be used with MAVs.

On the other hand, due to its light weight and low power consumption and the rich information that obtain, monocular cameras are considered as a powerful sensor used in both indoor and outdoor environments.

From this point of view, this dissertation deals with solving the navigation problem of UAVs for indoor and outdoor environments based mainly on monocular vision algorithms, by designing and implementing a robust and efficient positioning system for indoor and outdoor environments with the capabilities of avoiding any unexpected actions. The proposed vision-based navigation system is discussed in

[^2]four topics:

- Monocular Vision-based Pose Estimation:
- Provides a solution to localize and estimate the UAV position and orientation in the three dimensional world.
- Monocular Vision-based Obstacle Detection and Avoidance
- Provides a solution for detecting the approaching obstacles and estimates the position of the obstacle in front of the UAV to take the best decision and avoid the collision with it.
- Navigation Guidance
- Provides a solution for generating and tracking the waypoints, in order to deal with the path planning problem, for the autonomous flights purposes.


## - Visual Servoing

- Provides a robust controller based on the visual information as inputs in order to maintain the stability of the UAV, and sends commands for certain maneuvers.


### 1.2 Dissertation Proposals

The main objective of this dissertation is to propose a robust navigation system for UAVs, which is feasible and efficient for indoor and outdoor environments. As shown in Figure 1.2, the whole system is divided into two main parts: Visionbased Navigation Guidance to solve the localization and obstacle detection; and Motion Control to deal with the flight control problem. The proposed algorithms are implemented for the following objectives:

- Estimates the position $(x, y, z)$ and orientation $(\phi, \theta, \psi)$ of the UAV by solving the different homographies world-to-frame and frame-to-frame, using the 2D images captured by a single downward-looking camera. This system is based on the SIFT detector and FREAK descriptor combination, which can increases the performance of feature matching and tracking, and decrease the computational time.

Figure 1.2 General overview of the Proposed System.
- Proposes a bio-inspired method that mimics the human behavior of analyzing the size states of the approaching obstacles using monocular camera. This method is divided into two main stages: Vision-based Navigation Guidance, where the obstacle detection algorithm is performed based on the obtained information from the images captured from the frontal camera; and Motion Control, where the avoidance decision is estimated and send the control commands to the UAV.
- Presents an approach in order to perform autonomous flights from the start point to the destination. The presented approach is divided into two stages; Path Planning: a robust guidance algorithm, that generates the waypoints to determine the flight path based on environment, and the situated obstacles. Waypoint Tracking: a strategy of following and swapping the generated waypoints efficiently.
- Implements Fuzzy Logic Control (FLC) based mainly on the vision information and combined with data from other on-board sensors; such as Inertial Measurement Unit (IMU), GPS and ultrasonic; in order to deal with the mission of waypoint tracking, obstacle avoidance actions, and the flight stability.


### 1.3 Dissertation Contributions and Outline

This dissertation demonstrates the efficiency and the performance of the computer vision algorithms that are used in UAVs. In the dissertation, different vision-based algorithms are proposed to solve the problems of pose estimation, obstacle detection, collision avoidance and flight control. This is, in order to improve the navigation systems for autonomous UAVs in indoor and outdoor environments.

The contributions are detailed within the organization of this dissertation as follows:

- Chapter 2: State-of-the-Art
- A literature review of the computer vision-based navigation systems algorithms and techniques is presented in this chapter. This detailed review will focus on the algorithms related to the Pose Estimation, Obstacle Detection, Collision Avoidance and Visual Control applied on UAVs.


## - Chapter 3: Monocular Vision-based Pose Estimation

- This chapter presents the feature-based pose estimation algorithm, and divided into main parts:
* Present a performance evaluation of the two robust feature detection and description algorithms (SIFT and SURF), with the effect of combining the FREAK descriptor. In addition, the results show the best choice of detector and descriptor to be used in real-time navigation systems with high level of accuracy.
* Homographies formulation (frame-to-frame and world-to-frame), translation and rotation matrices extraction, and the six Degrees Of Freedoms (DOFs) pose estimation are explained.
- Results of the proposed algorithm are presented with a comparison to DGPS in outdoor and VICON system in indoor environments.
- Chapter 4: Monocular Vision-based Obstacle Detection
- Presents the bio-inspired algorithm for the detection process. Where, the presence and the position of the approaching frontal obstacles are estimated, based on the analysis of the size expansion ratios from a sequence of two-dimensional frames.
- Describes the combined mission of the waypoint tracking and the avoidance algorithm. Based on the UAV position, next waypoint, and the position of the detected obstacle, the UAV is able to take the action accurately to avoid the possible collision.
- Chapter 5: Visual Servoing for UAVs
- Introduces the flight stability control based on fuzzy logic controller. This controller improves the stability of the UAV in hovering mode, and the maneuver control for waypoint tracking based mainly on the data estimated from the camera, and the data obtained by the other sensors.
- Presents a collision avoidance algorithm based on PID control, in order to change the direction of the UAV once a frontal obstacle is detected, thereafter recalculate the new position to return to the original path.


## - Chapter 6: Conclusions and Future Work

- Summarizes the final conclusion of the proposed algorithms for the navigation system, and discusses the possibilities of the future works.


## CHAPTER

## State-of-the-Art

Computer vision plays a vital role in the most of the Unmanned Aerial Vehicles applications ${ }^{1}$. These applications vary from a simple aerial photography, to very complex tasks; such as rescue operations, aerial refueling or inspections. All of these tasks require high level of accuracy in order to provide reliable decision and maneuver tasks.

Aerial imagery or aerial filming is considered as one of the basic and demanding applications; such as filming sports games ${ }^{2}$, events ${ }^{3}$ or even weddings ${ }^{4}$.

[^3]Recently, with the advances in computer vision algorithms, technologies and sensors, the concept of using aerial images just for photography and filming was changed to be used widely in more complex applications; such as thematic and topographic mapping of the terrain [8, 77, 184, 199, 292]; exploration of un reachable areas such as islands [332], rivers [254], forests [78, 338] or oceans [289, 290]; surveillance purposes [112, 119, 186, 274]; and search and rescue operations after catastrophes [97, 171, 307].

Another widely demanded application that takes the advantages of the aerial imagery over the traditional sensing, is the traffic monitoring [151, 252]. Traffic monitoring using UAVs includes the estimation of the traffic flow behavior [130, 162], traffic speed [153], roads state [191, 351], in addition to the emergencies and car accidents [250].

Furthermore, wide variety of different autonomous applications have been presented; such as autonomous take-off and landing [54,113,147,178, 265], autonomous aerial refueling [ $1,56,321,325,331$ ], autonomous tracking [ $3,190,211,350$ ] or autonomous route planning [119, 168, 266, 327, 328], where high levels of accuracy of localization, detection and tracking are required.

Several surveys that cover different computer vision concepts, techniques and applications that are related to UAVs are presented in [57] (visual servoing), [193] (aerial surveillance and multi-UAV cooperation), [4] (disaster research), [151] (traffic monitoring), and [339] (forest fire monitoring).

This chapter presents a literature review of the UAV applications, the algorithms and the techniques that are mainly based on the computer vision applied on the UAVs. In addition, demonstrates the efficiency of the visual devices as a main or complementary sensor, that provides information about the environment for the purposes of the UAVs navigation systems.

With this increase in the levels of autonomy, flight stabilization and the complexity of the tasks, robust and efferent navigation system is required. This dissertation focuses on the navigation systems that are based on the visual information obtained by monocular cameras. The navigation systems is divided into three main subsystems: Pose estimation which aims to estimate the position and the attitude of the UAV in two and three dimensional representations, Obstacle detection and avoidance that detects and feeds back the position of the obstacles that are situated in the path of the UAV, and finally the Visual servoing subsystem, at which, the maneuver commands are managed and sent in order to maintain the flight stability
and following the path.
The following sections discuss the evaluation of vision-based algorithms, methods and techniques that are related to the UAVs navigation systems in the last decade. In addition, it presents the most modern and demanded applications that are based on computer vision.

### 2.1 Vision-based Autonomous Applications for UAVs

The fields of computer vision and image processing have shown a powerful tool in different applications for UAVs. Autonomous UAVs applications are an interesting area, but at the same time are considered as a challenging subject. Among these applications, this literature throws light on the autonomous applications for takeoff and landing, surveillance and security, aerial refueling, and inspection as shown in Table 2.1.

### 2.1.1 Autonomous Landing

Autonomous Take-off and Landing is a fundamental task not only for VTOL vehicles [72, 110] but also for fixed wings UAVs [137, 154]. For vision-based take-off and landing, different solutions have been proposed in order to deal with this problem [75, 131, 178, 323].

In [39], an implementation method, based on backstepping controller for autonomous take-off and landing, on stationary landing-pad was presented. In this method, a Kalman filter was used to fuse the data from the IMU and GPS to estimate the attitude and the speed of the quadcopter. In addition, a Light Detection And Ranging (LIDAR) sensor was used instead of the spatial device, to measure the distance of the landing-pad to the quadcopter. The results show the capability of the quadcopter to perform autonomous take-off and landing. However, the system suffers from the lack of accuracy in determining the attitude of the quadcopter, this is due to the error generated in the IMU and GPS measurements.

Wenzel et al. introduced a solution using Wii IR camera [317]. The concept of this approach is to detect four lights LEDs pattern situated on a mobile robot. However, the system is able to track the landing pattern, but the use of IR camera has several limitations; such as that the system cannot be applicable in outdoor flights because of the sensor sensibility to the sunlight. Furthermore, the system has maximum

Table 2.1 Autonomous UAVs applications based on computer vision

| Application | Description | Purpose | Related Work |
| :---: | :---: | :---: | :---: |
| Autonomous Landing | Take-off and Landing | VTOL | $\begin{aligned} & {[39,59,75,106,131,} \\ & 137,147,178,317,329] \end{aligned}$ |
|  |  | Fixed Wing | $\begin{aligned} & {[80,159,166,167,231} \\ & 247,249] \end{aligned}$ |
| Autonomous Surveillance | Using aerial imaginary for monitoring and vigilance purposes | Traffic | [79, 130, 153, 162, 252] |
|  |  | Agricultural crop | [25, 236, 299] |
|  |  | Animal protection | [312, 324] |
|  |  | Other | [129, 274, 336] |
| Aerial Refueling | Refueling the aircrafts during the flight by using a tanker aircraft | Boom-andReceptacle | $\begin{aligned} & {[64,88,208,318,330,} \\ & 340,341] \end{aligned}$ |
|  |  | Probe-andDrogue | $\begin{aligned} & {[32,213,214,260,288,} \\ & 322,325] \end{aligned}$ |
| Inspection | Inspecting the damages and collapses in the surfaces of the infrastructures for monitoring and maintenance purposes | Buildings | $\begin{aligned} & {[16,52,69,99,238,} \\ & 246] \end{aligned}$ |
|  |  | Bridges | [62, 126, 221] |
|  |  | Wind turbines | [132, 285, 286] |
|  |  | Power lines | [26, 40, 58, 87] |
| Search and Rescue | Gather information in disaster and hazardous sites |  | $\begin{aligned} & {[5,83,97,233,293,} \\ & 320] \end{aligned}$ |
| Mapping | Collecting topographical, thematic and geospatial data |  | [8, 77, 102, 118, 125, 184, 199, 236, 248, 292, 332] |

detection region up to 2.5 m because of the limitation of the IR cameras.
Another vision-based cooperation between a UAV and an Unmanned Ground Vehicle (UGV) has been presented in [138]. At which, RGB camera is used to detect the landmark instead of using IR sensor like in [317]. This approach used Hough Transform to detect 20 cm radius circular landmark attached to the mobile robot. Then the detected circle is restricted by a square shape in order to estimate the center. Finally, a closed-loop Proportional-Integral-Derivative (PID) is applied to perform the control of the UAV.

Working with fixed-wing UAVs, Muskardin et al. proposed a cooperative control approach of autonomous landing on a mobile ground vehicle [231]. The concept of this approach aimed to eliminate the use of the landing gear required for
the fixed-wing UAV. In this system, an Real Time Kinematic (RTK)-GPS and IMU sensors are used to estimate the pose and the speed of both vehicles, the UAV equipped by a downward-looking camera to detect and track the landing-pad, and the ground vehicle is equipped by optical markers. In addition, a feedback controller is applied in order to coordinate the motion of both vehicles, and to send velocity commands to both controllers.

In [106], an image-based visual control, coupled with a GPS navigation system have been presented to deal with the problem of autonomous landing on moving UGV. In this system, the attitude of the UAV is estimated using the GPS data, and the distance between the landing-pad and the UAV is determined based on the processed images. The landing-pad is made up of two parts; a $0.6 \times 0.6 m$ pattern to be detected from high altitudes, and a $0.2 \times 0.2 \mathrm{~m}$ QR code to guide the UAV when it flies near to the landing-pad. The results show that the system solved the problem of detecting the landing-pad in high or low altitudes, however, the system used the internal controller of the micro-controller. Furthermore, all the experiments were limited to simulations.

Multi-scale Oriented FAST and Rotated BRIEF (ORB) method [259] integrated with the SLAM map to detect the landing site has been presented in [329]. Although the experiments have shown good results, this method is dependent on the map generated from the SLAM and consequently loses its accuracy in the case of the absence of the map.

### 2.1.2 Autonomous Surveillance

Surveillance based on aerial imaginary is one of the main applications that takes the advantages of UAVs in both military and civil areas. Surveillance can be in battlefields, coasts, borders, forest, highways, urban, and indoor environments. Different methods and approaches have been presented to optimize the solution of the surveillance in terms of time, number of UAVs, autonomy, etc.

Fred et al. [103] presented an evaluation approach, comparing the performance of the methods and algorithms, that employed to the UAVs for autonomous surveillance tasks with the guidance of human operators. Recently, a study based on the nature of the tasks and the capabilities of the UAVs has been presented in [79]. In this evaluation study, a scheme of comparing different small UAVs has been proposed; in order to select the adequate UAV that provides the high performance and safety to improve the traffic conformance intelligence.

In [255], an ultra wide angle surveillance system with multi-UAV has been presented. The system is based on stitching method in order to create a panoramic image, if a motion captured in the FOV of the images from multiple UAVs. In addition, a vision feedback formation control framework was presented to adjust the positions of the UAVs during the surveillance process. However, the system is not based on the on-board sensors, but it needs an external motion capture system to estimate the UAV position, which is not applicable for outdoor environments.

A feature-based approach for detecting and tracking multiple moving targets from UAVs was presented in [282]. First, the features are extracted using Harris detector, then the pyramidal Lucas-Kanade (LK) optical flow model, and the Least Median Square Estimator (LMedS) are used in order to classify the movement of the detected features. Finally, a Kalman filter and a template matching algorithm are used to track the detected targets.

UAV-UGV cooperation approach for autonomous indoor surveillance tasks has been presented in [268]. In this system, both vehicles are based on visual information for navigation, localization and landing (UAV). In addition to the helipad that carries the UAV, the UGV is equipped with the sensors necessary for the surveillance tasks. Based on SURF detector, the UGV can detect and track the landmark features from the input images and estimate its location, then move autonomously along predefined waypoints. Once the UGV reaches to an inaccessible location, the UAV flies from the UGV and starts the aerial inspection task. Finally, by using color detection algorithms, the UAV locates the helipad pattern and performs the autonomous landing.

Dealing with the mission planning problem for multiple UAVs, Geng et al. [111] proposed an approach that provides continuous surveillance operations. This approach is divided into two phases. The first phase addresses the search of the locations of the cameras in order to provide the complete coverage of the targets in the area. To achieve this, a Genetic Algorithm (GA) is implemented to obtain the optimal solution. The second phase deals with distributing the selected locations that are obtained from GA over a number of UAVs, and creating the paths to be followed in the surveillance. Ant Colony System (ACS) algorithm is used to find the solution for the paths and endurance. However, the experiments have been limited to simulations.

### 2.1.3 Autonomous Aerial Refueling

Autonomous Aerial Refueling (AAR) describes the process of air-to-air refueling, or in other words, is the in-flight refueling. AAR is divided into two main techniques [181], the first one is Boom-and-Receptacle Refueling (BRR), in which, a single flying tube (boom) is moving from the tanker aircraft for connecting the receptacle, that is situated in the receiver aircraft. The second technique is the Probe-andDrogue Refueling (PDR), in which, the receiver releases a flexible hose (drogue), and the tanker maintains its position to insert the rigid probe into this drogue. Figure 2.1 shows the concept of the two types of the AAR system. AAR is very critical operation, and usually the tanker pilot has to be well trained to perform these complex operations. On the other hand, in UAVs, the remote controlling for AAR operation increases the complexity of the task. Different techniques use GPS and INS to obtain the relative pose of the tanker with respect to the receiver aircraft. However, these techniques have two drawbacks: First, in certain cases, the GPS data cannot be obtained, especially when the receiver aircraft is bigger than the tanker, and prevents the connection with the satellites. The second drawback is the integration drift of the INS measurements.

On the other hand, the vision-based methods proposed an alternative or complementary solution for AAR. Different studies and surveys of vision-based methods and approaches for AAR, that are used with UAVs have been introduced in [1, 181, 208].


Figure 2.1 Aerial Refueling techniques

In [325], a machine vision approach has been presented in order to provide a solution for PDR technique. At which, the features are detected and extracted from Hue, Saturation, and Value (HSV) color space images. Then the least square ellipse fitting model is applied to the detected features to find the center of the drogue. From their experiments, it has been shown that the using of HSV color space increases the accuracy of the feature extraction step.

Deng et al. developed a system of the BRR technique for the AAR based on stereo vision [85]. At which, the tanker is provided with a binocular camera in order to detect the color characteristics of the markers. Then the system estimates the position of the contacting point of the boom to the receptacle. Although, the system showed good results of the marker detection phase in the outdoor experiments with different light conditions, but also, it needs improvements in the binocular measurements to increase the stability and the accuracy of the pose estimation of the receptacle for the docking phase.

Recently, a visual framework for AAR has been presented in [331]. At which, two classifiers have been combined for the detection and tracking of the drogue. The $D$-classifier is used to detect the drogue from the input images. In addition, the $T$-classifier is used to track the detected drogue. Although the results showed better performance, the system has a limitation in the time of computation which is not suitable for real-time operations.

### 2.1.4 Autonomous Inspection

Aerial Inspection is one of the most recent and in demand applications, that takes the advances of the UAVs (especially rotor-crafts). Along with the safety and the decreasing of human risk, UAVs have the advantage of reducing operational costs and time of the inspection tasks. However, it is important to keep the image stability against any kind of maneuver [67]. UAVs can perform inspection tasks in different terrains and situations; such as buildings, bridges [221], wind turbines, power plant boilers [52], power lines [87], and even tunnels.

An integrated visual-inertial SLAM sensor has been proposed in [238], in order to be used with the UAVs, for industrial facilities inspection purposes. This system consists of a stereo camera, Micro-Electro-Mechanical System (MEMS) gyroscopes and accelerometers. The UAV performs autonomous flights following predefined trajectories. The motion of the UAV is mainly estimated by the inertial measurements; then it is refined using the visual information. From the experiments, it has
been shown that the system suffers from a delay between the inertial sensors and the stereo camera. Thus, a calibration process is required. In addition, the results showed a drift error of 10 cm in the displacement over time.

Another visual-inertial sensor has been introduced in [246]. At which, a visualinertial stereo camera is used to estimate the pose of the UAV as well as to build a 3D map of the industrial infrastructures while inspection.

In [26], two visual servoing approaches were presented for the power line inspection purposes. Both approaches dealt with the problem of keeping the UAV with a close and determinate distance to the power lines while performing the inspection. In the first approach, an Image-Based Visual Servoing (IBVS) formulation has been combined with the Linear Quadratic Servo (LQS) in order to improve the control design of the UAV. Whilst in the second approach, the control problem was solved using the Partial Posed Based Visual Servoing (PPBVS) model. As it has been shown from their experiments, the PPBVS is more efficient and more robust than the IBVS. However, PPBVS approach is very sensitive to the calibration errors.

Autonomous UAV for wind turbines inspection has been presented in [132, 286]. First, the Global Navigation Satellite System (GNSS) and altimeter are used for positioning the UAV in a determinate distance from the tower, then the UAV are rotated to face the hub using the visual information. These works are based on Hough Transform to detect the tower, the hub, and the blades. The only difference is in the tracking phase, where in [286], the Kalman filter is used to track the center of the hub, while in [132], the tracking is based on optical flow algorithms, then the mo-


Figure 2.2 Building Inspection [16]
tion direction, velocity and distance of the hub and the blades can be estimated. Finally, the UAV flights in a preprogrammed path in order to perform the inspection task.

Recently, RGB-D vision-based system implemented on a UAV for infrastructure inspection purposes has been presented in [16]. In this system, the Kinect $v 2$ has been used as the main sensor, and the obtained color-depth information is used in order to detect the defects, and provides accurate millimetric measurements of the cracks in the surfaces under inspection. Furthermore, this information is used as a feedback to the control system in order to maintain the autonomous flights. From the results, it has been shown that the system has an overall accuracy of $97 \%$ in detecting the wall plane and estimating the distances to the UAV, and $99.1 \%$ in measuring the cracks.

### 2.2 UAVs' Navigation Systems

Modern UAVs aim at higher levels of autonomy with accurate flight stabilization. The main part of an autonomous UAV is the navigation system and its supporting subsystems. The navigation system utilizes information from various sensors in order to estimate the pose of the UAV, in terms of positions ( $x, y, z$ ) and orientations $(\phi, \theta, \psi)$. Other supporting systems solve relevant tasks; such as obstacles detection and tracking (static or dynamic), or obstacle avoidance.

With this increase in the levels of autonomy and flight stabilization, robust and efficient navigation systems are required. Computer vision algorithms by means of monocular cameras can be helpful to enhance the navigation activities. As it is shown in Table 2.2, the navigation systems are divided into three main subsystems: Pose estimation which aims to estimate the position and the attitude of the UAV in two and three dimensional representations, Obstacle detection and avoidance that detects and feeds back the position of the obstacles that are situated in the path of the UAV, and finally, the Visual servoing subsystem, at which, the maneuver commands are managed and sent in order to maintain the flight stability and following the path. The following subsections ( $2.3,2.4$ and 2.5 ) address these three navigation subsystems.

Table 2.2 UAVs vision-based algorithms: Pose estimation, Obstacle detection and avoidance and Visual servoing

| System | Description | Method | Related Work |
| :---: | :---: | :---: | :---: |
| Pose Estimation (Localization) | Estimate the 2D/3D position and orientation of the UAV | Visual Odometry | $\begin{aligned} & {[44,70,86,94,96,104,} \\ & 120,169,187,229,239, \\ & 245,257,313,319,345, \\ & 346] \end{aligned}$ |
|  |  | SLAM | $\begin{aligned} & {[9,45,46,82,95,105,} \\ & 157,183,209,219,224, \\ & 316,344,348] \end{aligned}$ |
| Obstacle Detection and Avoidance | Detect possible obstacles and collision zones and making the suitable avoidance decisions | Stereo | $\begin{aligned} & {[50,61,71,107,109,} \\ & 134,135,145,204,232, \\ & 242] \end{aligned}$ |
|  |  | Monocular | $\begin{aligned} & {[7,15,43,179,200,} \\ & 202,228,261] \end{aligned}$ |
| Visual Servoing | Maintain UAV stability and flying maneuvers based on visual data |  | $\begin{aligned} & {[47,173,175,198,237,} \\ & 243,275,347] \end{aligned}$ |

### 2.3 Pose Estimation

Pose estimation is the process of estimating the position and the orientation of the vehicle during the motion, based on the information generated by one or more sensors; such as IMU, GPS, vision, laser, ultrasonic, etc. The information can be generated by each sensor separately or by fusing the data from different sensors. Pose estimation is considered as a fundamental phase for any navigation or mapping processes.

### 2.3.1 Global Positioning System (GPS)

Global Positioning System (GPS) [152, 354] or the Satellite-based Navigation System (SNS) is considered as one of the most known approaches that is used with UGVs [2, 20, 315, 326, 335], UAVs [31, 66, 108, 139, 142, 160] or even Autonomous

Underwater Vehicles (AUVs) [176, 217, 295] in order to provide the 3D position for navigation purposes.

In most cases, the GPS is used as the main sensor for localization process to obtain the position of the vehicles. One of the earlier works that is based on the GPS for localization with UAVs was presented by Hui et al. [139]. In this work, the authors showed the effect of using the Differential Global Positioning System (DGPS) to reduce the errors (satellite clock error, satellite position error and delay error) comparing to the use of the GPS receiver alone. Similarly in [66], a DGPS is implemented to a single antenna receiver in order to increase the accuracy of the positioning information.

In these systems, the precision depends directly on the number of satellites connected. This number can be insufficient on urban environments due to buildings, forests or mountains that can reduce the satellite visibility. Furthermore, in other scenarios such as indoor flying, GPS loses its efficiency because of the absence of the satellite signals. Therefore, some expensive external localization systems that use multiple camera system; with or without markers are used; such as the VICON motion capture systems $[10,51,116,218]$ in order to capture the motion of the UAV in indoor environments.

### 2.3.2 GPS-Aided Systems

Although stand-alone GPS is useful to estimate the position of the vehicles, it also generates errors because of the disability to receive satellites signals, or by the jamming of the signals that consequently may lead to lose navigation information.

UAVs need a robust positioning system to avoid catastrophic control actions that can be caused by the errors in position estimation, so that, different approaches are used to solve this problem. One example of these approaches is GPS-aided systems. In these approaches, the gathered data from the GPS are fused with the information that obtained from other sensors, this multi-sensory fusion can be of two sensors [37,251, 294] or more than two sensors [146, 235, 305, 353].

GPS/INS approach is one of the most popular configurations, at which, the data from the Inertial Navigation System (INS) and the GPS are fused together to compensate the generated errors from both sensors, and to increase the precision of the localization process. In [334], the data from multiple antennas GPS are fused with the information from the on-board INS using linear Kalman filter. However, this algorithm has been implemented to be used with UAVs, although the experiments
have been performed on a ground vehicle.
Similar works were presented to reduce the position error using Extended Kalman Filter (EKF) [35], or employing Kalman-Complementary filtering [342], or by fusion Strap-down Inertial Navigation System (SINS) data wish the GPS [251, 294].

In [305], an Unscented Kalman Filter (UKF) was implemented to fuse the GPS data with the camera information, and the data obtained from the IMU in order to improve the localization process. This fusion showed improvement in the results comparing to the result of each sensor, However the experiments were limited to simulations.

Moreover, in other works [146, 235], an altitude sensor was added to the GPS/INS system in order to improve the reliability and increase the accuracy of the navigation, by enhancing the accuracy of the GPS vertical measurements. But these systems still have inaccurate results especially if the UAV flies in low altitudes, because the barometer is affected by the ground effect and estimated altitudes lower than the actual ones [234].

Another multi-sensor fusion based system for multiple MAVs was introduced in [310]. At which, the data of the GPS are fused with the information from the Identification Friend-or-Foe (IFF) radar system; for localization enchantment using EKF. In the simulations, it has been proved that by using two GPS receivers better information is obtained, rather than a single GPS receiver.

In [142], a GPS localization system is used on Lockheed Martin'sSamari MAV. At which, a greedy source seeking algorithm was used in order to track the radio frequency sources; by estimating the angle of arrival to the source, while observing the GPS signal to noise ratio in order to keep the quality of the GPS signal.

Two main drawbacks appeared on these approaches, affecting the localization process. First, the information are still dependent on the external satellite signals. Second, the lack of precision of the IMU measurements. These difficulties favored the apparition of vision-based systems. These novel approaches enhance the localization by means of computer vision-based algorithms.

### 2.3.3 Vision-Based Systems

Owing to the limitations and drawbacks of the previous systems, vision-based pose estimation approaches have become one of the main topics in the field of intelligent vehicles applications and gain more popularity to be developed for UGVs [262, 270, $296,346]$, AUVs [46, 89, 172, 216], and UAVs [102, 165, 192, 196, 333].

Visual pose estimation methods in particular, are based on the information provided by the visual sensors ot the cameras. Regardless to the type of the vehicle and the purpose of the task, different approaches and methods have been proposed. These methods differ on the type of the visual information used; such as horizons detection [91, 122], landmarks tracking [21, 92], or edges detection [163, 311]. Furthermore, they can be differentiated based on the structure of the vision system: it can be monocular [224, 329, 344], binocular [304, 314], trinocular [144, 212], or omnidirectional $[22,158,271,309]$ camera system.

Some of the early experimental works that use visual information in order to estimate the aircraft attitude were presented in [73, 74, 297, 298]. These approaches are based on the skyline segmentation using forward-looking camera. In these approaches, a Bayesian segmentation model with a Hidden Markov Trees (HMT) model was used to identify the horizon based on the color intensities, and texture clues, in order to estimate the roll angle or both roll and pitch angles, as the work presented in [91]. These approaches provide successful results in high altitudes where the process of skyline segmentation is relatively easy. On the other hand, in low altitudes or indoor environments, the possibility to detect the horizon is very low due to the complexity of this kind of environments.

Two famous philosophies have appeared to deal with the vision-based pose estimation problem; Visual Simultaneous Localization And Mapping (VSLAM) and Visual Odometry (VO). The following sections are giving a review of these two topics.

## Simultaneous Localization And Mapping (SLAM)

Simultaneous Localization And Mapping (SLAM) algorithms [34, 76, 90], in general aim to construct a consistent map of the environment, and simultaneously estimate the global position of the robot within this map.

Approaches such as those that have been presented in [9, 24, 45], introduced different camera-based algorithms; such as Parallel Tracking and Mapping (PTAM) [164] and Mono-Simultaneous Localization And Mapping (MonoSLAM) [82] in order to perform VSLAM on aerial vehicles.

Blosch et al. used a downward-looking camera on the Hummingbird quadcopter based on a vision approach for localization purposes [45]. The UAV pose is estimated using the VSLAM algorithm, and thereafter, a Linear Quadratic Gaussian (LQG) control design coupled with Loop Transfer Recovery (LTR) (LQG/LTR)
are applied to stabilize the vehicle at a desired setpoints.
In [224], a vision-based SLAM with visual expectation algorithm was introduced. In this approach, a place recognition algorithm, based on the patch tracking, is used to estimate the yaw angle and the translation speed of the vehicle. In addition, the visual expectation algorithm is used to improve the recall process of the visited places. This is achieved by comparing the current scene with the library of saved templates. Finally, both algorithms are combined to a RatSLAM [225] for constructing the maps. However, this system loses its efficiency with the new scenes that are not visited before by the vehicle.

In [157], a SLAM approach with RGB-D cameras has been presented. In this approach, direct frame-to-frame registration method, with the entropy-based model, were used to reduce the drift error of the global trajectory.

Another direct frame registration method has been presented in [95]. In contrast to the RGB-D approach, this method implemented a monocular SLAM with the advance of the ability to construct large scale maps.


Figure 2.3 Example of LSD-SLAM [95]

A laser-assisted system was presented in [344] to estimate the attitude of the UAV. At which, the pose of the UAV is obtained by a laser scan matching based on the Sum of Gaussian (SoG). The laser spot is captured by a camera mounted on the UAV, and by using gray correlation template matching model, the distance of
the spot is obtained. Thereafter, the pose of the UAV is estimated by using SoG. In addition, EKF is used to combine the inertial information with the visual system in order to improve the navigation process.

Another VSLAM approach was presented in [348] in order to control a nano quadcopter. The motion of the quadcopter has been obtained based on an optical flow model. In addition, to eliminate the drift error in the flight a PTAM was used. Similarly, to the work presented in [344], a Kalman filter was used to fuse the data from the IMU and the barometer, with the visual information, in order to improve the motion estimation. The main drawback of this system is the difficulty to achieve the hover mode for a long time, this is because of the limitation of the optical flow algorithm.

Although SLAM, or in particular VSLAM, is considered to be a precise method for pose estimation purposes, the outliers in the detection affect the consistently of the constructed map. Furthermore, these algorithms are complex and computationally expensive.

## Visual Odometry (VO)

Visual Odometry (VO) algorithms [240,269] handle the problem of estimating the 3D position and orientation of the vehicle. The estimation process performs sequential analysis (frame after frame) of the captured scene in order to recover the pose of the vehicle. Similar to VSLAM, this visual information can be gathered using monocular cameras [124, 256, 257, 308] or multiple cameras systems [203, 229, 313].

In contrast to VSLAM, VO algorithms deal to estimate consistent local trajectories, in each instant of time without maintaining all the previous poses.

VO firstly proposed by Nistér [240,241], it was inspired by the traditional wheel odometry, to estimate the motion of ground vehicles, using stereo camera, incrementally by detecting the Harris corners [127] in each frame. In this approach, the image features are matched between two frames, and linked into image trajectories, by implementing a full structure-from-motion algorithm that takes advantage of the 5-point algorithm and RANdom SAmple Consensus (RANSAC) [101]. From his experiments, it was proved that the VO accuracy is better than the wheel odometry, with position error of [ $0.1 \%$ to $3 \%$ ] of the total trajectory.

Within the NASA Mars Exploration Program (MER) [65, 203], a stereo VO algorithm based also on Harris corner detector has been implemented on the MER rover; to estimate its 3D pose in the terrain Mars (feature-poor terrain). Related
works to employ VO algorithms on the ground vehicles have been presented in [100, 189, 270, 283].

A hybrid model of visual-wheel odometry is presented in [346]. In this model, the position of the ground vehicle is estimated based mainly on a monocular camera, then both of the rotation and the translation are recovered separately using the Ackermann steering model.

Recently, different motion estimation schemes based on stereo VO algorithms are presented to be applied on the UAVs; such as the works in [104, 245, 313].

In [313], stereo VO system is presented to enhance initializing the pose of the stereo camera. At which, the initializing process is based on a sequence of 8-10 frames, instead of using a single pair. Although this system showed good results in large-scale environments, it cannot be used with the MAVs because of the requirement of a big size stereo camera with a baseline of 0.78 m .

On the other hand, in [104, 245], a new small size RGB-D visual-inertial sensor [239] has been used on the MAVs. The first work used a probabilistic model to incorporate the RGB-D camera with the IMU, in order to estimate the motion of the UAV, and build 3D models of the environment. The later work, presented a stereo VO algorithm based on feature tracking technique, where, a combination of Features from Accelerated Segment Test (FAST) [258] and Binary Robust Independent Elementary Features (BRIEF) [55] are used for the feature tracking step. However, this combination provides fast processing, it cannot provide accurate data compared to other algorithms such as SIFT [194].

Approaches based on optical flow techniques have been presented in order to estimate the motion of the UAV [182, 227, 287].

In [287], an optical flow method has been introduced for autonomous navigation purposes. At which, the UAV motion is estimated based on the stereo information. In this system, two fisheye cameras have been mounted back to back, in order to generate the stereo data that are required for the optical flow. However, there experiments were limited to a simple shape (square shape). Furthermore, the obtained results represented an average error up to $1.7 \%$ of the total path, which is relatively big with respect to the short distance path ( $10 \times 10$ meters).

More et al. presented an optical flow-based visual odometry [227]. This system applies the Lucas-Kanade method [195] using monocular camera in order to estimate the 2D UAV motion. However, this system was verified in a laboratory setup using a fixed rig platform.

Furthermore, although the stereo camera used in these systems is small and lightweight, suitable to mount on a small UAVs, the small baseline caused a significant limitation of the system in the large-scale environments.

The research in [120], introduced an optical flow vision-based system, combined with the on-board IMU to estimate the motion of the UAV. In this system, the ShiTomas algorithm [278] is used for the feature detection, then the pyramidal LK model [48] is used to track the detected feature. Thereafter, the obtained velocity from IMU is used to compensate the velocity error estimated by the optical flow algorithm. The same concept of using the combination of the optical flow and IMU model is presented in [187]; for controlling the hover flight mode of the quadcopter. The main limitation of this model, is providing an unbalanced representation of the scene, when there are insufficient number or features, or if the tracked features are not distributed across the image plane.

Another vision-IMU navigation system has been presented in [308]. In the vision-based estimation, SIFT is applied in order detect and track the feature points, and the 2D UAV motion is estimated from the planar homographies between the tracked feature points. In addition, an EKF is applied to fuse the visual and IMU data in order to obtain the optimal estimation of the UAV pose. The experimental results show that the system has a standard deviation in the position estimation of 8.87 for the vision-based method, and 1.16 for the vision-IMU combination.

A position estimation approach of aerial vehicles, based on line detection and corner extraction is presented in [150]. In which, lines and corners are extracted by Hough transform and Harris corners detection, then the rotation, translation and scale are estimated. Finally, a geometric model estimation is used to map the high-resolution image onto a low-resolution, providing the position estimation.

A monocular camera-based navigation system for an autonomous quadcopter was presented in [169]; to determine only the UAV yaw and vertical speed. One of the limitation of this method is that the UAV can only operate along paths it has traveled during a human-guided training run. Moreover, these paths can be composed only from straight-line segments with a limited length.

In [264], an approach of vision-based (2D-3D) pose estimation of UAVs have been presented. An which, the algorithm aligns 2D data from the aerial image into a geo-referenced ortho satellite image 3D based on fuzzy reasoning system.

An euclidean homography method was presented in [149]; to maintain the vehicle navigation, when GPS signals are not available. This system allows sets of
feature points of a series of daisy-chained images to be related; such that the position and orientation can continuously be estimated. However, this method was limited to simulation results, and the disability to estimate the depth where there is a change in environment planes.

Similarly in [201], a vision-aided navigation system is used to replace the GPS when it is temporarily denied. A single camera system detects, tracks, and geolocates 3D landmarks observed in the images; in order to estimate the absolute position and velocity data.

Another multi-sensor data fusion model is introduced in [263]. In which, the system uses an EKF to fuse the vision information which provides attitude and position observations, with the data from the IMU motion model, for accurately determining the pose parameters of the vehicle.

In this dissertation, a vision-based pose estimation approach is proposed. This visual system estimates the 3D attitude of the UAV based on the image sequence from a monocular camera. The obtained information is used in the localization phase, and for the vision-based control tasks; such as hover maneuver, waypoint tracking and obstacle avoidance.

### 2.4 Visual Obstacle Detection and Avoidance

Obstacle detection and avoidance is a fundamental phase in any autonomous navigation system. In addition, this process is considered as a challenging process, especially for vision-based systems.

In vision-based navigation systems, different approaches were presented to solve the problem of obstacle detection and avoidance. Approaches such as [42, 50, 109, 135,232 ], built a 3D model of the obstacle in the environment. Other works calculate the depth (distance) of the obstacles; such as in [145] and [261].

A technique based on stereo cameras; in order to estimate the proximity of the obstacles, was introduced [204]. At which, the system detects the size and the position of the obstacles based on the disparity images and the view angle. Furthermore, this technique calculates the relation of the size and the distance of the detected obstacle to the UAV.

Another stereo vision-based obstacle detection for ground vehicles is presented in [50]. At which, a Voxel map is reconstructed from the 3D point cloud provided by the stereo camera. Thereafter, a linear Kalman filter is used to distinguish between
the moving and stationery obstacles. Finally, with the aid of the computed egomotion, the system estimates the position and the velocity of the detected obstacles.

All these approaches have the disadvantage of the high cost in the computation time.

Whilst bio-inspired (insect, animal or human like) approaches estimates the presence of the obstacle efficiently, without calculating the 3D model; such as using motion parallax (optical flow) [42, 136, 220] or perspective cues [43, 60, 63]. However, optical flow approaches cannot identify the forward movement, due to the aperture problem, thus frontal obstacles would provide only movement component normal to the detected edges in the image, not providing frontal movement information per se. Perspective cues approaches worked well in the structured environments [228].

In [84], it was presented an approach based on the texture and color variation cue; to detect obstacles for indoor environments. However, this approach works only with detailed textures. Furthermore, their experiments were limited to indoor environments.

Working with Hybrid MAVs, Green et al. proposed an optical flow approach, mimicking the biological flying insects, by using dual cameras mounted on a fixedwing UAV, in order to detect and avoid lateral obstacles [121]. Besides the detection of lateral obstacles only, some limitations appeared in avoiding large obstacles like walls. In addition, from the experiments, the avoidance algorithm is insufficient if the UAV flies in a straight path.

In [177], SIFT descriptor and Multi-scale Oriented-Patches (MOPS) are combined to show the 3D information of the obstacles. At which, the edges and the corners of the object are extracted using MOPS by obtaining and matching the MOPS feature points of the corners, then the 3D spatial information of the MOPS points is extracted. After that, SIFT is used to detect the internal outline information. However, the presented approach has expensive computational time ( 577 ms ).

Bills et al. [43] proposed an approach for indoor environments with a uniform structure characteristics. In this work, Hough Transform is used to detect the edges that are used; to classify the essence of the scene based on a trained classifier. However, their experiments were limited to corridors and stairs areas.

A saliency method based on Discrete Cosine Transform (DCT) is presented in [200] for obstacle detection purposes. From the input images, the system assumes that the obstacle is a unique content in a repeated redundant background, then
by applying amplitude spectrum suppression, the method can remove the background. Finally, by using the Inverse Discrete Cosine Transform (IDCT) and a threshold algorithm, the center of the obstacle is obtained. Furthermore, a pinhole camera model is used to estimate the relative angle between the UAV and the obstacle, this angle is used with a PD controller to control the heading of the UAV for obstacle avoidance.

In [261], the authors presented an approach for measuring the relative distance to the obstacle. At which, the camera position is estimated based on the EKF and the gathered data from the IMU. Then the 3D position of the obstacle can be calculated by back projecting the detected features of the obstacle from its images.

An expansion segmentation method was presented in [53], in which a conditional Markov Random Field (MRF) is used to distinguish if the frontal object may represent a collision or not. Additionally, an inertial system is used to estimate the collision time. However, the experiments of this work was limited to simulations.

Another approach presented in [228], used the feature detection algorithm in conjunction with the template matching; to detect the size expansions of the obstacles. However, the experiments were limited on a tree-like obstacles and did not show results of other shapes.

In [98], an optical flow based system has been presented to detect the obstacles and junctions in outdoor environments. This system is based on the Horn \& Schunk method [133]; in order to look for the collision free areas and the junctions in a predefined flight path. In addition, a PID controller is used as a low-level control scheme. However, all the experiments were limited to virtual flights in Google Earth software.

Kim et al. presented a block-based motion estimation approach for detecting the moving obstacles (humans) [161]. In which, the input image is divided into smaller blocks, then the system compare the motion in each block through consecutive images. However, their experiments were limited in detecting large size obstacles (humans) in indoor environments.

In addition, surveys of different approaches of UAVs guidance, navigation and collision avoidance methods and technologies are presented in [18, 155, 337]. Recently, Mcfadyen et al. presented a literature review of the vision-based collision avoidance systems [215].

Detecting and avoiding frontal obstacles using monocular camera is considered as a challenging problem because of the absence of the optical flow or the motion
parallax. However, size expansion provides useful information for detecting the obstacles that are moving towards the UAV.

From the bio-inspired point of view, the human visual system has the ability to extract information correctly of the objects that are moving toward them [280]. In addition, Gibson illustrated the ability of the human visual system to identify the approaching of the objects related to the expansion of its size, by both eyes or even one eye [114].

From this aspect, this dissertation presents a bio-inspired approach using a monocular camera in order to mimic the human behavior of obstacle detection and avoidance applied on UAVs.

### 2.5 Visual Servoing

Visual Servoing (VS) is the process of using the information that are obtained by the visual sensors as a feedback in the vehicle (UAV) control system. Different innerloop control systems have been employed in order to achieve the stabilization of the UAVs; such as PID [115, 148, 210], optimal control [291], sliding mode [175], fuzzy logic [188], and cascade control structure [41]. References such as [38, 93, 306] provide detailed information about the principles and theories related to the UAV flight controlling systems. On the other hand, higher level control systems can be used for guidance purposes; such as waypoints tracking or path following [93, 244].

A comparative study has been introduced in [19] to evaluate two controllers (mode-based feedback linearizing and backstepping-like control) using visual feedback. At which, an external camera and the on-board gyroscopes are used to estimate the UAV angles and position. From the simulations, it has been found that the backstopping controller is better than feedback stabilization.

In [175], an image-based visual servoing has been described; to use the 2D information as an input to the adaptive sliding mode controller for autonomous landing on a moving platform.

A visual system based on two cameras (external camera located on the ground and on-board camera), was presented in [226] for flight stabilization purposes in the hover modes. At which, both cameras are set to see each other, and a tracking algorithm is used to track the color blobs that are attached to the cameras. Thereafter, the pose of the UAV is estimated. Finally, the Linear Quadratic Tracking (LQT) controller and optimal LQG control are used with the visual feedback in order to
stabilize the attitude of a UAV. However, the performance of the proposed controller was verified in simulations.

A design of fuzzy control for tracking and landing on a helipad has been presented in [243]. In this approach, four fuzzy controllers are implemented to control the longitudinal, lateral, vertical, and heading velocities to keep the UAV in the center of the moving helipad. However their experiments were limited to indoor environments. In addition, the estimation of the UAV pose is based on a vision algorithm using the implementation of the argument reality codes.

A combination of the classic and multi-objective genetic-based fuzzy controllers have been proposed in order to improve the robustness, and the time response of controlling the altitude hold mode [28]. However, the results were obtained from simulation without performing real flights.

An inertial-visual aided control system was presented in [33]. The Kanade-Lucas-Thomasi (KLT) feature tracker algorithm is used to estimate the UAV attitude, then the values are sent to a PID control system. However, this control system is lacking of a filtering, resulting a significant drift error.

Recently, Lyu et al. proposed a visual servoing system that is based on cooperative mapping control framework of multiple UAVs [198]. This framework consists of a master UAV which leads and controls multiple slave UAVs. Both master and slaves are equipped with downward-looking cameras to obtain rectified images of the ground. The visual servoing is achieved by using the moment of the SIFT features. Where the extracted SIFT features by the master UAV are matched with the features extracted by the slave UAVs. Afterwards, the moment feature is generated. Finally, based on the obtained information, a visual servoing controller is applied to guide the slave UAVs to follow the master UAV. However, all the results are obtained by simulations.

### 2.6 Summary

In this chapter, complete review of vision-based systems for UAVs have been reviewed as a whole methodology to cope with cutting-edge UAV technology, where environment perception has been studied as complex and essential task for UAV navigation and obstacle detection and avoidance in the last decade. The advantages and improvements of computer vision algorithms towards the presented reliable solutions have been presented through real results under demanding circumstances, such as, pose estimation or aerial obstacle avoidance. So, complex tasks and applications have been analyzed and difficulties have been highlighted, where the trustable performance of the vision-based solutions and the improvements in relation to the previous works of the literature are provided.

The different vision-based systems mounted in an UAV represent actual applications and help to overcome classical problems, like autonomous landing or autonomous inspection, among others. So, the strengths of the presented computer vision algorithms for UAVs have been clearly stated in this chapter. However, presented applications have specific drawbacks that should be taken into account. That is, the vision-based systems are low cost sensor devices, which provides high amount of information, but have the drawback of the high sensitivity to lighting conditions (e.g. direct sun light may lead to lack of information). Moreover, all the presented algorithms and applications give full understanding and convergence to the next generation of UAVs.

The presented survey provides a full review of the vision-based advance in literature in the last decade. providing full understanding of novel applications derived from them, and fostering for the development of outstanding UAVs, capable of the most advanced and modern tasks in the most challenging scenarios

# CHAPTER <br> 3 

## Monocular Vision-based Pose Estimation

This chapter ${ }^{1}$ presents a robust pose estimation solution for estimating the six Degrees of Freedom (6 DOF) attitude of the UAV in real-time flights, using downward-looking monocular on-board camera.
The solution of estimation the UAV pose is addressed as a feature-based method. At which, the pose estimation problem is solved based on the decomposition of the world-to-frame and frame-to-frame homographies, that are calculated from the ex-

[^4]- SIFT and SURF Performance Evaluation and the Effect of FREAK Descriptor in the Context of Visual Odometry for Unmanned Aerial Vehicles [11].
- Indoor and Outdoor Navigational System for UAVs based on Monocular Onboard Camera [12].
tracted and tracked feature points from the consecutive frames that are captures during the flight.


### 3.1 Pose Estimation

The pose estimation strategy of an aerial vehicle is shown in Figure 3.1, at which the UAV captures new frame consecutively each time. Thereafter, the system estimates the 3D motion information (position $(x, y, z)$ and orientation $(\phi, \theta, \psi)$ ), by matching and tracking the extracted feature points between these consecutive frames, using a single camera mounted downward-looking on the aerial vehicle, as it is explained in Algorithm 1.


Figure 3.1 Pose estimation strategy for UAVs: the motion from point to point is based on the rotation and translation matrices, represented by R and T respectively

Feature points detection and description play very important role in many of computer vision applications, specifically in robot visual navigation systems; such as visual odometry or VSLAM, which need reliable high speed processing algorithms with low memory load.

Based on the algorithm, in each frame, high number of reliable features points should be detected and matched in order to extract useful motion information, and consequently to estimate accurate data about the UAV position and orientation.

```
Algorithm 1: Homography-Based Pose Estimation
    Input: Input frames \(F\), Intrinsic matrix \(C\)
    Output: Pose vector \(\operatorname{POSE}=(x, y, z, \phi, \theta, \psi)\), Velocity vector \(V=(u, v, w)\)
    Define: Current frame \(F_{i}\), Previous frame \(F_{i-1}\), Current keypoints \(K P_{i}[]\),
        Previous keypoints \(K P_{i-1}\) [ ], Number of keypoints ( \(N, M\) ), \(n \in N, m \in M\),
        \(n=m\), Matched points \(q\), Distance ratio thresh, Homography H, Rotation
        matrix \(R\), Translation vector \(T\), Time \(\Delta t\)
    begin
        while isFlying ( ) do
            \({ }^{0} \mathrm{H}_{w} \leftarrow\) clcInitialHomography() // Estimate world-to-frame
                homography
            \(F_{i-1} \leftarrow\) getNewFrame( )
            \(F_{i-1} \leftarrow \operatorname{CorrectIllumin}\left(F_{i-1}\right) \quad / /\) Correct image illumination
            \(F_{i-1} \leftarrow \operatorname{ImageUndistortion}\left(F_{i-1}\right) / /\) Correct distorted images
            if Navigation \(\leftarrow\) isActivated () then
                    \(F_{i} \leftarrow\) getNewFrame( )
                    \(F_{i} \leftarrow \operatorname{CorrectIllumin}\left(F_{i}\right)\)
                    \(F_{i-1} \leftarrow\) ImageUndistortion \(\left(F_{i-1}\right)\)
                    \(\left(K P_{i-1}(N), K P_{i}(M)\right) \leftarrow\) Detect_DescribeKeypoints \(\left(F_{i-1}, F_{i}\right)\)
                \(\left(q_{i-1}(n), q_{i}(m)\right) \leftarrow \operatorname{MatchSymKeypoints}\left(K P_{i-1}(N), K P_{i}(M)\right.\), thresh \()\)
                if isEquiPixDistance \(\left(50 \%\left(q_{i-1}(n), q_{i}(m)\right)\right)\) then
                    \({ }^{i} \mathrm{H}_{i-1} \leftarrow \operatorname{clcFram} 2 \operatorname{FramHom}\left(q_{i-1}(n), q_{i}(m)\right) \quad / /\) Estimate
                        frame-to-frame homography
                            \({ }^{i} \mathrm{H}_{w} \leftarrow \operatorname{clcFinalHom}\left({ }^{i} \mathrm{H}_{i-1},{ }^{0} \mathrm{H}_{w}\right) \quad / /\) Estimate final
                        homography
                    \([R, T]_{i} \leftarrow\) decomposeHom \(\left({ }^{i} \mathrm{H}_{w}, C\right)\)
                    \(\operatorname{POSE}_{i} \leftarrow\) Estimete_Pose \((R, T)\)
                    \(V_{i} \leftarrow \operatorname{getVelocities}(T, \Delta t)\)
                    \({ }^{0} \mathrm{H}_{w} \leftarrow{ }^{i} \mathrm{H}_{w}\)
                end
                \(\operatorname{POSE}_{i}=\) POSE \(_{i-1}\)
                \(V=0\)
            end
            \(F_{i-1} \leftarrow F_{i}\)
        end
    end
```


### 3.2 Illumination Correction

Visual Sensors usually work with the exposure as well as the contrast properties; in order to deal with the illumination effects in the environment. The lens aperture and the shutter speed in the camera control the exposure (the amount of light that falls into the image sensor), which consequently affects the image to be brighter with shorter exposure time, or darker with longer exposure time. This exposure, in turn, affects the contrast and the sharpness of the image.


Figure 3.2 Example of illumination corrected images.

Therefore, as it is illustrated in Figure 3.2, it is important to correct the illumination of the captured images before performing any processing. In order to achieve this, the first step is to expand the dynamic range of the image intensities; for that, the histogram equalization technique is used, where the equalized histogram is calculated as follows:

$$
\begin{equation*}
I_{\text {equhist }}=\frac{L\left(c d f_{i}-c d f_{\min }\right)-(N \times M)}{N \times M} \tag{3.1}
\end{equation*}
$$

where $I_{\text {equhist }}$ is the equalized image, $L$ is the number of gray levels, $c d f_{i}$ is the cumulative frequency of the histogram array hist, where $c d f_{i}=c d f_{i-1}+h_{i s t}, c d f_{\text {min }}$ is the minimum non-zero value of the cumulative distribution function, and ( $N, M$ ) are the images dimensions.

The second step is to control the overall brightness of the equalized image. For this purpose, Gamma Correction method is used. Gamma correction is defined by using the Power Law Transform as follows:

$$
\begin{equation*}
I_{c o r}=I_{\text {equhist }}^{\frac{1}{\gamma}} \tag{3.2}
\end{equation*}
$$

where $\gamma$ is the gamma value, in which the image tends to be darker if $\gamma<1$ and appears brighter when $\gamma>1$.

### 3.3 Feature Detection and Matching

During the last decade, a variety of feature detectors; such as SIFT, SURF [36], FAST, STAR [6], Binary Robust Invariant Scalable Keypoints (BRISK) [180]), and descriptors; such as SIFT, SURF, BRIEF, ORB, FREAK [17]) are proposed and applied to visual navigation purposes. For real-time navigation applications, the performance and the robustness of the detection and description processes are required; therefore, many surveys and comparisons of different feature point detectors and descriptors are presented.

In [300], a survey with a comparison of many detectors and descriptors was reported, and as a conclusion the SIFT and SURF have the same accuracy and robustness. However, the SURF is more efficient. Another comparison of affine region detectors was presented in [223], at which the authors concluded that the SIFT has the best results, excluding SURF from the comparison.

A comparison of FREAK and SURF descriptors in the context of pedestrian de-
tection was reported in [272]. In this study, the author concluded that SURF is more robust than FREAK for pedestrian detection issued.

In [273], an experimental study using indoor mobile robot was reported, and the authors concluded that the FAST-BRIEF pair is a good choice when processing speed is a concern. However, SIFT was excluded from the study.

Due to flying in unknown environment structures, the captured frames are affected by different conditions; such as the illumination variation which may induce to noise and error. However, the feature points need to be extracted accurately even under these conditions.

This chapter focuses on SIFT and SURF algorithms; due to that both algorithms provide an invariant detection method. In other words, their ability to identify and localize accurately the feature points, even under different image conditions; such as scale, rotation, illumination or image noise. Additionally, they present results with high level of robustness.

Therefore, a performance evaluation between SIFT and SURF detection and description methods is presented using datasets of several images under typical image transformations (noise, scale and rotation). In addition, studying the effect of pairing FREAK descriptor with SIFT and SURF detectors to be used for real-time visual navigation purposes in aerial vehicles.

The term of feature detection refers to the process of identifying an image feature point (keypoint), which differs from its nearest neighbors in term of texture, color or intensity. Whilst, feature description is the process of extracting a local patch around the detected keypoint to be compared with other features.

The three methods of feature detection and description that are used in the performance evaluation study are:

- SIFT: Scale Invariant Feature Transform was presented as an algorithm for extracting the feature points from images (Figure 3.3). These features can be invariant in orientation and scale.

SIFT is based on four major steps of computation: Scale-space extrema detection (which uses the Difference of Gaussian (DOG) in order to identify the Keypoints from a pyramid of scales), Keypoint localization, Orientation assignment and Keypoint descriptor.

- SURF: Speed-Up Robust Features is an orientation and scale invariant detector and descriptor, inspired by SIFT detector and descriptor (Figure 3.4). This


Figure 3.3 SIFT Algorithm.
method takes the advantage of the integral images to gain the speed in the processing.

Unlike SIFT method, SURF method is based on two major steps: Keypoint detection (which uses a Laplacian of Gaussian (LOG) on the images, then the determinants of the Hessian matrix are used to identify the Keypoints) and Keypoint description.

- FREAK: Fast Retina Keypoint descriptor concept is adapted from the biological human visual system (retina), at which, the system computes a cascade of binary strings, by comparing the intensities of the given image using a circular retinal sampling grid. This descriptor is faster to compute with lower memory load.


Figure 3.4 SURF Algorithm.

### 3.3.1 Datasets

In this evaluation study, all the detection and description algorithms have been verified for image matching using three datasets of a total number of 27500 highresolution images, with size $1270 \times 720$ pixels. The images are captured by the quadcopter flying in outdoor and indoor environments, under various illumination conditions. These datasets are divided into three groups:

- First Group: Consists of 8000 images that are captured form outdoor flight with total distance of 61.1 m .
- Second Group: Consists of 8500 images that are captured from outdoor flight with total distance of 78.6 m .
- Third Group: Consists of 11000 images that are captured from indoor flight with total distance of 153.6 m .


### 3.3.2 Image Transformations

The performance and robustness of each method in this study are evaluated against different image transformations:

- Noise Invariance: To evaluate the noise invariance, three types of noise are applied on the images:
- Gaussian white noise with $\sigma^{2}=0.1$.
- Salt-and-Pepper with density of $20 \%$.
- Multiplicative white (Speckle) noise with zero mean and $\sigma^{2}=0.04$.


Figure 3.5 Noise effect: a: Reference image, b: Gaussian, c: Salt-and-Pepper and d: Multiplicative white (Speckle).

- Rotation Invariance: To evaluate rotation invariance, the test images are rotated at different angles ( $15^{\circ}$ and $30^{\circ}$ ) in anti-clockwise direction.
- Scale Invariance: To evaluate scale invariance, the test images are resized to $50 \%$ of the reference images size.

(a)

(b)

Figure 3.6 Rotation effect: $\mathbf{a}: 15^{\circ}$ and $\mathbf{b}: 30^{\circ}$.

(a)

(b)

Figure 3.7 Scale effect: a: reference image, b: $50 \%$ scaled image.

### 3.3.3 Evaluation

Using the original images as reference, the performance of the detectors and descriptors is evaluated by studying the matches from the extracted points from the reference and the transformed images. The feature points are detected and the descriptors of each point are extracted in both images (reference and transformed). Thereafter, Brute-Force algorithm is applied to each descriptor in the transformed image, in order to match the detected feature points with their correspondings in the reference image, using a distance threshold. If the distance is less than or equal the threshold, the correspondent feature is returned.

Generally, the evaluation is focused on three criteria; Repeatability: the percent-
age of the features detected on the scene in both images, Accuracy: the localization of the detected features and Efficiency: the detection and description should be a time-critical process.

To study these criteria, the following standards have been taken into consideration:

- Speed per frame: The absolute total time required to the feature detection and description of a single frame.
- Speed per feature: The time required of the detection and description process for single feature; which is calculated as follows:

$$
\begin{equation*}
t_{f}=\frac{T}{N} \tag{3.3}
\end{equation*}
$$

where, $T$ is the total time divided and $N$ is the number of features.

- Percentage of matched features: The ratio of the successfully matched features of the transformed image to the reference image.
- Average detection error: The average distance of the feature position in the reference and transformed image. Large values indicate high number of false positives and less accuracy of the detector.
- Features count deviation: To estimate how slight exposure changes affect feature detection, and is calculated as follows:

$$
\begin{equation*}
\tau=\frac{1}{N} \sum_{i=0}^{N} \frac{x_{o_{i}}-x_{t_{i}}}{x_{o_{i}}} \tag{3.4}
\end{equation*}
$$

where, $x_{o_{i}}$ and $x_{t_{i}}$ are the number of features from the reference and the transformed frames respectively.

On the other hand, the matched feature points by the four methods are used as inputs in the pose estimation algorithm; in order to estimate the UAV position $(x, y, z)$ and orientation $(\phi, \theta, \psi)$. Thereafter, the four generated trajectories are compared to a predefined ground truth and DGPS data; to estimate the accuracy and computation time of each one.

## Reference images

In order to evaluate the performance of the presented methods, the feature points are extracted from the reference images, and then, the number of detected features and the computation time of the detection step are calculated in each method. From experiments, as it is presented in Figures 3.8a, 3.8c, and 3.8e and it is shown in Table 3.1, that the classical SIFT (detector and descriptor) detects the highest number of feature points, followed by SIFT-FREAK combination, and finally SURF and SURFFREAK have less number of the feature points.


Figure 3.8 Reference images; a, c, e: feature points and b, d, f: Computational time of $1^{s t}, 2^{\text {nd }}, 3^{r d}$ dataset respectively.

Table 3.1 Reference Images

|  | Dataset | SIFT | SURF | SIFT-FREAK | SURF-FREAK |
| :---: | :--- | :--- | :--- | :--- | :--- |
| Number of | G1 | 1877 | 1047 | 1695 | 885 |
|  | G2 | 6743 | 5840 | 6269 | 433 |
|  | G3 | 1359 | 1000 | 1200 | 635 |
|  | G1 | 738.4 | 184.4 | 392.2 | 126.8 |
| Time (ms) | G2 | 3262.1 | 853.8 | 1083.9 | 432.4 |
|  | G3 | 606.6 | 192.0 | 440.8 | 121.6 |

However, the SIFT has been found as the slowest in terms of computation time, while SIFT-FREAK has reduced the time of computing significantly, approximately $50 \%$ of the classical SIFT. The comparison of the computation time for those four algorithms is shown in Figures 3.8b, 3.8d, and 3.8f.

## Rotation invariance

In the case of the rotation invariance property, both classical algorithms (SIFT and SURF) have a significant drop in the number of detected feature points. From Table 3.2 and Figures 3.9 and 3.10, it has been observed that the classical SIFT has accuracy less than $66 \%$, where the classical SURF has accuracy less than $38 \%$.

Table 3.2 Rotation Effect

|  | Dataset |  | SIFT | SURF | SIFT-FREAK | SURF-FREAK |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | G1 | $15^{\circ}$ | $735 \downarrow$ | $833 \downarrow$ | 1682 | $1337 \uparrow$ |
| $\begin{array}{c}\text { Number of } \\ \text { features }\end{array}$ | G2 | $30^{\circ}$ | $796 \downarrow$ | $754 \downarrow$ | 1679 | $1282 \uparrow$ |
|  | $15^{\circ}$ | $1890 \downarrow$ | $3293 \downarrow$ | 6267 | $6793 \uparrow$ |  |
|  | G3 | $30^{\circ}$ | $1933 \downarrow$ | $3372 \downarrow$ | 6017 | $5973 \uparrow$ |
|  |  | $15^{\circ}$ | $579 \downarrow$ | $645 \downarrow$ | 1128 | $1041 \uparrow$ |
|  | $30^{\circ}$ | $619 \downarrow$ | $578 \downarrow$ | 1141 | $1046 \uparrow$ |  |
| Time (ms) | G1 | $15^{\circ}$ | 757.5 | $790.8 \uparrow$ | 319.7 | 118.4 |
|  |  | G2 | $30^{\circ}$ | $1048.9 \uparrow$ | $278.4 \uparrow$ | 345.5 |$] 175.29$.

${ }^{\uparrow}$ Higher value than the reference. $\quad{ }^{\downarrow}$ Lower value than the reference.

Moreover, by studying the effect of FREAK descriptor with SIFT and SURF detectors, it has been found that the number of the matched feature points extracted by SIFT-FREAK is almost equal to the number of feature points extracted from reference images with accuracy more than $91 \%$. Whilst combining FREAK with SURF reduces the accuracy to less than $11 \%$; and this is due to the detection of a large


Figure 3.9 Rotated images ( $\mathbf{1 5}^{\boldsymbol{o}} \mathbf{)}$; $\mathbf{a}$, $\mathbf{c}$, e: feature points and $\mathbf{b}, \mathbf{d}, \mathbf{f}$ : Computational time of $1^{\text {st }}, 2^{\text {nd }}, 3^{\text {rd }}$ dataset respectively.


Figure 3.10 Rotated images ( $30^{\circ}$ ); $\mathbf{a}$, $\mathbf{c}$, $\mathbf{e}$ : feature points and $\mathbf{b}, \mathbf{d}, \mathbf{f}$ : Computational time of $1^{\text {st }}, 2^{\text {nd }}, 3^{\text {rd }}$ dataset respectively.

Whereas, by comparing the methods in terms of computation time, the SIFT is considered as the slowest method with computation time almost equal to the time of reference images (less number of feature and expensive computation time). Similarly to SIFT, the computational time of the SURF method is equal to the reference, and in some cases, it has a computation time higher than in the reference. While in the case of SIFT-FREAK combination, there is almost no change in the time, which
can be observed that the SIFT-FREAK combination is invariant in rotation effect with no change in computation time.

## Noise invariance

For the noise effect, the classical methods still have lower accuracy in the detection of the feature points, which is less than $60 \%$ in the case of SIFT algorithm, and less than $14 \%$ for the SURF, as it illustrated in Table 3.3. Whilst, SIFT-FREAK combination provides accuracy of [ $91 \%-94 \%$ ] according to the type of the noise.

Similarly to the rotation effect, the SURF-FREAK pair suffers from detecting a large number of false positives, which in turn, reduces the accuracy significantly to $11 \%$.

Table 3.3 Noise Effect

|  | Dataset |  | SIFT | SURF | SIFT-FREAK | SURF-FREAK |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Number of features | G1 | Gaus. | 251 $\downarrow$ | 519 $\downarrow$ | 1631 | 868 |
|  |  | S\&P | 481 $\downarrow$ | 1000 | 1043 $\downarrow$ | 884 |
|  |  | S | $247 \downarrow$ | 463 $\downarrow$ | 1358 $\downarrow$ | $627 \downarrow$ |
|  | G2 | Gaus. | 577 $\downarrow$ | 1433 $\downarrow$ | $6563 \uparrow$ | $1067 \uparrow$ |
|  |  | S\&P | $119 \downarrow$ | 2919 $\downarrow$ | $6371 \uparrow$ | $4731 \uparrow$ |
|  |  | S | 568 $\downarrow$ | 1272 $\downarrow$ | $6832 \uparrow$ | $4820 \uparrow$ |
|  | G3 | Gaus. | 253 $\downarrow$ | 551 $\downarrow$ | $1276 \uparrow$ | 627 |
|  |  | S\&P | 103 $\downarrow$ | $300 \downarrow$ | $1327 \uparrow$ | 573 |
|  |  | S | 243 $\downarrow$ | 447 $\downarrow$ | 1142 | 515 $\downarrow$ |
| Time (ms) | G1 | Gaus. | 757.5 | $790.8 \uparrow$ | $319.7 \downarrow$ | 118.4 |
|  |  | S\&P | $1048.9 \uparrow$ | $278.4 \uparrow$ | $345.5 \downarrow$ | $175.2 \uparrow$ |
|  |  | S | 766.9 | 180.5 | $319.0 \downarrow$ | 121.2 |
|  | G2 | Gaus. | 2908.7 $\downarrow$ | 846.6 | 1067 | 395.2 |
|  |  | S\&P | $3626.4 \uparrow$ | $1186.7 \uparrow$ | 1127.8 | $580.4 \uparrow$ |
|  |  | S | $2744.8 \uparrow$ | 880.7 | 1029.7 | 421.1 |
|  | G3 | Gaus. | 599.3 | 168.1 $\downarrow$ | $280.8 \downarrow$ | 125.3 |
|  |  | S\&P | 614.5 | 180.4 | $282.5 \downarrow$ | $112.7 \uparrow$ |
|  |  | S | 604.9 | 171.0 $\downarrow$ | $275.9 \downarrow$ | 105.1 $\downarrow$ |

[^5]On the other hand, comparing to the reference data, the computational time of the classical SIFT in the first and second dataset, has increased significantly in the case of the Salt-and-Pepper noise, but it provided the same computational time with the Gaussian and Sneckle noises. While generally, the other methods obtained the s
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Figure 3.11 Noised images (Gaussian); a, c, e: feature points and b, d, f: Computational time of $1^{\text {st }}, 2^{n d}, 3^{r d}$ dataset respectively.

However, SURF provided higher computation time in some cases; such as with the effect of the Gaussian noise in the the first dataset, and Salt-and-Pepper in the second dataset. Furthermore, SIFT-FREAK provided less computation time in the 1
(
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Figure 3.12 Noised images (Salt-and-Pepper); a, c, e: feature points and b,d,f: Computational time of $1^{\text {st }}, 2^{\text {nd }}, 3^{\text {rd }}$ dataset respectively.


Figure 3.13 Noised images (Speckle); a, c, e: feature points and b, d, f: Computational time of $1^{\text {st }}, 2^{\text {nd }}, 3^{r d}$ dataset respectively.

## Scale invariance

For the scale invariance property, Table 3.4 and Figure 3.14 show that the four algorithms provide very low accuracy of detecting the feature points, however, SIFTFREAK combination obtained the best results with accuracy $30 \%$ compared to the classical SURF (16\%), and classical SIFT (11\%), while the SURF-FREAK obtained the lowest accuracy (7.6\%).
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Figure 3.14 Scaled images; $\mathbf{a}, \mathbf{c}, \mathbf{e}$ : feature points and $\mathbf{b}, \mathbf{d}, \mathbf{f}$ : Computational time of $1^{\text {st }}, 2^{\text {nd }}, 3^{\text {rd }}$ dataset respectively.

From the experiments, as it is shown in Figure 3.15, the SIFT-FREAK combination provides total accuracy up to $97.7 \%$, followed by the classical SIFT provides accuracy up to $66.8 \%$, whilst the accuracy of the SURF algorithm is up to $38.9 \%$, and finally the SURF-FREAK has the lowest accuracy, which is less than $7.9 \%$.

Table 3.4 Scale Effect

|  | Dataset | SIFT | SURF | SIFT-FREAK | SURF-FREAK |
| :---: | :--- | :--- | :--- | :--- | :--- |
| Number of | G1 | $164 \downarrow$ | $131 \downarrow$ | $484 \downarrow$ | $171 \downarrow$ |
| features | G2 | $1854 \downarrow$ | $375 \downarrow$ | $1662 \downarrow$ | $1033 \downarrow$ |
|  | G3 | $165 \downarrow$ | $139 \downarrow$ | $418 \downarrow$ | $133 \downarrow$ |
| Time (ms) | G1 | G2 | $347.7 \downarrow$ | $107.5 \downarrow$ | $199.9 \downarrow$ |
|  | G3 | $391.9 \downarrow$ | $455.4 \downarrow$ | $147.1 \downarrow$ | $83.9 \downarrow$ |
|  |  |  |  | $177.7 \downarrow$ | $73.7 \downarrow$ |

${ }^{\uparrow}$ Higher value than the reference. $\quad{ }^{\downarrow}$ Lower value than the reference.


Figure 3.15 Accuracy of feature detection and description algorithm

Moreover, the obtained results from the three datasets show that the SIFT-FREAK has an average in the deviation of $\pm 0.2$, which means that it is invariance against image transformations (Noise, Rotation and Scale), while SURF-FREAK is very sensitive of any small change in the image with a deviation of $\pm 3.4$, as it is illustrated in Figure 3.16.

In addition, Table 3.5 shows the computation time required per feature point, at which, it is illustrated that the SIFT has an average time of 1.76 ms , and SURF time is 0.49 ms . Whilst the effect of the FREAK descriptor minimizes the time of processing, which has been shown that SIFT-FREAK combination has an average time 0.23 ms ,


Figure 3.16 Deviation of each algorithm against image transformation
and the SURF-FREAK time is 0.23 ms . Moreover, Table 3.6 shows the comparison of the average time per frame among the SIFT, SURF, SIFT-FREAK and SURF-FREAK for the three datasets.

Table 3.5 Average computation time required per feature point

|  |  |  | SIFT | SIFT-FREAK | SURF | SURF-FREAK |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Reference |  | 0.441 | 0.257 | 0.171 | 0.444 |
|  |  | Gaus | 3.476 | 0.193 | 0.835 | 0.236 |
|  | Noise | S\&P | 12.874 | 0.240 | 0.429 | 0.173 |
| Time (ms) |  | Spckle | 3.477 | 0.209 | 0.488 | 0.162 |
|  | Rotation | $15^{\circ}$ | 1.202 | 0.203 | 0.489 | 0.0809 |
|  | Rotation | $30^{\circ}$ | 1.396 | 0.214 | 0.344 | 0.114 |
|  | Scale |  | 1.760 | 0.309 | 0.906 | 0.424 |

Table 3.6 Average time required to match one image

|  | SIFT | SIFT-FREAK | SURF | SURF-FREAK |
| :--- | :--- | :--- | :--- | :--- |
| Time (ms) | 980.9 | 390.12 | 522.737 | 157.38 |

The second evaluation step it to verified the data gathered by each algorithm (detector and descriptor) in the pose estimation algorithm, and compare the results with the ground truth and the data obtained by the DGPS. In order to achieve this, the UAV performs a trajectory of an outdoor flight (2 $2^{\text {nd }}$ dataset). In in Figure 3.17, it is shown that on one hand, the SIFT-FREAK pair estimates the pose of the UAV accurately compared to the ground truth and the DGPS, followed by the SIFT algorithm. This illustrates the efficiency of the SIFT detector, However, combining the FREAK descriptor increases the robustness of the feature point extraction step. On the other hand, both SURF and SURF-FREAK algorithms provide inaccurate results with high error rates, and this is because of the large number of false positives detected.


Figure 3.17 Pose estimation of outdoor flight (2 ${ }^{\text {nd }}$ dataset) (cyan: Ground truth, red: SIFT-FREAK, green: SIFT, magenta: SURF, blue: SURF-FREAK and black: DGPS)

### 3.4 Homography formulation

According to Algorithm 1, first, the keypoints are detected, and its descriptors are extracted using SIFT-FREAK combination from the two consecutive frames, that are captured during the UAV motion.

Afterwards, Brute-Force algorithm is applied in order to match the keypoints from the two frames, and only the points (found in both frames) are returned. Figure 3.18 illustrates an example of matched points between two consecutive frames.


Figure 3.18 SIFT-FREAK-based Feature Matching: red points detected from $F_{i}$ and blue points detected from $F_{i-1}$

The matching process is achieved by identifying the nearest neighbors of the detected keypoints. Therefore, for more accuracy, the matched keypoints are filtered by eliminating the ones whose ratio of the closest-distance to second-closest distance is greater than an empirical threshold value (0.28).

Let $q$ is the filtered-matched keypoint which is calculated as shown in the fol-
lowing equation:

$$
q(n)=\left\{\begin{array}{ll}
(x, y, s), & \text { distance ratio } \leq 0.28  \tag{3.5}\\
0, & \text { otherwise }
\end{array} \quad \forall n \in N\right.
$$

where, $N$ is the total number of matched keypoints, $s$ is the size of the keypoint (diameter), and distanceratio is the minimum distance ratio of the matched keypoints.

However, the extracted keypoints usually contain a number of outliers that can be generated from poor images, blur, moving objects, changes in illumination, or other errors. These outliers can cause a significant error in the motion estimation, therefore, a RANSAC estimation algorithm [101] is used to generate candidate solutions. Using the smallest set of observations, the algorithm estimates the underlying parameters, and removes the effects of these outliers as it is shown is Algorithm 2 and Figure 3.19.


Figure 3.19 RANSAC inliers
From Algorithm 2, the error of two matched points is calculated by using the symmetric transfer error from the homography $H$ of these points as follows:

$$
\begin{equation*}
d_{\text {transfer }}^{2}=d\left(q_{i}, H^{-1} q_{i-1}\right)^{2}+d\left(q_{i-1}, H q_{i}\right)^{2} \tag{3.6}
\end{equation*}
$$

where, $d$ denotes the distance and $q_{i}$ and $q_{i-1}$ are the matched points.

```
Algorithm 2: Inliers estimation using RANSAC
    Input: Matched points \(q\)
    Output: Inliers Inlr
    Define: Maximum number of iterations N, Minimum number of points to fit
    the model \(k\), Best model bstmdl, Best score bstscr, Threshold \(\varepsilon\), Temporary
    inliers tempinlr, Temporary model tempmdl, Temporary score tempscr, Error
    err
    begin
    bstscr \(\leftarrow \infty\)
    while \(<N\) do
        tempinlr \(\leftarrow \operatorname{Random}(q, k)\)
        if tempinlr is colinear then
            tempmdl \(\leftarrow\) EstimateModel(tempinlr)
            tempscr \(\leftarrow 0\)
            for \(i \leftarrow 0, \operatorname{size}(q)\) do
            err \(\leftarrow\) distance \((\) tempmdl,\(q[i])\)
            if \(\mathrm{err}<\varepsilon\) then
                tempscr \(\leftarrow\) tempscr + err
                tempinlr \(\leftarrow \operatorname{Add}(q[i])\)
            end
            else
                tempscr \(\leftarrow\) tempscr \(+\varepsilon\)
            end
            end
            if \(\mathrm{err}<\varepsilon\) then
                    bstscr \(\leftarrow\) tempscr
                    bstmdl \(\leftarrow\) tempmdl
                    Inlr \(\leftarrow\) tempinlr
            end
        end
    end
    end
```

Assuming set of points $q_{i-1} \in \mathbb{R}^{2}$ from the frame $F_{i-1}$ related to the corresponding points $q_{i} \in \mathbb{R}^{2}$ from $F_{i}$, then the frame-to-frame motion in the image plane can be
extracted from the homography as defined in Equation 3.7:

$$
\begin{gather*}
s q_{i}={ }^{i} \mathrm{H}_{i-1} q_{i-1} \\
s\left[\begin{array}{c}
x_{i} \\
y_{i} \\
1
\end{array}\right]=\left[\begin{array}{lll}
h_{11} & h_{12} & h_{13} \\
h_{21} & h_{22} & h_{23} \\
h_{31} & h_{32} & h_{33}
\end{array}\right]\left[\begin{array}{c}
x_{i-1} \\
y_{i-1} \\
1
\end{array}\right] \tag{3.7}
\end{gather*}
$$

where $q_{i}=\left(x_{i}, y_{i}, 1\right)^{T}$ and $q_{i-1}=\left(x_{i-1}, y_{i-1}, 1\right)^{T}$ are homogeneous, $s$ is an arbitrary scale factor, ${ }^{i} \mathrm{H}_{i-1}$ is the $3 \times 3$ planner homography matrix as shown in Figure 3.20.

From Equation 3.7, two linear system equations of the elements of ${ }^{i} \mathrm{H}_{i-1}$ can be obtained:

$$
\begin{align*}
& x_{i}\left(h_{31} x_{i-1}+h_{32} y_{i-1}+h_{33}\right)=h_{11} x_{i-1}+h_{12} y_{i-1}+h_{13}  \tag{3.8}\\
& y_{i}\left(h_{31} x_{i-1}+h_{32} y_{i-1}+h_{33}\right)=h_{21} x_{i-1}+h_{22} y_{i-1}+h_{23}
\end{align*}
$$

Thees are inhomogeneous equations involving the positions of the points nonlinearly, however, the homography elements are linear. Thus, Equation 3.8 can be derived as follows:

$$
\begin{align*}
& a_{x}^{T} h=0 \\
& a_{y}^{T} h=0 \tag{3.9}
\end{align*}
$$

where,

$$
\begin{array}{r}
a_{x}^{T}=\left(x_{i-1}, y_{i-1}, 1,0,0,0,-x_{i-1} x_{i},-y_{i-1} x_{i},-x_{i}\right) \\
a_{y}^{T}=\left(0,0,0, x_{i-1}, y_{i-1}, 1,-x_{i-1} y_{i},-y_{i-1} y_{i},-y_{i}\right)  \tag{3.10}\\
\quad h=\left(h_{11}, h_{12}, h_{13}, h_{21}, h_{22}, h_{23}, h_{31}, h_{32}, h_{33}\right)^{T}
\end{array}
$$

Then for $n$ points, the inhomogeneous equation can be represented by:

$$
\begin{equation*}
A h=0, \quad h \neq 0 \tag{3.11}
\end{equation*}
$$

where $H$ contains the homography elements $h_{i j}$ ( $i$ th row, $j$ th column), and $A$ is a
$2 n \times 9$ matrix which is defined as follows:

$$
A=\left[\begin{array}{ccccccccc}
x_{i-1_{1}} & y_{i-1_{1}} & 1 & 0 & 0 & 0 & -x_{i-1} x_{i_{1}} & -y_{i-1_{1}} x_{i_{1}} & -x_{i_{1}}  \tag{3.12}\\
0 & 0 & 0 & x_{i-1_{1}} & y_{i-1_{1}} & 1 & -x_{i-1} y_{i_{1}} & -y_{i-1_{1}} y_{i_{1}} & -y_{i_{1}} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
x_{i-1_{n}} & y_{i-1_{n}} & 1 & 0 & 0 & 0 & -x_{i-1_{n}} x_{i_{n}} & -y_{i-1_{n}} x_{i_{n}} & -x_{i_{n}} \\
0 & 0 & 0 & x_{i-1_{n}} & y_{i-1_{n}} & 1 & -x_{i-1_{n}} y_{i_{n}} & -y_{i-1_{n}} y_{i_{n}} & -y_{i_{n}}
\end{array}\right]
$$

It is noticed that the $H$ matrix may fall in the null space of $A$, therefore, the Singular Value Decomposition (SVD) method is used in order to solve the null space issue, where:

$$
\begin{equation*}
A=U \Sigma V^{T}=\sum_{i=1}^{9} \sigma_{i} u_{i} v_{i}^{T} \tag{3.13}
\end{equation*}
$$

The SVD is computed where the singular values of the diagonal of $\Sigma$ are sorted descendingly Furthermore, the eigenvalues of $A^{T} A$ are equal to the squares of the singular values of $H$, so that, the value of $\sigma_{9}=0$, if $H$ is exactly determined, which means that the homography fits the points correspondences exactly. In the case if $H$ is overdetermined, the solution is equal to the last column in $V$ which corresponds to the smallest singular value $\sigma_{9}$.

In order to estimate the 3D position in the world plane, the relation between the points in the real-world and their correspondings in the image plane should be estimated. Let a world point $q_{w} \in \mathbb{R}^{3} \wedge q_{w}=\left(x_{w}, y_{w}, z_{w}, 1\right)^{T}$, then by using $3 \times 4$ projection matrix $P^{i}$, this point can be mapped to an image point $q_{i} \in \mathbb{R}^{2}$ as follows:

$$
s q_{i}=P^{i} q_{w}=C\left[R^{i} \mid t^{i}\right] q_{w}=C\left[\begin{array}{llll}
r_{1}^{i} & r_{2}^{i} & r_{3}^{i} & t^{i} \tag{3.14}
\end{array}\right] q_{w}
$$

where $C=\left[\begin{array}{ccc}f_{x} & 0 & c_{x} \\ 0 & f_{y} & c_{y} \\ 0 & 0 & 1\end{array}\right]$ is the calibration matrix of the camera (Appendix $B$ shows the process of calibrating the cameras), $R^{i}$ and $t^{i}$ are the rotation matrix and translation vector respectively.

Suppose that $q_{w}$ lies on a plane $\mathscr{P}$ with $z_{w}=0$, then Equation 3.14 can be re-


Figure 3.20 The relation between the matched point $q$ from two consecutive frames.
expressed as follows:

$$
s q_{i}=\bar{P}^{i} q_{\mathscr{P}}=C\left[R^{i} \mid t^{i}\right] q_{\mathscr{P}}=C\left[\begin{array}{lll}
r_{1}^{i} & r_{2}^{i} & t^{i} \tag{3.15}
\end{array}\right] q_{\mathscr{P}}
$$

where $\dot{P}^{i}$ is a $3 \times 3$ projection matrix, which maps the points in the plane $\mathscr{P}$ to the image plane and can be defined as a planar homography as follows:

$$
{ }^{i} \mathrm{H}_{w}=\lambda C\left[\begin{array}{lll}
r_{1}^{i} & r_{2}^{i} & t^{i} \tag{3.16}
\end{array}\right]=\dot{P}^{i}
$$

where $\lambda=\frac{1}{s}$ is the homogeneous scale factor.
However, ${ }^{i} \mathrm{H}_{w}$ cannot be calculated directly, therefore, it is required to calculate the initial homography ${ }^{0} \mathrm{H}_{w}$ of the reference frame (world-to-reference frame). ${ }^{0} \mathrm{H}_{w}$ is calculated as shown in Equation 3.17.

$$
{ }^{0} \mathrm{H}_{w}=\lambda C\left[\begin{array}{lll}
{ }^{0} \mathbf{r}_{1} & { }^{0} \mathbf{r}_{2} & t^{0}
\end{array}\right]=\left[\begin{array}{lll}
1 & 0 & 0  \tag{3.17}\\
0 & 1 & 0 \\
0 & 0 & \zeta
\end{array}\right]
$$

where, $\zeta$ is the initial altitude obtained by any sensor; such as ultrasonic, barometer, etc. or it can be estimated form the size of a detected predefined pattern in the initial position of the navigation using the pinhole model as it is shown in Figure 3.21, and calculated by Equation 3.18 as follows:

$$
\begin{align*}
& \frac{-y_{i m g}}{f}=\frac{h_{r}}{d_{r}} \quad \text { or, } \\
& d_{r}=-\frac{f h_{r}}{y_{i m g}} \tag{3.18}
\end{align*}
$$

where $y_{i m g}$ is the object hight in the image plane, $h_{r}$ is the object real hight, $f$ is the focal length of the camera, and $d_{r}$ is the distance between the camera optical center and the object.


Figure 3.21 Altitude Estimation from detected pattern - a: Pinhole Model, b: Altitude estimation.

Thereafter, the related $i^{\text {th }}$ frame homographies can be estimated as a sequence of frame-to-frame homographies multiplication as follows:

$$
\begin{equation*}
{ }^{i} \mathrm{H}_{w}={ }^{i} \mathrm{H}_{i-1}{ }^{i-1} \mathrm{H}_{i-2} \ldots{ }^{1} \mathrm{H}_{0}{ }^{0} \mathrm{H}_{w} \tag{3.19}
\end{equation*}
$$

From equations 3.15 and 3.16 , it is possible to decompose ${ }^{i} \mathrm{H}_{w}$ to its rotation and
translation matrices as follows:

$$
\left[\begin{array}{llll}
{ }^{i} \mathbf{r}_{1} & { }^{i} \mathbf{r}_{2} & { }^{i} \mathbf{r}_{3} & t^{T} \tag{3.20}
\end{array}\right]=\lambda C^{-1 i} \mathrm{H}_{w}
$$

where,

$$
\begin{gather*}
r_{1}=\lambda C^{-1} h_{1} \\
r_{2}=\lambda C^{-1} h_{2}  \tag{3.21}\\
r_{3}=r_{1} \times r_{2} \\
t=\lambda C^{-1} h_{3}
\end{gather*}
$$

and

$$
\begin{equation*}
\lambda=\frac{1}{\left\|C^{-1} h_{1}\right\|}=\frac{1}{\left\|C^{-1} h_{2}\right\|} \tag{3.22}
\end{equation*}
$$

The rotation matrix $R$ is an orthogonal matrix; hence $R^{T} R=R R^{T}=I$. However, when solving the problem using real data, it will not end up with an exact rotation matrix for which the property holds. So that, the SVD of $R$ is used to get around this problem:

$$
\begin{equation*}
R=U \Sigma V^{T} \tag{3.23}
\end{equation*}
$$

Because $R$ is itself orthonormal, the matrix $\Sigma$ must be the identity matrix, such that the new rotation matrix can be obtained as follows:

$$
\dot{R}=\left[\begin{array}{lll}
\hat{r}_{1} & \hat{r}_{2} & \hat{r}_{3} \tag{3.24}
\end{array}\right]=U I V^{T}
$$

According to the notational conventions, and ignoring the various possible axis permutations discussed by Ken Shoemake [281], the proposed algorithm has focused on one particular order of applying rotations to illustrate the problem. Defining the three standard sequence of rotation matrices: $R_{x}\left(\phi_{\text {roll }}\right)$ about the $x$-axis,
$R_{y}\left(\theta_{\text {pitch }}\right)$ about the $y$-axis and $R_{z}\left(\psi_{\text {yaw }}\right)$ about the $z$-axis as:

$$
\begin{gather*}
R_{x}\left(\phi_{\text {roll }}\right)=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \left(\phi_{\text {roll }}\right) & \sin \left(\phi_{\text {roll }}\right) \\
0 & -\sin \left(\phi_{\text {roll }}\right) & \cos \left(\phi_{\text {roll }}\right)
\end{array}\right] \\
R_{y}\left(\theta_{\text {pitch }}\right)=\left[\begin{array}{ccc}
\cos \left(\theta_{\text {pitch }}\right) & 0 & -\sin \left(\theta_{\text {pitch }}\right) \\
0 & 1 & 0 \\
\sin \left(\theta_{\text {pitch }}\right) & 0 & \cos \left(\theta_{\text {pitch }}\right)
\end{array}\right]  \tag{3.25}\\
R_{z}\left(\psi_{\text {yaw }}\right)=\left[\begin{array}{ccc}
\cos \left(\psi_{\text {yaw }}\right) & \sin \left(\psi_{\text {yaw }}\right) & 0 \\
-\sin \left(\psi_{\text {yaw }}\right) & \cos \left(\psi_{\text {yaw }}\right) & 0 \\
0 & 0 & 1
\end{array}\right]
\end{gather*}
$$

The final coordinate transformation matrix of the rotations $R_{x}\left(\phi_{\text {roll }}\right), R_{y}\left(\theta_{\text {pitch }}\right)$ and $R_{z}\left(\psi_{\text {yaw }}\right)$ can be written as:

$$
R_{x y z}=\left[\begin{array}{ccc}
\frac{c_{\theta} c_{\psi}}{} & \frac{c_{\theta} s_{\psi}}{} & -s_{\theta}  \tag{3.26}\\
s_{\phi} s_{\theta} c_{\psi}-c_{\phi} s_{\psi} & s_{\phi} s_{\theta} s_{\psi}+c_{\phi} c_{\psi} & s_{\phi} c_{\theta} \\
c_{\phi} s_{\theta} c_{\psi}+s_{\phi} s_{\psi} & c_{\phi} s_{\theta} s_{\psi}-s_{\phi} c_{\psi} & c_{\phi} c_{\theta}
\end{array}\right]
$$

where, $c_{\theta}=\cos \left(\theta_{\text {pitch }}\right), s_{\phi}=\cos \left(\phi_{\text {roll }}\right)$ and so on. From Equation 3.26, the three angles are extracted as:

$$
\begin{gather*}
\phi_{\text {roll }}=\operatorname{atan} 2\left(s_{\phi} c_{\theta}, c_{\phi} c_{\theta}\right) \\
\theta_{\text {pitch }}=\operatorname{atan} 2\left(-s_{\theta}, c_{\phi}\right)  \tag{3.27}\\
\psi_{\text {yauw }}=\operatorname{atan} 2\left(c_{\theta} s_{\psi}, c_{\theta} c_{\psi}\right)
\end{gather*}
$$

where $c_{\phi}=\sqrt{\left(c_{\theta} c_{\psi}\right)^{2}+\left(c_{\theta} s_{\psi}\right)^{2}}$.
A problem appears when the value of $c_{\theta} S_{\psi}$ and $c_{\theta} c_{\psi}$ is very small or equal to zero, which yields $s_{\phi} c_{\theta}$ and $c_{\phi} c_{\theta}$ to be very small or equal to zero, and $-s_{\theta}$ will be in the range close to $\pm 1$. At which, it is difficult to estimate the angle $\phi_{\text {roll }}$. However, this is solved by comparing the value of $c_{\theta}$ with an empiric threshold value $\left(\varepsilon=1.9073 e^{-6}\right)$, and if $c_{\theta}$ falls below this threshold, the matrix elements are
reduced to the following:

$$
R_{x y z}=\left[\begin{array}{ccc}
0 & 0 & -( \pm 1)  \tag{3.28}\\
\pm s_{\phi} c_{\psi}-c_{\phi} s_{\psi} & \pm s_{\phi} s_{\psi}+c_{\phi} c_{\psi} & 0 \\
\pm c_{\phi} c_{\psi}+s_{\phi} s_{\psi} & \pm c_{\phi} s_{\psi}-s_{\phi} c_{\psi} & 0
\end{array}\right]
$$

This matrix leads to an example of a gimbal lock, at which the $x$ and $z$ axes are brought into alignment by the $y$ rotation, and loses one degree of freedom because $\phi_{\text {roll }}$ and $\psi_{\text {yaw }}$ angles act as a single parameter.

Handling this case by setting one of $\phi_{\text {roll }}$ or $\psi_{\text {yaw }}$ to zero, allows to derive the other angle, and thus reduces the matrix to the following form:

$$
R_{x y z}=\left[\begin{array}{ccc}
0 & 0 & -( \pm 1)  \tag{3.29}\\
\pm s_{\phi} & c_{\phi} & 0 \\
\pm c_{\phi} & -s_{\phi} & 0
\end{array}\right]
$$

Hence, $\phi_{\text {roll }}$ can be easily extracted as follow:

$$
\begin{equation*}
\phi_{\text {roll }}=\operatorname{atan} 2\left(-s_{\phi}, c_{\phi}\right) \tag{3.30}
\end{equation*}
$$

Working with real-world matrices whose elements have typical rounding errors, $\phi_{\text {roll }}$ sometimes can be obtained with some confused set of values, which lead to produce abrupt changes in the angle values. However, this is not a major problem, and that is because of the close relationship between $\phi_{\text {roll }}$ and $\psi_{\text {yaw }}$ as mentioned before. Therefore, any abrupt change in the value of $\phi_{\text {roll }}$ can be easily corrected by the value of $\psi_{\text {yaw }}$.

On the other hand, if the value of $c_{\theta}$ exceeds the threshold $\varepsilon$, each of the angles $\phi_{\text {roll }}$ and $\psi_{\text {yaw }}$ acts independently, and the rounding errors in one angle become very large and cannot be corrected by the other.

The solution can be achieved by computing the rotation generated by the extracted $\phi_{\text {roll }}$ and $\theta_{\text {pitch, }}$, and then working out the rotation required in $\psi_{\text {yaw }}$ in order to reconstruct its matrix. This can be derived by multiplying the unknown $\psi_{\text {yaw }}$
matrix by the transpose of the product of $\phi_{\text {roll }}$ and $\theta_{\text {pitch }}$ matrices as follow:

$$
\left.\begin{array}{c}
\hat{R}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & c_{\phi} & s_{\phi} \\
0 & -s_{\phi} & c_{\phi}
\end{array}\right]
\end{array}\left[\begin{array}{ccc}
c_{\theta} & 0 & -s_{\theta}  \tag{3.31}\\
0 & 1 & 0 \\
s_{\theta} & 0 & c_{\theta}
\end{array}\right]\right]^{T}\left[\begin{array}{lll}
\dot{r}_{11} & \dot{r}_{12} & \dot{r}_{13} \\
\dot{r}_{21} & \hat{r}_{22} & \dot{r}_{23} \\
\hat{r}_{31} & \tilde{r}_{32} & \hat{r}_{33}
\end{array}\right] .
$$

As the product represents a pure rotation about the $z$-axis, then $\psi_{\text {yaw }}$ must be in the following form:

$$
\hat{R}=\left[\begin{array}{ccc}
c_{\psi} & s_{\psi} & 0  \tag{3.32}\\
-s_{\psi} & c_{\psi} & 0 \\
0 & 0 & 1
\end{array}\right]
$$

Accordingly, from equations 3.31 and 3.32 , the $\psi_{\text {yaw }}$ can be extracted as follows:

$$
\begin{equation*}
\psi_{\text {yaw }}=\operatorname{atan} 2\left(s_{\psi}, c_{\psi}\right)=\operatorname{atan} 2\left(\left(s_{\phi} \dot{r}_{31}-c_{\phi} \dot{r}_{21}\right),\left(c_{\phi} \hat{r}_{22}-s_{\phi} \hat{r}_{32}\right)\right) \tag{3.33}
\end{equation*}
$$

### 3.5 Experimental Results

The proposed algorithm explained in the previous sections has been tested and verified with data gathered from real flights in both indoor and outdoor arenas with different visual conditions; such as ground texture, illumination, flight altitude, etc.

The processing in the ground station is performed in Intel i7-3770 at 3.4 GHz CPU. The connection with the UAV is established via a standard 802.11n wireless LAN card.

### 3.5.1 Platform

As mentioned before, two sets of experiments were performed (indoor and outdoor), different UAV platform was used in each test. The indoor experiments have been carried out with Parrot AR.Drone 2.0 quadcopter [49, 170], which supplies data from a three-axis gyroscope and accelerometer, pressure sensor and ultrasound sensor for ground altitude measurement. In addition, the vehicle is provided with two cameras, a $92^{\circ}$ diagonal angle lens frontal camera provides $1280 \times 720$
color images where the vertical camera has $64^{\circ}$ diagonal angle and provides color images with $320 \times 240$ resolution.

In the outdoor experiments, DJI F450 quadcopter based on Pixhawk control system was used. The quadcopter is equipped with GPS, magnetometer and IMU (accelerometers, gyroscopes, and barometer). In addition, a SJ4000 wireless camera which provides $640 \times 480$ images is mounted on Walkera G-2D gimbal to provide stability of the camera.

### 3.5.2 Results

In the experiments, different flights are performed in two different scenarios, in order to test and evaluate the performance of the proposed algorithm in both accuracy and processing time.

In these experiments, the frames are captured and sent to the ground station every 120 ms , then the system extracts the feature points from each new frame and match them with feature points from the previous frame. By computing and decomposing the frame-to-frame and frame-to-world homographies, the system estimates robustly the pose of the UAV in terms of positions $(x, y, z)$ and orientations $(\phi, \theta, \psi)$.

## Outdoor

The first scenario is the outdoor flights. At which, the flights are performed following a predefined path (ground truth), with altitudes between 1 m to 4 m . The results obtained from the visual system are compared with the data of the DGPS system.

Figures 3.22a, 3.23a, and 3.24a illustrate examples of the displacements in the three axes $\left(t_{x}, t_{y}, t_{z}\right)$. While, Figures $3.22 \mathrm{~b}, 3.23 \mathrm{~b}$, and 3.24 b show the Euler angles $(\phi, \theta, \psi)$ estimated by the vision system.

In Figure 3.22c the UAV performs a rectangle-shape outdoor flight with total distance of 117.6 m . In this experiment, the UAV performs a combination of straight line motion and turn to left side; in order to test the ability of the pose estimation to return to the starting point. From the figure (detailed image) it has been observed that during the flight, in different parts of the trajectory, the DGPS loses its accuracy, while in contrast, the vision system maintains its position with respect to the ground truth. The final error generated by the vision system was 15 cm comparing to 48 cm generated by the DGPS.


Figure 3.22 Outdoor flight - Rectangle shape - total distance: 117.6m; a: Translation vector (vision), b: Euler angles(vision), and c: Pose estimation in 2D (Ground truth, Vision and DGPS).

In the second outdoor experiment, the UAV flies in a square wave-shape with total distance of 124.9 m . As it is illustrated in Figure 3.23c, in this experiment, the UAV moves in straight lines and turning in both sides (left and right). The same problem appeared with the DGPS, which its accuracy decreased in different parts in the trajectory during the flight (detailed image). The cumulative error obtained by the vision system was less than 5 cm where the DGPS error was 90 cm .

The last experiment is shown in Figure 3.24c, where the UAV performs a randomshape flight. In this experiment, it is observed that the DGPS loses its accuracy from
the beginning because the Start point is close to a building wall. In addition, it provides an imprecise signal data with error of 75 cm in a comparison to the ground truth. In contrast, the vision system was able to follow the path and keep the position as the ground truth. The total error obtained by the vision system is 50 cm while the DGPS error is 110 cm .

From the outdoor experiments, the maximum error generated by the vision system is $\pm 50 \mathrm{~cm}$ in $(x, y)$-axis and $\pm 30 \mathrm{~cm}$ in z-axis.


Figure 3.23 Outdoor flight - Square wave shape - total Distance: 124.9m; a: Translation vector (vision), b: Euler angles(vision), and c: Pose estimation in 2D (Ground truth, Vision and DGPS).


Figure 3.24 Outdoor flight - Random shape - total distance: 132.3m; a: Translation vector (vision), b: Euler angles(vision), and c: Pose estimation in 2D (Ground truth, Vision and DGPS).

## Indoor

The second scenario is the indoor flights. At which, free flying movements were performed with a maximum altitude of 2.5 m , and the estimated results are compared with the results obtained by 9-cameras VICON motion capture system (Experiments performed in the department of Aeronautical and Automotive Engineering - Loughborough University).

Similarly to the outdoor experiments, the motion displacements in the three


Figure 3.25 Indoor flight: a: Translation vector (vision), b: Euler angles(vision), c: Pose estimation in 2D, and d) Pose estimation in 3D.
axes $\left(t_{x}, t_{y}, t_{z}\right)$ are shown in Figures 3.25a and 3.26a, while, Figures 3.25 b and 3.26b show the Euler angles $(\phi, \theta, \psi)$ estimated by the vision system.

Figures 3.25c and 3.26c show the UAV the estimated 2D motion by the VICON compared to the Vision system. Whilst Figures 3.25d and 3.26d show the 3D motion obtained by the two systems. From these experiments, it was found that the maximum error generated by the vision system is $\pm 35 \mathrm{~cm}$ in $(x, y)$-axis and $\pm 20 \mathrm{~cm}$ in $z$-axis.

The obtained results form all experiments show the robustness of the proposed algorithm in estimating the pose of UAV. After comparing the results obtained from the experiments with different conditions, it has been found that in indoor flights, with higher density ground textures and better light conditions, the algorithm obtained more accurate results with lower accumulated error than the obtained in the outdoor flights.

Table 3.7 shows the comparison between the different flights environment with the total distance, the mean drift in each axis, the error in the final position, the


Figure 3.26 Indoor flight: a: Translation vector (vision), b: Euler angles(vision), c: Pose estimation in 2D, and d) Pose estimation in 3D.


Figure 3.27 End point (final position) and the maximum error.
standard deviation and the total accuracy. The error in the final position was calculated by assuming the maximum error, that generates an error ( $100 \%$ ) is located in a radius of 1 meter from the End point of the ground truth (Figure 3.27).

Table 3.7 Accuracy

| Environment | Indoor | Outdoor |
| :--- | :--- | :--- |
| Number of Flights | 30 | 30 |
| Total Distance (m) | 676.5 | 3742.1 |
| Mean $(x, y)$ Drift (m) | $\pm 0.21$ | $\pm 0.38$ |
| Mean (z) Drift (m) | $\pm 0.20$ | $\pm 0.30$ |
| Mean Position Error (\%) | 0.68 | 0.53 |
| Max Position Error (\%) | 1.19 | 1.38 |
| Standard Deviation | 0.26 | 0.19 |
| Accuracy (\%) | 99.32 | 99.47 |

Finally, Table 3.8 shows a comparison of the pose estimation accuracy between four approaches from the bibliography and the proposed algorithm. The results show that the best performance belongs to the proposed algorithm reaching a $99 \%$ of accuracy and a standard deviation of 0.23 .

Table 3.8 Comparison of Visual Odometry Algorithms

| Algorithm |  | $\begin{aligned} & \text { MD } \\ & (\mathrm{m})^{\mathrm{a}} \end{aligned}$ | $\begin{aligned} & \text { MPE } \\ & (\%)^{\text {b }} \end{aligned}$ | SD ${ }^{\text {c }}$ | Accuracy <br> (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Wang [308] | VO | 14.88 | - | 8.87 | - |
|  | VO-IMU | 1.98 | - | 1.16 | - |
| Optical Flow | Monocular [227] | - | 3.0 | 2.0 | 97.0 |
|  | Stereo [287] | $\pm 0.24$ | 1.67 | 0.64 | 98.4 |
| Proposed Algorithm |  | $\pm 0.29$ | 0.61 | 0.23 | 99.4 |

Moreover, the estimated computation time is 64.2 ms . This result proved that the using SIFT-FREAK combination is quite faster than classical SIFT calculation, which obtained 110 ms .

### 3.6 Summary

This chapter presents a feature-based pose estimation algorithm using a UAV monocular downward-looking on-board camera. In this algorithm, a combination of the SIFT detector with the FREAK descriptor is used; in order to increase the performance and the robustness, and decrease the computational time of the feature points extraction and matching from the frame sequence, then the UAV pose (position and orientation) is estimated by calculating and decomposing the frame-toframe and world-to-frame homographies of the matched features.

The obtained results proved the efficiency and the accuracy of the pose estimation algorithm that is based on visual data, with an overall performance of 50 cm $\times 30 \mathrm{~cm}$ of overall error for outdoor environment, and $35 \mathrm{~cm} \times 20 \mathrm{~cm}$ in indoor scenarios on the ( $x, y$ )-axes and $z$-axis respectively. In the specific case of outdoor scenarios, where the conditions are more challenging, the presented system provided more accurate results than the DGPS which suffered from problems due to the signal degradation.

The results obtained for both indoor and outdoor scenarios prove the viability of the visual based navigation system for complementing the classical localization algorithms, even in the most challenging long term missions, where the system proved its viability.

In addition, the results of the computational time proved that combining the SIFT detector and FREAK descriptor yields a robust and fast detection algorithm, witch ia able to provide real-time navigation system based on visual information.

## CHAPTER 4

## Monocular Vision-based Obstacle Detection

One of the most challenging problems in the domain of autonomous aerial vehicles is the designing of a robust real-time obstacle detection and avoidance system ${ }^{1}$. This problem is getting more complex especially for SUAVs and MAVs, because of the limited number of the on-board sensors due to the SWaP constraints. Therefore, using lightweight sensors; such as Complementary Metal-Oxide-Semiconductor (CMOS) cameras, can be the best choice comparing with

[^6]other sensors; such as laser [197, 276, 279] or radar [27].
For real-time applications, different works focus on using stereo cameras to obtain and reconstruct the 3D model of the obstacles, or to estimate their depth. Instead, this chapter proposed a bio-inspired approach that mimics the human behavior of detecting the collision state of the approaching obstacles by realizing its size expansion [114] using monocular camera. During the UAV motion, the detection algorithm estimates the changes in the size of the area of the approaching obstacles.

The system is divided into two main stages: The guidance stage, at which the obstacle detection algorithm is performed based on the input images that are captured by the frontal camera. The second stage is the motion control, where the avoidance decision is taken and is sent to the UAV. Figure 4.1 shows the general


Figure 4.1 General overview of the Detection and Avoidance phases
overview of the proposed system. First, the method detects the feature points of the obstacles, then extracts the obstacles that have the highest probability of getting close toward the UAV. Secondly, by comparing the area ratio of the obstacle in the frame sequence, and the position of the UAV, the method decides if the detected obstacle may cause a collision or not. Finally, by estimating the obstacle 2D position in the image, and combining with the tracked waypoints, the UAV performs the avoidance maneuver and returns back to its path.

### 4.1 Obstacle Detection

The proposed obstacle detection algorithm mimics the human behavior of detecting the obstacles that are located in front of the UAV during motion. At which point, the collision state of the approaching obstacles is estimated instead of building 3D models, or calculating the depth of the obstacle.


Figure 4.2 The concept of approaching obstacle detection

The novelty and the key of this algorithm is to estimate the size ratios of the approaching obstacles from the consecutive frames during the flight as shown in

Figure 4.2. This is achieved by estimating the change in the size property of the detected feature points (diameter), and the size of the convex hull (area) which is constructed from these points as well. When the size ratios exceed certain empirical values(explained in 4.1.2), it means that there is an obstacle detected, and can cause a danger to the UAV as shown in Algorithm 3, and Figure 4.3.

```
Algorithm 3: Obstacle Detection
    Input: Input frames \(F\)
    Output: Collision state Obs, Collision-free zone \(\tau\)
    Define: Current frame \(F_{t}\), Previous frame \(F_{t-1}\), Current workspace \(R O I_{t}\),
        Previous workspace \(R O I_{t-1}\), Current keypoints \(k p_{t}[\) ], Previous keypoints
        \(k p_{t-1}\) [ ], Number of keypoints ( \(N, M\) ), \(n \in N, m \in M, n=m, x \in n\),
        Matched points pts, Distance ratio thresh, Object of interest Convex
    begin
        while isFlying () do
            \(F_{t-1} \leftarrow\) getNewFrame( )
            if Obstacle Detection isActivated () then
                    \(F_{t} \leftarrow\) getNewFrame()
                    \(\left(R O I_{t-1}, R O I_{t}\right) \leftarrow \operatorname{DefWrkspc}\left(F_{t-1}, F_{t}\right) \quad / /\) Extract \(62^{\circ}\) ROI
                \(\left(k p_{t-1}(N), k p_{t}(M)\right) \leftarrow \operatorname{Detect}\) Keypoints \(\left(F_{t-1}, F_{t}\right)\)
                \(\left(p t s_{t-1}(n), p t s_{t}(m)\right) \leftarrow \operatorname{MatchSymKeypoints}\left(k p_{t-1}(N), k p_{t}(M)\right.\),
                    thresh) // See Algorithm 4
                \(\left(p t s_{t-1}(x), p t s_{t}(x)\right) \Longleftrightarrow \operatorname{size}\left(p t s_{t}(m)\right)>\operatorname{size}\left(p t s_{t-1}(n)\right)\)
                    // Return points with bigger size
                \(\left(\right.\) Convex \(_{1}\), Convex \(\left._{2}\right) \leftarrow \operatorname{CreateOOI}\left(p t s_{t-1}(x), p t s_{t}(x)\right.\) )
                if KPSizeRatio \(\left(p t s_{t}(x): p t s_{t-1}(x) \geq 1.2\right)\) and
                    ObAreaRatio(Convex : Convex \(_{1}\) ) \(\geq 1.7\) then // Compare size
                    ratios
                        \(\mathrm{Obs} \leftarrow\) true
                        \(\tau \leftarrow \operatorname{CalcPos}(O b s) \quad / /\) Estimate collision-free zones
                goto Algorithm 7 // See Algorithm 7 (Chapter 5)
                    end
            end
            \(F_{t-1} \leftarrow F_{t}\)
        end
    end
```



Figure 4.3 Obstacle detection approach flowchart

### 4.1.1 Feature Detection and Description

In this step, an image Region Of Interest (ROI) of $62^{\circ}$ diagonal FOV is taken, in order to be processed instead of the whole image, as it shown in Figure 4.4. The selection of the diagonal $62^{\circ} \mathrm{ROI}$ is based on the results that are obtained from the experiments. Where, it has been found that any object is detected out of the area of this ROI will not cause any danger to the UAV, and only the objects that are detected in the scope of this diagonal $62^{\circ}$ ROI can be considered as an obstacle. Furthermore, processing the diagonal $62^{\circ} \mathrm{ROI}$ instead of the whole diagonal $92^{\circ}$ image, leads to a significant minimizing in computational time. The carried out tests proved the viability of this approach, and the results will be discussed in following sections.

Due to flying in unknown environments structures, the captured frames are af-
fected with different conditions; such as illumination variation which may induce to noise and error. However, the keypoints need to be extracted accurately even under these conditions. Therefore the SIFT detector algorithm is used; because of the ability to identify and localize accurately the feature points even under different image conditions especially scale and rotation properties.


Figure 4.4 Define the diagonal $62^{\circ}$ patch from the whole $92^{\circ}$ image FOV

According to Algorithm 3, all the keypoints are detected and its descriptors are extracted from the two consecutive frames as shown in Figure 4.5, then a vector of the position $(x, y)$ and the size $(s)$ of each keypoint is obtained.

After detection the keypoints, the Brute - Force algorithm is applied to match the keypoints from the two frames, and only the points that are found in both frames are returned. Algorithm 4 illustrates the concept of the Brute - Force method to match, and find the smallest distance of a pair of points.

For more accuracy, the matched keypoints are filtered, by eliminating the ones


Figure 4.5 Keypoints extraction from two consecutive frames; keypoints extracted from frame $f_{t-1}($ red $)$ and keypoints extracted from frame $f_{t}$ (green)

```
Algorithm 4: Brute-Force Matcher
    Input: Array of keypoints in first image \(k p_{t-1}[N]\),
            Array of keypoints in second image \(k p_{t}[M]\)
    Output: Indices of the matched points index \(x_{1}\), index \(x_{2}\)
    Define: Keypoints \(k p_{1}=\left(x_{1}, y_{1}\right), \ldots \ldots, k p_{n}=\left(x_{n}, y_{n}\right)\), Minimum distance
    \(d_{\text {min }}\), Distance between keypoints \(d\)
    begin
        \(d_{m}\) in \(\leftarrow \infty\)
        for \(i \leftarrow 1, N\) do
            for \(j \leftarrow i+1, N\) do
            \(d \leftarrow \sqrt{\left(x_{i}-x_{j}\right)^{2}+\left(y_{i}-y_{j}\right)^{2}}\)
            if \(d<d_{\text {min }}\) then
                \(d_{\text {min }} \leftarrow d\)
                        index \(_{1} \leftarrow i\)
                index \(x_{2} \leftarrow j\)
            end
            end
        end
    end
```

that have a minimum distance ratio bigger than an empirical threshold value (0.28). Let $m k p$ is the filtered-matched keypoint which are calculated as follows:

$$
m k p(n)=\left\{\begin{array}{ll}
(x, y, s), & \text { distanceratio } \leq 0.28  \tag{4.1}\\
0, & \text { otherwise }
\end{array} \quad \forall n \in K\right.
$$

where, $s$ is the size of the keypoint (diameter), distanceratio is the minimum distance ratio of the matched keypoints, and $K$ is the total number of matched keypoints.

Afterwards, the obtained keypoints by Equation 4.1 are compared from the second to the first frame, and then the algorithm return the matched keypoints if and only if its size is growing, as shown in Figure 4.6.

$$
m k p(i)=\left\{\begin{array}{ll}
(x, y, s), & \operatorname{Size}\left(m k p_{2}(i)>m k p_{1}(i)\right)  \tag{4.2}\\
0, & \text { otherwise }
\end{array} \quad \forall i \in n\right.
$$



Figure 4.6 Filtered keypoints where the size expand from the second frame to the first frame; keypoints extracted from frame $f_{t-1}$ (red) and keypoints extracted from frame $f_{t}$ (green)

### 4.1.2 Object of Interest (OOI)

The next step of the detection algorithm is to determine the probability to detect a frontal obstacle. Hence, from the extracted and filtered keypoints by Equation 4.2, an Object of Interest (OOI) is created around these keypoints in both frames, by creating a convex hull of the corresponding points, as it is shown in Figure 4.7, and is calculated as follows:

$$
\begin{equation*}
C=\sum_{i=1}^{N} \lambda_{i} m p k_{i} \mid\left(\forall i: \lambda_{i} \geq 0\right) \tag{4.3}
\end{equation*}
$$

where $C$ defines the convex hull, and $\lambda_{i}$ is a non-negative weight assigned to the keypoints $m p k_{i} \in N$ and $\sum_{i=1}^{N} \lambda_{i}=1$.


Figure 4.7 Convex Hull construction from detected keypoints in both frames; frame $f_{t-1}$ (blue) and $f_{t}$ (red)

Next, in order to estimate the changes in the size of the area of the detected obstacles, it is considered that each convex hull as an irregular polygon. Therefore,
for a given $C$ as a convex hull, the area of $C$ can be calculated as follows:

$$
C_{\text {area }}=\frac{1}{2}\left|\begin{array}{cc}
x_{1} & y_{1}  \tag{4.4}\\
x_{2} & y_{2} \\
x_{3} & y_{3} \\
\vdots & \vdots \\
x_{n} & y_{n} \\
x_{1} & y_{1}
\end{array}\right|=\frac{1}{2} \quad\left[\left(x_{1} y_{2}+x_{2} y_{3}+x_{3} y_{4}+\cdots+x_{n} y_{1}\right)\right.
$$

where $x_{(1: n)}$ and $y_{(1: n)}$ are vertices, and $n$ is the number of sides of the polygon.
Finally, the size ratio of the matched keypoints, and the area of the convex hull from the second to the first frame are calculated respectively as follows:

$$
\begin{gather*}
\operatorname{ratio}(m k p)=\frac{1}{N} \sum_{i=1}^{N} \frac{\operatorname{Size}\left(m k p_{2}(i)\right)}{\operatorname{Size}\left(m k p_{1}(i)\right)}  \tag{4.5}\\
\operatorname{ratio}(C)=\frac{\operatorname{Size}\left(C_{2}\right)}{\operatorname{Size}\left(C_{1}\right)} \tag{4.6}
\end{gather*}
$$

Thereafter, the algorithm estimates the collision state, if the approaching obstacle may represent an collision or not.

$$
\text { State }=\left\{\begin{array}{l}
1, \quad \text { ratio }(m k p) \geq 1.2 \wedge \operatorname{ratio}(C) \geq 1.7  \tag{4.7}\\
0, \quad \text { otherwise }
\end{array}\right.
$$

Next, an empirical study about the relation of the ratios between the size of the keypoints, the area of the obstacle and the distance of the approaching obstacle has been developed and the results are illustrated in Figure 4.8. This relation has been estimated by performing different indoor and outdoor experiments. Assuming that the UAV is flying at a constant velocity, the best ratios are in the range of [1.2-1.5 ], and [1.7-2.0] for keypoints size and obstacle size area respectively, at which the obstacle can be detected in a distance of [120-50] cm.

Figure 4.9 shows the collision state of the detected obstacles by the monocular camera, where it provides $\mathbf{1}$ if there is an obstacle, or it provides $\mathbf{0}$ if there is no obstacle detected.

In this step, after detecting the obstacles with a collision state value 1 , the algorithm estimates the position of the extremely outer points that construct the obstacle in the image $\left(P_{l}, P_{r}, P_{u}, P_{d}\right)$, as it is shown in Figure 4.10, where $P_{l}$ is the point


Figure 4.8 The relation between the distance and the size ratios
the of a position that has the minimum $x$ value, $P_{r}$ has the maximum $x$ value, and similarly, $P_{u}$ and $P_{d}$ have the $y$ minimum and maximum values respectively.

Finally, the collision-free zones Left, Right, Up and Down (in case of hanged or flying obstacles) are calculated as four rectangles surrounding the obstacle as shown en Equation 4.8:

$$
\begin{align*}
\tau & =\left(\begin{array}{llll}
\tau_{l}, & \tau_{r}, & \tau_{u}, & \tau_{d}
\end{array}\right)  \tag{4.8}\\
& =\left(\begin{array}{lll}
\text { Zone }_{L_{\text {width }}}, & \text { Zone }_{R_{\text {width }}}, & \text { Zone }_{U_{\text {height }}}, \\
\text { Zone } & D_{\text {height }}
\end{array}\right)
\end{align*}
$$



Figure 4.9 Obstacle State: Blue: Keypoint size ratio, Magenta: Convex area ratio and Red: Obstacle State (0) not fount (1) found.


Figure 4.10 Estimating Obstacle outer points.
where, Zone $_{L_{\text {wwidth }}}$ Zone $_{R_{\text {width }}}$, Zone $_{U_{\text {height }}}$ and Zone $_{\text {Dheight }}$ are the width and the height
of the rectangles that are created by the points $\left(P_{l}, P_{r}, P_{u}, P_{d}\right)$, as follows:

$$
\begin{align*}
& \text { Zone }_{L}=\text { Rectangle }\left[\left(0, P_{u_{y}}\right),\left(P_{l_{x}}, P_{u_{y}}\right), \quad\left(0, P_{d_{y}}\right), \quad\left(P_{l_{x}}, P_{d_{y}}\right)\right] \\
& \text { Zone }_{R}=\text { Rectangle }\left[\left(P_{r_{x}}, P_{u_{y}}\right), \quad\left(\text { ROI }_{w}, P_{u_{y}}\right), \quad\left(P_{r_{x}}, P_{d_{y}}\right), \quad\left(R O I_{w}, P_{d_{y}}\right)\right]  \tag{4.9}\\
& \text { Zone }_{U}=\text { Rectangle }\left[\left(P_{l_{x}}, 0\right), \quad\left(P_{r_{x}}, 0\right), \quad\left(P_{l_{x}}, P_{u_{y}}\right), \quad\left(P_{r_{x}}, P_{u_{y}}\right)\right] \\
& \text { Zone }_{D}=\text { Rectangle }\left[\left(P_{l_{x}}, P_{d_{y}}\right),\left(P_{r_{x}}, P_{d_{y}}\right),\left(P_{l_{x}}, \text { ROI }_{h}\right), \quad\left(P_{r_{x}}, R O I_{h}\right)\right]
\end{align*}
$$

where, $w$ and $h$ are the width and the height of the ROI respectively.

### 4.2 Experimental Results

In order to evaluate the performance of the proposed detection algorithm, different experiments have been carried out of 100 real flights using the Parrot Ar.Drone 2.0, in both indoor and outdoor environments, with a total number of 1000 obstacles, taking in consideration the visual conditions (the illumination and the texture of the obstacles) which affect the accuracy of the detection.

Similar to the experiments in Chapter 3 of validating the pose estimation algorithm, the ground station has an Intel i7-3770 at 3.4 GHz CPU, with 6 GB DDR3 RAM, and the connection with the UAV is established via a standard 802.11 n wireless LAN card.

### 4.2.1 Scenarios

Two different scenarios have been conducted, in order to evaluate the performance of the proposed algorithm, with data gathered from the experiments to test the detection and the estimation of the position of the obstacle. In each scenario, different types of obstacles (people, obstacles, pillars, trees and walls), (statics and dynamic) are situated.

The first scenario is a predefined straight flight, where the UAV flies in a straight line from the starting point to the end point. Different types of obstacles with unknown previous position were situated in the UAV path. The goal of this scenario is to evaluate the accuracy, and robustness in detecting, and avoiding the obstacles in motion.

The second scenario is a hover stability flight. At which, the UAV enters to the hover flight mode, and different obstacle are approaching to it. Once the obstacle is detected, the UAV flies in the the opposite direction of the obstacle (Backward maneuver).

### 4.2.2 Results

From the experiments, the obtained results demonstrate that the algorithm is able to detect the obstacles with different sizes (areas) between 8500 and 200000 pixels, and at a distance range between 50 and 120 cm . It is shown that the minimum accuracy of the algorithm is $95.0 \%$, and the overall accuracy is $97.4 \%$ as it is demonstrated in Table 4.1.


Figure 4.11 Obstacle detection: $\operatorname{ratio}(m k p)=1.27, \operatorname{ratio}(C)=1.76$ and distance $=114$ cm

Figures 4.11, 4.12 and 4.13 illustrate the detection process of various approaching obstacles, with different size ratios. Where, 4.11a, 4.12a, 4.13a and 4.11b, 4.12b, $4.13 b$ are showing the two input consecutive frames to be processed. In 4.11c, 4.12c
or 4.13c it is shown the total number of the detected and matched keypoints before filtering its size expansion property. Finally, the filtered keypoints and the constructed polygon of the detected obstacle are shown in 4.11d, 4.12d and 4.13d.


Figure 4.12 Obstacle detection: $\operatorname{ratio}(m k p)=1.25, \operatorname{ratio}(C)=1.71$ and distance $=92$ cm

Table 4.1 summarizes the accuracy of the detection algorithm. The table shows the total number of the obstacles that either situated in the UAV path (first scenario) or moving towards the UAV (second scenario), the number of the detected obstacles and the number of fails.

From the table, it is illustrated that the accuracy of the detection process in the indoor scenarios is better than the accuracy in outdoor environments. This is due to the constancy of the light conditions in indoors rather than outdoors, which are suffered from various lighting effects.

Two main reasons for the fail of detection; the first one is the disability of extracting sufficient number of keypoints, and that is either because of the low light conditions or because of the absence of the texture on the obstacle surfaces; such as


Figure 4.13 Obstacle detection: $\operatorname{ratio}(m k p)=1.20, \operatorname{ratio}(C)=2.15$ and distance $=126$ cm

Table 4.1 Accuracy of Detection Algorithm

|  | Peopl | Indoo <br> Obstacle | Pillar | Wall | People | Outdoo <br> Obstacle | Tree | Wall | Total |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Situated | 200 | 110 | 80 | 80 | 200 | 120 | 140 | 70 | 1000 |
| Detected | 196 | 107 | 79 | 76 | 196 | 116 | 135 | 69 | 974 |
| Fail | 4 | 3 | 1 | 4 | 4 | 4 | 5 | 1 | 26 |
| Accuracy (\%) <br> Object <br> Environment | 98.0 | $\begin{aligned} & 97.3 \\ & 97.3 \end{aligned}$ | $98.8$ | 95.0 | $98.0$ | $\begin{aligned} & 96.7 \\ & 97.4 \end{aligned}$ | $96.4$ | 98.6 | 97.4 |

in the case of some pillars and walls as shown in Figure 4.14.
The second reason is the direction of the motion of the obstacle, the algorithm is able to detect the moving obstacle if the motion is towards the UAV (approaching obstacles).

Figure 4.15 shows an example of the second scenario, where the UAV flies in


Figure 4.14 Obstacle detection fail (wall) (absence of texture): $\operatorname{ratio}(m k p)=1$ and $\operatorname{ratio}(C)=1$
hover mode, and the object is moving, however, this movement is not in the direction of the UAV. Therefore, it does not consider as an obstacle.

However, in most cases of the moving obstacles according to Table 4.1, the algorithm could not detect the appearance of the obstacles if the motion is around the UAV and not approaching to it; such as in the case of the people and obstacles.

In addition, the proposed algorithm is evaluated against two related works of detecting frontal obstacles based on monocular vision. As it shown in Table 4.2, the proposed algorithm provides more accuracy $(97,4 \%)$ comparing to SURF + Template matching method [228] which provides $97 \%$, and relative distance estimation approach [261] that provides $97.1 \%$ of accuracy.

Table 4.2 Comparison of Frontal Obstacle Detection

| Algorithm | Total | Detected | Fail | Accuracy (\%) |
| :--- | :--- | :--- | :--- | :--- |
| SURF + Template matching [228] | 107 | 104 | 3 | 97 |
| relative distance estimation [261] | 35 | 34 | 1 | 97.1 |
| Proposed Algorithm | 1000 | 974 | 26 | 97.4 |



Figure 4.15 Obstacle detection fail (people) (motion around the UAV): $\operatorname{ratio}(m k p)=$ 1.07 and $\operatorname{ratio}(C)=1.03$

Furthermore, The computational time of the detection algorithm is estimated around 52.4 ms . This is due to the processing ROIs of $62^{\circ} \mathrm{FOV}$, which leads to decrease the processing time up to $50 \%$ from 106.1 ms comparing to processing the whole $92^{\circ}$ FOV images. In addition, this computational time is estimated for the detection of $800-1200$ keypoints. However, if the number of detected keypoints exceeds 6000, the computational time peaks to a maximum of 100 ms , on the other hand, if it is below 300 keypoints, then the required computation time is reduced to 30 ms .

### 4.3 Summary

In this chapter, an algorithm has been presented as a framework to cope with cutting-edge UAVs technology. Real-time obstacle detection is studied as complex and essential task for intelligent aerial vehicles in transportation systems. The proposed algorithm take the advantages of on-board camera to accomplish complex tasks, that is, safe obstacle sensing and detection tasks.

The selected configuration of a diagonal $62^{\circ}$ FOV ensured the capabilities of detecting the border of an object of the size of the actual UAV $(58.4 \times 1.3 \times 54.4)$ located in the center of the image at distances higher the 15 cm , which allows to avoid obstacles, for higher obstacles or closer distances. Bigger obstacles located at longer distances were avoided due to the use a high quality camera able to detect obstacle at long distances. In case of faster speeds required, the frame rate calculation and the angle should be adjusted, to allow the UAV to do the calculation at proper detection. However, the change of the field of view of the camera, would only be advisable in order to allow further maneuverability in extremely dense scenarios, with short distance detection requirements which are not common in aerial scenarios where UAVs are deployed.

Keypoints-used approach is based on the use of SIFT features. The performance obtained proved to be good in both computational time and overall detection performance scheme. The nature of the approach made it possible to adapt it to different set of features beyond the use of SIFT; such as the FAST-BRIEF pair [273] and BRISK [143] which proved to provide better performance in different scenarios. Future works will try to analyze the advantages of adding these sets of features to the presented approach.

The usefulness and advantages of the presented reliable solutions are demonstrated through real results under demanding circumstances, such as, complex obstacles and close pedestrians. Hence, complex scenarios are evaluated and difficulties are successfully overcame by means of monocular camera processing, where the relative size expansion of the obstacles are estimated and the approaching obstacles are detected from a distance between 90 and 120 cm with $97.4 \%$ of total accuracy. The various performed tests proved both, the trustable performance of the algorithms provided and the improvements in comparison to the previous works presented in literature.

## CHAPTER <br> 5

## Visual Servoing for UAVs

In the previous chapters, vision-based algorithms have been presented, in order to achieve several tasks that are required for the autonomous UAVs. These algorithms covered the areas of the estimating the position and orientation of the UAV, as well as the sensing and detecting the obstacles that are situated in the UAV path.

This chapter ${ }^{1}$ aims to include the data obtained from the proposed vision-based algorithms as an input to the control loop of the UAV, in order to perform the flight maneuvers for the autonomous navigation purposes. Based on the processed information and the type of the task, two control systems have been presented (FLC

[^7]- Autonomous Indoor Navigation of Low-Cost Quadcopters [140].
- Waypoint Tracking, Guidance and Control for Autonomous Unmanned Aerial Vehicles (UAVs), Journal of Control Engineering Practice, 2017. (Under revision).
and PID), that can be used for the waypoint tracking and the collision avoidance purposes.


### 5.1 Monocular vision-based waypoint tracking

One of the main objectives of the autonomous UAVs is the ability to fly safely from the start point to the destination. To achieve this purpose, a robust guidance algorithm in order to generate the flight path based on waypoint definitions (Path Planning), a strategy of following and swapping the generated waypoints efficiently (Waypoint Tracking), and a stable control system to perform the path following as well as the obstacle avoidance maneuver are required.

### 5.1.1 Path planning

In this dissertation, the path planning algorithm is based on the approach presented in [141]. At which, based on the grid maps of static environments, the algorithm finds the solution of the best path in terms of the minimum distances. In addition, to optimize the best path, the Simulated Annealing (SA) optimization algorithm has been used because it provided the best results [185, 352].

SA is a probabilistic random search technique, which is used to solve large-scale problems for approximating the global optimum, that is hidden among many local optima. It is a metaheuristic algorithm of the trajectory-based family, which is the set of approaches, that uses a single solution throughout the algorithm in order to find the optimal solution.

The concept of SA is inspired by the physical annealing process [284]; where the temperature is used as a control parameter with the cooling schedule, to search for the global optimum, using the concept of probabilistically accepting non-improving solutions, to avoid being trapped in local optima.

The algorithm takes the grid map, start point and the destination point as inputs. At each iteration, a solution must be generated to be evaluated, starting with a random solution. After generating the first solution, the feasibility of this solution, must be checked in terms of reaching the destination point, and not stuck in deadened path.

As it is shown in Figure 5.1, the grid map is built of three types of cells, where white cells presents the free space, black cells represent the obstacles, gray cells
are the safety boundary areas, green cell is the start point and the red cell is the destination point.


Figure 5.1 Path planning grid map.
After that, neighboring solutions of the current solution are generated in order to explore the search space of the problem. So that, four methods (elitism, random, crossover and mutation) were implemented to generate the solutions, and a random operator is used for each iteration.

The random choice of the used operator gives the algorithm both the explorative and exploitative features, that are useful in escaping local minimum, and finding better solution through searching in the neighbors of elite solutions respectively.

In order to start the SA algorithm, the cooling schedule is defined, which consists of four variables (initial temperature, final temperature, annealing schedule and number of iterations per temperature).

The initial temperature is the starting temperature of the algorithm, and the final temperature is the temperature, at which the algorithm becomes a greedy algorithm, and does not accept worse solutions. The annealing schedule is the variable that decides how the temperature is decremented from the initial temperature to the final temperature, throughout the algorithm iterations, based on [141] the geometric cooling schedule is used where the current temperature $T(t)$ is calculated as shown in Equation 5.1:

$$
\begin{equation*}
T(t)=T_{0} \alpha^{i}, \quad \text { where } \quad i=1,2, \ldots, i_{f} \quad \& \quad 0<\alpha<1 \tag{5.1}
\end{equation*}
$$

where $T_{0}$ is the initial temperature that is set to $5000, \alpha$ is the geometric cooling coefficient that is set to $85 \%$, and $i$ is the number of iteration.

The number of iterations per temperature is responsible of stabilizing the system at this temperature, through several exploration of the search space, at approximately same acceptance ratio of worst solutions. The acceptance ratio is calculated as show in Equation 5.2, at which the condition to accept is to have the estimated probability coefficient greater than $85 \%$.

$$
\begin{equation*}
p=\exp ^{\frac{-(N L-C L)}{} T} \tag{5.2}
\end{equation*}
$$

where $p$ is the probabilistic coefficient, $N L$ is the neighbor solution length, and $C L$ is the current solution length.

The optimization process aims to find the optimal solution to a certain problem by maximizing or minimizing a certain function. This function is called the objective function of the optimization problem, which measures the quality of the provided solution. This objective was explicitly taken into consideration during the formulation of the path planning problem as the minimization of the distances between the waypoints, from the start point to the destination point, as shown in Equation 5.3.

$$
\begin{equation*}
L=\min \left(\sum d_{i, j}\right) \tag{5.3}
\end{equation*}
$$

where $L$ is the total length of the solution and $d_{i, j}$ is the distance between each two waypoints.

In order not to stuck in a local minimum, the SA algorithm combines greedy strategy to search for better solutions and stochastic strategy. Therefore, the neighboring solution is directly accepted, if and only if its quality is better than the previous solution. The algorithm results a vector of waypoints in terms of $X$ and $Y$ coordinates, taking into consideration a safety distance of 1 m from the occupied cells. This is mainly to avoid the air resistance effect from the walls on the quadcopter, which affects its balance.

### 5.1.2 Fuzzy Logic Control

Fuzzy Logic Control (FLC) is considered as one of the smart control systems, which based on the concept of expressing the control problem with natural language (set of linguistic rules), based on logical statements (if, then) [343]. FLC has the ad-
vantage over the genetic algorithms and the neural networks, because it provides solutions that can be understandable by the human operator [117]. As it shown in Figure 5.2, FLC consists of four main parts:

- Fuzzification: is the process of transforming the crisp inputs of the control system, using the linguistic expression, so that it can be compared to the rules in the rule-base.
- Rule-Base: or the knowledge of the fuzzy system, which contains a set of $i f$, then rules that describe the control laws, and governs the control actions.
- Inference Engine: is the mechanism that evaluates the suitable rule and selects the relevant input to the system. Inference engine has two main strategies: Implication: which is in charge of evaluating the control actions individually based on the rules and the input values. Aggregation: evaluates the set of control actions, by adding all control actions from all the rules of the rule base in a manner that is predefined by the operator.
- Defuzzification: transforms the fuzzy results obtained from the inference engine to the crisp outputs, that can be as inputs to the system.


Figure 5.2 Fuzzy Logic Control.

In addition, FLC has three main parameters:

- Membership Functions: is the graphical representation of the fuzzy set of rules. There are three different types of membership functions: Triangular (Figure 5.3a), Gaussian (Figure 5.3b), and Trapezoidal (Figure 5.3c).
- Rule Weight: the FLC uses this parameter in order to scale the membership functions of the output linguistic variables.


Figure 5.3 Types of membership functions

The methodology of the presented Fuzzy Control in the proposed UAV navigation system is based on the method of Mamdani [205-207], where it is reasoned from digital inputs in order to obtain digital outputs by means of the control decision table.

The numerical results are obtained by following the Mamdani method, and it is used to control a non-linear variable; for example, the roll or pitch angle of a UAV. Thus, Mamdani method allows a numerical result, where the numeric variables are interpreted by fuzzy sets, and following a group of rules related to the fuzzy sets (input and output), thereafter, specific numeric values are assigned to the output Fuzzy set.

The numeric values of the output variable are obtained through the global mass center, in order to find the crisp single output value in the defuzzication step. The weight of the output is estimated by using the following formula:

$$
\begin{equation*}
z_{\text {out }}=\frac{\left.\sum_{i=1}^{n} z_{i} \Pi \mu\left(z_{i}\right)\right)}{\left.\sum_{i=1}^{n} \Pi \mu\left(z_{i}\right)\right)} \tag{5.4}
\end{equation*}
$$

This methodology is applied in order to control the stability, as well as the positioning for the navigation of the UAV; using numeric information gathered by the on-board sensors. That is, the developed fuzzy controllers maintain the stabilization and the position of the UAV, using the on-board IMU and the monocular camera. The numeric values of the sensors are interpreted by the fuzzy sets; such as Negative, Zero, Positive, which are based on different membership functions; such as, Trapezoidal or Gaussian.

Moreover, in this control architecture, the Mamdani-based fuzzy controller uses the $(x, y, z)$ position estimated by the vision system, in order to generate the appropriate control commands, and perform the correct maneuver to navigate autonomously.

As it is illustrated in Figure 5.4, the overall controllers have been developed in order to control the motion of the UAV; by tracking and following predefined waypoints, as well as to keep the stability of the flight. The notations that are used in the rule base to represent the input and output values are defined in Table 5.1.


Figure 5.4 Waypoint Tracking Control System.

The fuzzy controller of both stability and position modes is explained in the following:

Table 5.1 Fuzzy rule base notation

| Notation | Representation |
| :--- | :--- |
| NB | Negative-Big |
| NM | Negative-Medium |
| N | Negative |
| Z | Zero |
| P | Positive |
| PM | Positive-Medium |
| PB | Positive-Big |

## Altitude and Yaw Controllers

The controller of the altitude and the heading angle (yaw) has been defined in a simple way, with one input and one output. Tables 5.2 and 5.3 show the direct rules between the inputs (altitude and yaw), and the outputs (control command value).

Table 5.2 Altitude control decision table

| Altitude (mm) |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Altitude Output Control | NB | NM | $\mathbf{N}$ | $\mathbf{Z}$ | P | PM | PB |
|  | NB | NM | N | Z | P | PM | PB |

The inputs altitude and yaw in the base of rules are defined as the error between the reference and current values as follows:

$$
\begin{align*}
& \text { altitude }=\text { altitude }_{\text {ref }}-\text { altitude }_{\text {current }}  \tag{5.5}\\
& \text { yaw }=\text { yaw }_{\text {ref }}-\text { yaw }_{\text {current }}
\end{align*}
$$

Table 5.3 Yaw control decision table

|  | Yaw Angle (deg) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Yaw Output Control | NB | $\mathbf{N}$ | Z | P | PB |
|  | NB | N | Z | P | PB |

As it is shown in Figure 5.5, the changes in the inputs and the output control of the altitude and the heading angle is based on the Gaussian membership functions. Furthermore, Figure 5.6 shows the control surface of these properties.


Figure 5.5 Membership functions of Altitude and Yaw controllers; a: $\Delta$ Altitude input, b: Altitude control output, c: Yaw input, and d: Yaw control output.


Figure 5.6 Control Surfaces; a: Altitude, and b: Yaw.

## Stability Fuzzy Controller

This section presents the controller of the stability mode, at which, the pitch and roll angles are controlled in order to maintain the UAV flying in a hover mode, with zero $x-y$ displacement. In this controller, two rule sets have been created (one for each angle). Both controllers achieve the stability of the UAV keeping the displacement


(e) Pitch control output

(f) Roll control output

Figure 5.7 Membership functions of Pitch and Roll Control in Stability mode; a: $\Delta$ Pitch input, b: $\Delta$ Roll input, c: $\Delta$ x-velocity input, d: $\Delta$ y-velocity input, e: Pitch control output, and f: Roll control output.

The angles values (roll and pitch) are automatically adjusted, in order to maintain the position of the UAV with horizontal velocities $V_{x}$ and $V_{y}$ equal to zero. The angles and the velocities are estimated from the on-board IMU without considering any positioning information from the vision system. Thus, for each angle output control, two inputs are defined (horizontal velocity and its corresponding angle).

The controller is developed based on five sets for each input, using trapezoidal memberships functions. In which, it has been found that using the trapezoidal functions provides more stability in the motion of controlling the horizontal velocities and (roll, pitch) angles than the Gaussian functions, as it is shown in Figure 5.7.


Figure 5.8 Control Surfaces (Stability mode); a: Pitch, and b: Roll.

In addition, Figure 5.8 shows the control surface of the two angles (pitch and roll).
Table 5.4 Pitch control decision table (Stability mode)

| 0 | Pitch Angle (deg) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 |  | NB | N | Z | P | PB |
| E | NB | Z | Z | NB | NB | NB |
|  | N | Z | Z | N | N | NB |
|  | Z | P | P | Z | N | N |
|  | P | PB | P | P | Z | Z |
| 「 | PB | PB | PB | PB | Z | Z |

The controller is achieved by the fuzzy rule-base matrix, which is composed of two decision tables of 25 rules for each angle (pitch and roll). The rule set of each angle is shown in Tables 5.4 and 5.5, where, the rules are different for each angle, and this is because of their motion behavior; if the pitch angle is positive, then $V_{x}$ is negative, and vice versa, while if the roll angle is positive, then the $V_{y}$ is positive, and vice versa.

Table 5.5 Roll control decision table (Stability mode)

| क | Roll Angle (deg) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | NB | N | Z | P | PB |
|  | NB | PB | PB | PB | Z | Z |
| 2 | N | PB | P | P | Z | Z |
|  | Z | P | P | Z | N | N |
|  | P | Z | Z | N | N | NB |
| $\dot{y}$ | PB | Z | Z | NB | NB | NB |

## Position Fuzzy-Controller

The third controller is the waypoint tracking mode. In which, the control is designed in order to maintain the position of the UAV (Hover mode) or to track and follow the position of the predefined waypoints.

Similarly, to the stability mode, the controller has the angles and the horizontal velocities from the IMU sensor as inputs. However, in this case, the changes in the distance have been added as a new input to the controller.

The distance has been calculated as the difference between the actual UAV position and the hovering point position (Hover mode), or the difference of the waypoint position and the UAV current position (Waypoint tracking).

Table 5.6 Pitch control decision table (Position mode)
Pitch Angle (deg)

| © |  | NB | N | Z | P | PB | NB | N | Z | P | PB | NB | N | Z | P | PB |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| E | NB | Z | Z | N | N | NB | Z | Z | NB | NB | NB | Z | Z | NB | NB | NB |
| E | N | P | P | Z | N | N | P | Z | N | NB | NB | P | Z | NB | NB | NB |
| - | Z | P | P | P | Z | N | PB | P | Z | N | NB | P | Z | N | N | N |
| \% | P | PB | PB | P | Z | N | PB | PB | P | Z | N | P | P | Z | N | N |
| $\stackrel{\circ}{2}$ | PB | PB | PB | PB | Z | Z | PB | PB | PB | Z | Z | PB | P | P | Z | Z |
| メ | $\Delta X<0$ |  |  |  |  |  | $\Delta X=0$ |  |  |  |  | $\Delta X>0$ |  |  |  |  |

Table 5.7 Roll control decision table (Position mode)

|  | Roll Angle (deg) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| क |  | NB | N | Z | P | PB | NB | N | Z | P | PB | NB | N | Z | P | PB |
| ミ | NB | PB | P | P | Z | Z | PB | PB | PB | Z | Z | PB | PB | PB | Z | Z |
| E | N | P | P | Z | N | N | PB | PB | P | Z | N | PB | PB | P | Z | N |
| , | Z | P | Z | N | N | N | PB | P | Z | N | NB | P | P | P | Z | N |
| - | P | P | Z | N | NB | NB | Z | Z | N | NB | NB | P | P | Z | N | N |
| $\stackrel{\sim}{2}$ | PB | Z | Z | NB | NB | NB | P | Z | NB | NB | NB | Z | Z | N | N | NB |
| خ | $\Delta Y<0$ |  |  |  |  |  | $\Delta Y=0$ |  |  |  |  | $\Delta Y>0$ |  |  |  |  |

The new $x-y$ position of the UAV displacement is estimated using the visionbased algorithm that was explained in Chapter 3.

The fuzzy rule-base matrix of each angle (pitch and roll) of the controller consists of 75 rules, based on the three inputs and one output as it is shown in Tables 5.6 and 5.7, and similarly to the stability mode, Figures 5.9 and 5.11 illustrate the
trapezoidal membership functions of the input and output fuzzy sets, and Figures


Figure 5.9 Membership functions of Pitch Control in Position mode; a: $\Delta$ Pitch input, b: $\Delta$ x-velocity input, c: $\Delta$ x-distance input, and d: Pitch control output.


Figure 5.10 Pitch Control Surfaces (Position mode); a: Angle-Velocity, b: AngleDistance, and c: Velocity-distance.


Figure 5.11 Membership functions of Roll Control in Position mode; a: $\Delta$ Roll input, b: $\Delta \mathrm{y}$-velocity input, $\mathbf{c}: \Delta \mathrm{y}$-distance input, and d: Roll control output.


Figure 5.12 Roll Control Surfaces (Position mode); a: Angle-Velocity, b: AngleDistance, and c: Velocity-distance.

### 5.1.3 Waypoint Tracking

Flight guidance is the term that defines the ability to follow the predefined path, by tracking the generated waypoints that build this path (waypoint tracking).

Algorithm 5 and Figure 5.13 describe the steps of following and swapping the waypoints in the tracking phase. At which, the algorithm requires the global pose vector of the reference points $\left(x_{r}, y_{r}, z_{r}, \psi_{r}\right)_{1: N}$, and the global current pose of the UAV $\left(x_{d}, y_{d}, z_{d}, \psi_{d}\right)$ as inputs.


Figure 5.13 Waypoint Tracking.

First, the algorithm reads all the waypoints of the global reference pose vector, and the global current UAV pose as well, and determines the initial heading angle ( $\psi_{\text {initial }}$ ), which defines the angle of the UAV in the starting point. Thereafter both poses (reference and current) are converted to the local coordinates system using the following equations:

$$
\begin{gather*}
x_{\text {local }_{\mathrm{t}}}=\left(x_{\text {global }_{\mathrm{t}}}-x_{\text {global }_{\mathrm{t}-1}}\right) \cos (\psi)-\left(y_{\text {global }_{\mathrm{t}}}-y_{\text {global }_{\mathrm{t}-1}}\right) \sin (\psi) \\
y_{\text {local }_{\mathrm{t}}}=\left(x_{\text {global }_{\mathrm{t}}}-x_{\text {global }_{\mathrm{t}-1}}\right) \sin (\psi)+\left(y_{\text {global }_{\mathrm{t}}}-y_{\text {global }_{\mathrm{t}-1}}\right) \cos (\psi)  \tag{5.6}\\
\psi_{\text {local }_{\mathrm{t}}}=\psi_{\text {global }_{\mathrm{t}}}-\psi_{\text {initial }}
\end{gather*}
$$

where, $(x, y)_{\text {local }_{\mathrm{t}}}$ is the current local position of the UAV, $(x, y)_{\text {global }_{\mathrm{t}}}$ and $(x, y)_{\text {global }_{\mathrm{t}-1}}$ are the current and previous global UAV positions respectively, $\psi$ is the heading angle which defines the rotation between the local and the global coordinates, where $\psi=\psi_{\text {global }_{\text {nitial }}}-\psi_{\text {local }_{\text {initial }}}$, and $\psi_{\text {local }_{t}}$ is the current local heading angle.

The next step is to check if the current reference waypoint has been achieved or not. As it is shown in Figure 5.14, this is estimated by comparing the current UAV pose, and the reference waypoint with the tolerances, which are $\pm 10 \%$ of the value of the angle and an area with a radius of 25 cm around the waypoint, where:

$$
\begin{align*}
& x_{\text {uav }_{\mathrm{t}}}=x_{\text {waypoint }_{\mathrm{t}}} \pm 25 \mathrm{~cm} \\
& y_{\text {uav }_{\mathrm{t}}}=x_{\text {waypoint }_{\mathrm{t}}} \pm 25 \mathrm{~cm}  \tag{5.7}\\
& \psi_{\text {uav }_{\mathbf{t}}}=\psi_{\text {waypoint }_{\mathrm{t}}} \pm 0.1 \times \psi_{\text {waypoint }_{\mathrm{t}}}
\end{align*}
$$

In the case if the UAV does not achieve the reference waypoint, the algorithm estimates the status and the navigation direction of the UAV, as it is described in Algorithm 6 and shown in Table 5.8. In which, the UAV can perform thirteen possible maneuvers with different navigation directions.

Table 5.8 Possible Navigation Directions

| Direction | Angle | Enumerate |
| :--- | :--- | :--- |
| Forward | pitch - | F |
| Backward | pitch + | B |
| Slide-Left | roll - | SL |
| Slide-Right | roll + | SR |
| Turn-Left | yaw - | TL |
| Turn-Right | yaw + | TR |
| Forward Left | pitch $-\quad$ roll - | FL |
| Forward Right | pitch $-\quad$ roll + | FR |
| Backward Left | pitch $+\quad$ roll - | BL |
| Backward Right | pitch $+\quad$ roll + | BR |
| Hover | pitch $=0 \quad$ roll $=0$ | H |
| Upward | yaw $=0$ throttle $=0$ |  |
| Downward | throttle $+\quad$ throttle - | U |

```
Algorithm 5: Waypoints Follower
    Input: Global Reference Pose Vector global_ref_pose_vec, Global Current Pose
        global_curr_pose
    Output: Fly command \(\operatorname{Nav}(\phi, \theta, \psi, \vartheta)\)
    Define: Global Reference Pose global_ref_pose, Local Reference Pose local_ref_pose, Local
        Current Pose local_curr_pose, Current Waypoint curr_waypoint, Tolerance toler, Direction
        Enum nav_dir_enum, Position Error pos_err, Orientation Error orient_err
    while curr_waypoint < size(global_ref_pose_vec) do
        global_ref_pose \(\leftarrow\) global_ref_pose_vec(curr_waypoint)
        local_curr_pose \(\leftarrow\) transformTolocal(global_curr_pose)
        local_ref_pose \(\leftarrow\) transformTolocal(global_ref_pose)
        if !isRefernceAchieved (local_ref_pose, local_curr_pose, toler) then
            [nav_dir_enum, pos_err,orient_err] \(\leftarrow\) getNavigationDirection(local_ref_pose,
                local_curr_pose,toler) // See Algorithm 6
            switch nav_dir_enum do
                In Parallel
                    Process 1
                            case ' \(F^{\prime}\) do
                        case ' \(B^{\prime}\) do
                            \(\theta \leftarrow\) ControlCommand(pos_err), \(\phi \leftarrow 0, \psi \leftarrow 0, \vartheta \leftarrow 0\)
        case 'SL' do
        case ' \(S R^{\prime}\) do
            \(\phi \leftarrow\) ControlCommand(pos_err), \(\theta \leftarrow 0, \psi \leftarrow 0, \vartheta \leftarrow 0\)
    case ' \(F L^{\prime}\) do
    case ' \(F R^{\prime}\) do
    case ' \({ }^{\prime} L^{\prime}\) do
    case ' \(B R^{\prime}\) do
                            \(\phi \leftarrow\) ControlCommand(orient_err),
                            \(\theta \leftarrow\) ControlCommand(orient_err), \(\psi \leftarrow 0, \vartheta \leftarrow 0\)
Process 2
    case ' \(U\) ' do
    case ' \(D^{\prime}\) do
                            \(\vartheta \leftarrow\) ControlCommand(pos_err), \(\phi \leftarrow 0, \theta \leftarrow 0, \psi \leftarrow 0\)
    case ' \(T L^{\prime}\) ' do
    case ' \(T R^{\prime}\) do
                            \(\psi \leftarrow\) ControlCommand(orient_err), \(\phi \leftarrow 0, \theta \leftarrow 0, \vartheta \leftarrow 0\)
        else
            \(\psi \leftarrow 0, \phi \leftarrow 0, \theta \leftarrow 0, \vartheta \leftarrow 0\)
        \(\operatorname{Nav}(\phi, \theta, \psi, \vartheta)\)
        curr_waypoint \(\leftarrow\) curr_waypoint +1
    Land()
```

```
Algorithm 6: Get Navigation Direction
    Input: Reference Pose ref_pose, Current Pose curr_pose, Tolerance toler
    Output: Navigation Direction Enum nav_dir_enum, Position Error pos_err,
        Orientation Error orient_err
    1 pos_err. \(x \leftarrow\) (ref_pose. \(x \pm\) toler \()\)-curr_pose. \(x\),
        pos_err.y \(\leftarrow(\) ref_pose.y \(\pm\) toler \()\)-curr_pose.y,
        pos_err.z \(\leftarrow(\) ref_pose. \(z \pm\) toler \()-\) curr_pose.z
    orient_err \(\leftarrow(\) ref_pose. \(\psi \pm\) toler \()-\) curr_pose. \(\psi\)
    In Parallel
        Process 1
            else if pos_err. \(x>0\) and pos_err. \(y=0\) then
                nav_dir_enum \(\leftarrow^{\prime} F^{\prime}\)
            else if pos_err. \(x>0\) and pos_err. \(y>0\) then
                nav_dir_enum \(\leftarrow^{\prime} F R^{\prime}\)
            else if pos_err. \(x>0\) and pos_err. \(y<0\) then
                nav_dir_enum \(\leftarrow^{\prime} F L^{\prime}\)
            else if pos_err. \(x<0\) and pos_err. \(y=0\) then
                nav_dir_enum \(\leftarrow^{\prime} B^{\prime}\)
            else if pos_err. \(x<0\) and pos_err. \(y>0\) then
                nav_dir_enum \(\leftarrow^{\prime} B R^{\prime}\)
            else if pos_err. \(x<0\) and pos_err. \(y<0\) then
                nav_dir_enum \(\leftarrow^{\prime} B L^{\prime}\)
            else if pos_err. \(x=0\) and pos_err. \(y>0\) then
                nav_dir_enum \(\leftarrow^{\prime} S R^{\prime}\)
            else if pos_err. \(x=0\) and pos_err. \(y<0\) then
            nav_dir_enum \(\leftarrow^{\prime} S L^{\prime}\)
            Process 2
            if pos_err. \(z>0\) then
                nav_dir_enum \(\leftarrow^{\prime} U^{\prime}\)
            else if pos_err. \(z<0\) then
            nav_dir_enuт \(\leftarrow^{\prime} D^{\prime}\)
        Process 3
            else if orient_err \(>0\) then
            nav_dir_enum \(\leftarrow^{\prime} T R^{\prime}\)
        else if orient_err \(<0\) then
            nav_dir_enum \(\leftarrow^{\prime} T L^{\prime}\)
    return nav_dir_enum, pos_err,orient_err
```



Vector of refernce points: $\left[P_{1}-P_{N}\right]=\left(x_{r}, y_{r}, z_{r}, \psi_{r}\right)_{1: N}$
Figure 5.14 Waypoint Tracking (Following and Swapping).

These navigation directions are estimated by comparing the position and the heading angle of the reference waypoint, with the current pose of the UAV, for example; as it is shown in Figure 5.15a, if the position of the reference waypoint in $x$-axis is greater than the UAV $x$-position, the reference position is equal to the UAV position in both $y$ and $z$ axes, and the difference in the heading angle $\psi_{\text {refernce }}-$ $\psi_{u a v}=0$, then the navigation direction will be Forward with an enumerate ' $\mathbf{F}$ '.

Another example is illustrated in Figure 5.15b, in which, the reference waypoint
position in all the axes is grater than UAV position, and the difference in the heading angle between the reference waypoint and the UAV is negative, thereafter, the UAV performs a Turn-Left 'TL' and Upward ' $\mathbf{U}$ ' maneuvers coupled with the motion in the Forward-Left direction 'FL', and so on. The UAV displays this motion behavior, because the ( $x, y$ ) position control system is applied in parallel on the altitude and the heading angle.

(a)
Front View

Prespective View

(b)

Figure 5.15 Example of UAV motion behavior; a: Straight, and b: Diagonal.

Finally, after estimating the navigation direction of the UAV. The fuzzy controller is applied in order to send the flight commands to the UAV. This process keeps tracking the waypoints till the end of the size of the global pose vector of the reference points. After reaching the last point, the UAV performs an autonomous landing maneuver.

### 5.2 Results (Waypoint Tracking)

Various outdoor and indoor experiments were tested; in order to evaluate and verify the performance of the control system on the UAV, to track the predefined waypoints. The occupancy grid maps for the four scenarios are generated to the scale of the real dimensions, the grid cells are divided into one square meter ( $1 \mathrm{~m}^{2}$ ). All the static obstacles are considered in the mapping process. Subsequently, the maps are loaded into the program in order to start the path planning algorithm and to obtain the final 3D waypoints in order to achieve the autonomous navigation. In these experiments, the same platforms are used like in Chapter 3.

### 5.2.1 Outdoor Scenario

In Figure 5.16, it has been shown the performance of the UAV in navigating a random maneuvers of a total distance 53.9m. At which the UAV follows a straight path with different range of yaz angles circumnavigating static obstacles, maintaining the safe distance to them.


Figure 5.16 Waypoint Tracking Diamond.

In Figure 5.17a, the strategy of the waypoint switching is shown in details, at which, once the UAV enters the tolerance area of the waypoint $\left(w p_{8}\right)$, the control system receives the position of the new waypoint ( $w p_{9}$ ), and starts changing the direction of the UAV, and performs the maneuver before reaching the exact position of the previous waypoint $\left(w p_{8}\right)$. This case demonstrates the concept of the pathfollowing priority than the waypoint-precision.


Figure 5.17 Detailed waypoint tracking behaviors (Diamond).

The effect of the control system in order to maintain the UAV to be in the path is shown in Figure 5.17b. At which, once the UAV deviates from its predefined path (outside the tolerance area), the control system instantly corrects the UAV motion in order to be inside the tolerance area of the corresponding waypoint $\left(w p_{12}\right)$.

The obtained results showed the high performance of the algorithms in following the theoretical path, with total error in the final point of $\pm 30 \mathrm{~cm}$ in $(x, y)$-direction (Figure 5.16a) and $\pm 5 \mathrm{~cm}$ in the $z$-direction(Figure 5.16b).

### 5.2.2 Indoor Scenario

Similarly to the outdoor scenarios, Figure 5.18 illustrates the performance of the UAV in navigating an open ending square shape with change of $90^{\circ}$ in yaz angle and total distance of 20.5 m . This experiment shows the accurate performance of the UAV control system to follow a loop shape, where the starting point and final point are close to each other.

Figure 5.19 shows different situations and behaviors based on the waypoint tracking and the control algorithms. In Figure 5.19a, it is shown that in the case when the UAV flight in a forward direction, and its $(x, y)$-position is equal to the waypoint position $\left(w p_{1}\right)$ with the tolerance, the tracking algorithm starts looking for the next waypoint to follow, without the necessity of passing through the exact location of the waypoint.


Figure 5.18 Waypoint Tracking Square.

The situation of a missed waypoint is shown in Figure 5.19b. In this case the UAV was affected by the vortices that are reflected from the wall close to it. This effect pushes the UAV far from the waypoint. It is shown that the current $x$-position of the UAV is located beyond the waypoint $\left(w p_{6}\right)$, thereafter the tracking algorithm looks for the next waypoint $\left(w p_{7}\right)$ instead of performing backward maneuver.


Figure 5.19 Detailed waypoint tracking behaviors (Square).
Similarly to the outdoor experiments, the obtained results show near optimal navigation with overall error in the final point of $\pm 30 \mathrm{~cm}$ in $(x, y)$-direction (Figure 5.18 a ) and $\pm 5 \mathrm{~cm}$ in the $z$-direction (Figure 5.18 b ).

From the experiments, the obtained results illustrate the proposed algorithms prioritize following the path segments smoothly, instead of passing by the exact waypoint location. This is achieved by implementing the early waypoint switching strategy, once the UAV enters the tolerance area around the waypoint.

### 5.3 Obstacle Avoidance

In this section, the combined mission of the waypoint tracking with the obstacle avoidance method is described. The geometrical problem is illustrated in Figure 5.20 while the avoidance technique is summarized in Algorithm 7.


Figure 5.20 Obstacle Avoidance Decision
To define the problem of the waypoint tracking, let the UAV X flying at a velocity $V$, considering the UAV flies forward at a constant velocity along its $x$-axis, where:

$$
\begin{align*}
& X=\left[\begin{array}{lll}
x_{d} & y_{d} & z_{d}
\end{array}\right]^{T} \text { and, }  \tag{5.8}\\
& V=\left[\begin{array}{lll}
u_{d} & v_{d} & w_{d}
\end{array}\right]^{T}
\end{align*}
$$

On the other hand, let a waypoint:

$$
W P=\left[\begin{array}{lll}
x_{w} & y_{w} & z_{w} \tag{5.9}
\end{array}\right]^{T}
$$

Hence, the waypoint is assumed to be tracked if $x_{d}$ is achieved when both $y_{d}$ and $z_{d}$ are satisfied, where:

$$
\begin{align*}
& x_{d}=x_{w} \pm \mu_{x} \\
& y_{d}=y_{w} \pm \mu_{y}  \tag{5.10}\\
& z_{d}=z_{w} \pm \mu_{z}
\end{align*}
$$

where, $\mu$ is the tolerance area around the waypoint position with a radius of 10 cm from the waypoint.

Let a frontal obstacle obs be detected by Algorithm 3 (Chapter 4), situated in the path of the UAV and surrounded by the collision-free zones $\tau=\left(\tau_{l}, \tau_{r}, \tau_{u}, \tau_{d}\right)$.

First, the avoidance algorithm checks all the collision-free zones and differentiate which zone is the best to be followed. This is achieved by reading the position of the next waypoint and by comparing the size of the free zones, where the final maneuver will be in term of Left-Right or Up-Down motion, or a combination of both. After that, a safety boundary surrounding the obstacle is assumed as it is illustrated in Figure 5.20, which is based on the dimensions of the UAV. This safety region is estimated to be:

$$
\begin{align*}
\text { Safety }_{l r} & =\left(\frac{w_{u a v}}{2}\right)+20 \mathrm{~cm} \\
\text { Safety }_{u d} & =\left(\frac{h_{u a v}}{2}\right)+20 \mathrm{~cm} \tag{5.11}
\end{align*}
$$

where, $w$ and $h$ defines the width and the height of the UAV respectively.
Afterwards, the algorithm reads the position of the predefined next waypoint, and calculates the new waypoint out of the path (in order to avoid the obstacle), and sends the control command (velocity control) to the UAV for maneuvering according to the waypoint position as follows:

- Horizontal maneuver (Right or Left)

$$
\begin{equation*}
V_{l r}=\left(\kappa_{p} \times e r r_{t}\right)+\left(\kappa_{i} \times \operatorname{Ierr}_{t}\right)+\left(\kappa_{d} \times \frac{e r r_{t}-e r r_{t-1}}{d t}\right) \tag{5.12}
\end{equation*}
$$

- Vertical maneuver (Top or bottom)

$$
\begin{equation*}
V_{u d}=\left(\iota p \times e r r_{t}\right)+\left(\iota i \times I e r r_{t}\right)+\left(\iota d \times \frac{e r r_{t}-e r r_{t-1}}{d t}\right) \tag{5.13}
\end{equation*}
$$

where $y_{d}$ and $z_{d}$ are the UAV position in $(y, z)$-coordinates, $\kappa, \iota$ are the control coefficients, Ierr is the accumulated integral error, where Ierr $=\sum e r r \times d t$, and err is the feedback error which is err $=y_{d} \pm$ Safety $_{l r}$ or err $=z_{d} \pm$ Safetyud.

```
Algorithm 7: Obstacle Avoidance Algorithm
    Input: Collision-free zone \(\left(\tau_{l}, \tau_{r}, \tau_{u}, \tau_{d}\right)\), UAV position \(X=\left(x_{d}, y_{d}, z_{d}\right)\)
    Output: Navigation command \(\operatorname{Nav}(\phi, \theta, \psi, \vartheta)\)
    Define: Roll \(\phi\), Vertical speed \(\vartheta\), Next waypoint \(n w p=\left(x_{w}, y_{w}, z_{w}\right)\) and
    Maneuver behavior ( \(M r_{r l}, M r_{u d}\) )
    begin
        while !atGoal do
            if ObAreaRatio \(\leq \underline{\mathbf{2}}\) and KPSizeRatio \(\leq \underline{1.5}\) then
                nwp \(\leftarrow \operatorname{Read}()\)
                In Parallel
                    Process 1
                        if \(\tau_{l}\) and \(\tau_{r}=0\) then // No zones in Right or Left
                \(M r_{r l} \leftarrow 0\)
                        else if \(\tau_{l}=\tau_{r}\) then // Right/Left zones are equal
                if \(y_{w}>y_{d}\) then
                    \(M r_{r l} \leftarrow \tau_{r} \quad / /\) Go Right
                else
                    \(M r_{r l} \leftarrow \tau_{l} \quad / / \mathrm{Go}\) Left
else
                                    \(M r_{r l} \leftarrow \max \left(\tau_{l}, \tau_{r}\right) \quad / /\) Choose wider free-zones
                                    \(\phi \leftarrow \operatorname{CalcControl}\left(M r_{r l}, \tau_{l}, \tau_{r}\right) \quad / /\) See Algorithm 8
                    Process 2
                            if \(\tau_{u}\) and \(\tau_{d}=0\) then \(/ /\) No zones in UP or Down
                \(M r_{u d} \leftarrow 0\)
    else if \(\tau_{u}=\tau_{d}\) then \(/ / \mathrm{Up} /\) Down zones are equal
        if \(z_{w}>z_{d}\) then
                    \(M r_{u d} \leftarrow \tau_{u} \quad / /\) Go Up
        else
                                    \(M r_{u d} \leftarrow \tau_{d} \quad / /\) Go Down
    else
        \(M r_{u d} \leftarrow \max \left(\tau_{u}, \tau_{d}\right)\)
    \(\vartheta \leftarrow \operatorname{CalcControl}\left(M r_{u d}, \tau_{u}, \tau_{d}\right) \quad / /\) See Algorithm 8
            \(X \leftarrow \operatorname{Nav}(\phi, 1,0, \vartheta)\)
        else
            \(X \leftarrow \operatorname{Nav}(0,0,0,0)\)
            goto Algorithm 3 // See Algorithm 3 (Chapter 4)
```

```
Algorithm 8: Calculate Avoidance Control
    Input: Image zones \(\left(\tau_{l}, \tau_{r}, \tau_{u}, \tau_{d}\right)\), Maneuver behavior \(\left(M r_{r l}, M r_{u d}\right)\)
    Output: Roll \(\phi\), Vertical speed \(\vartheta\)
    Define: Control gains ( \(K_{p \phi}, K_{i \phi}, K_{d \phi}, K_{p \vartheta}, K_{i \vartheta}, K_{d \vartheta}\) ), UAV position
        \(X=\left(x_{d}, y_{d}, z_{d}\right)\), Loop interval time \(d t\), Integral error error \({ }_{\text {integral }}\) and
    Previous error pre_error
    Calculate error:
        error \(_{u} \leftarrow z_{d}+\left(\frac{h_{U A V}}{2}\right)+20 \mathrm{~cm} \quad\) error \(_{d} \leftarrow z_{d}-\left(\frac{h_{\text {UAV }}}{2}\right)+20 \mathrm{~cm}\)
        error \(_{r} \leftarrow y_{d}+\left(\frac{w_{U A V}}{2}\right)+20 \mathrm{~cm} \quad\) error \(_{l} \leftarrow y_{d}-\left(\frac{w_{U A V}}{2}\right)+20 \mathrm{~cm}\)
    In Parallel
        Process 1
            if \(M r_{r l}=\tau_{l}\) then
                error \(_{\text {integral }}+\leftarrow\) error \(_{l} \times d t\)
                \(\phi \leftarrow\left(K_{p \phi} \times\right.\) error \(\left._{l}\right)+\left(K_{i \phi} \times\right.\) error \(\left._{\text {integral }}\right)+\left(K_{d \phi} \times \frac{\text { error }_{l}-\text { pre_error }}{d t}\right)\)
                pre_error \(\leftarrow\) error \(_{l}\)
            else if \(M r_{r l}=\tau_{r}\) then
                error \(_{\text {integral }}+\leftarrow\) error \(_{r} \times d t\)
                \(\phi \leftarrow\left(K_{p \phi} \times\right.\) error \(\left._{r}\right)+\left(K_{i \phi} \times\right.\) error \(\left._{\text {integral }}\right)+\left(K_{d \phi} \times \frac{\text { error }_{r}-\text { pre_error }}{d t}\right)\)
                pre_error \(\leftarrow\) error \(_{r}\)
            else
                \(\phi \leftarrow 0\)
            if \(\phi>\max\) then
                \(\phi \leftarrow\) max
            else if \(\phi<\min\) then
                \(\phi \leftarrow \min\)
        Process 2
            if \(M r_{u d}=\tau_{u}\) then
                error \(_{\text {integral }}+\leftarrow\) error \(_{u} \times d t\)
                \(\vartheta \leftarrow\left(K_{p \vartheta} \times\right.\) error \(\left._{u}\right)+\left(K_{i \vartheta} \times\right.\) error \(\left._{\text {integral }}\right)+\left(K_{d \vartheta} \times \frac{\text { error }_{u}-\text { pre_error }}{d t}\right)\)
                pre_error \(\leftarrow\) error \(_{u}\)
            else if \(M r_{u d}=\tau_{d}\) then
                error \(_{\text {integral }}+\leftarrow\) error \(_{d} \times d t\)
                \(\vartheta \leftarrow\left(K_{p \vartheta} \times\right.\) error \(\left._{d}\right)+\left(K_{i \vartheta} \times\right.\) error \(\left._{\text {integral }}\right)+\left(K_{d \vartheta} \times \frac{\text { error }_{d}-\text { pre_error }}{d t}\right)\)
                pre_error \(\leftarrow\) error \(_{d}\)
            else
                \(\vartheta \leftarrow 0\)
            if \(\vartheta>\max\) then
                \(\vartheta \leftarrow \max\)
            else if \(\vartheta<\min\) then
                \(\vartheta \leftarrow \min\)
    \(X \leftarrow\) EstimateUAVPose( )
                // See Algorithm 1 (Chapter 3)
```

Finally, by estimating the new UAV after avoidance, the algorithm recalculates the new waypoints in order the UAV to be able to return back to its predefined path and activate the detection process.

In the case that the AreaScale is greater than $\mathbf{2}$ and the SizeScale of the keypoints is greater than 1.5, a "Hover" command is sent to the UAV. That is because if the ratios exceed these limits, this means that the obstacle is very close to the UAV (less than 50 cm ), as it mentioned in Chapter 4 and shown in Figure 4.8.

### 5.4 Results (Obstacle Avoidance)

One of the most important aspects in the avoidance phase is based on the robust control system for the UAV, at which it is necessary to know its dynamic model as it is explained in Appendix A. However, to avoid the complexity in modeling, the control was applied over the internal control of the system, modifying the roll and the vertical speed in order to perform the maneuvers in $y$ and $z$ directions.


Figure 5.21 UAV Internal control structure [170]

Figure 5.21 shows the internal control of the UAV which maintains the stability of the flight. This control system is governed by the inputs (roll, pitch, yaw angles, and vertical speed), therefore the implemented controller realizes the UAV actual position, orientation and velocity.

In order to evaluate the obstacle avoidance algorithm, different obstacles are situated in different paths in indoor and outdoor experiments, of a total number of 1000 detected obstacles, and with different flight velocities.

These experiments are the same that are carried out to evaluate the obstacle detection algorithm, so that, the experiments are performed in two scenarios: The first one is the predefined straight flight, which aims to evaluate the avoidance algorithm in a motion. The second scenario is the hover stability flight. Where the obstacles approach to the UAV while it flies in the hover flight mode.


Figure 5.22 Left-Right Avoidance Maneuver, 9 experiments; a: Front view, b: 3D perspective-view, and a: 2D top-view.

Figures 5.22 and 5.23 demonstrate an example of a set of experiments presenting the first scenario. In these experiments, the UAV is flying in a velocity of $2 \mathrm{~m} / \mathrm{s}$. All the flights started from the same start point, and during the flight, an obstacle is situated in the UAV path. Figure 5.22 illustrates the UAV ability to perform avoidance maneuvers in the Left or Right directions of a total number of 9 experiments.

Similarly, in Figure 5.23, the success in avoiding hanged obstacles performing vertical maneuvers in the $z$ direction, by passing above and under the obstacle in a total number of 10 experiments, is represented.



(c)

Figure 5.23 Up-Down Avoidance Maneuver, 10 experiments; a: Front view, b: 3D perspective-view, and a: 2D side-view.

From the results, it has been shown that the UAV takes the avoidance action in real-time once the obstacle is detected within a range of distances between 90 and 120 cm .

Finally, Table 5.9 shows a comparison of avoidance accuracy between two methods from the bibliography and the proposed algorithm. The accuracy results display that the best performance belongs to the proposed algorithm reaching $93 \%$ of accuracy.

Table 5.9 Comparison of Avoidance Accuracy.

| Algorithm | Total | Success | Failure | Accuracy (\%) |
| :---: | :---: | :---: | :---: | :---: |
| SURF + Template matching [228] | 23 | 20 | 3 | 87.0 |
| Relative Distance Estimation [261] | 35 | 31 | 4 | 88.57 |
| Proposed Algorithm | 100 | 93 | 7 | 93.0 |

### 5.5 Summary

This chapter presented the combination mission of the waypoint tracking coupled with the collision avoidance control system; in order to achieve the autonomous navigation for the UAVs in complex environments.

For this purpose, on one hand, Fuzzy Logic Control (FLC) is formulated to control the stability of the UAV in the Hover flight mode, as well as to track and follow the predefined waypoints. Two parallel controllers are implemented; the first one is to control the heading angle and the the altitude of the UAV, whilst the second one is implemented to control the angles (pitch, roll), and the vertical velocities in $(x, y)$-axes.

The performance and the robustness of the presented algorithms are clearly stated from the results that are obtained from several experiments in both indoor and outdoor environments.

First, it is illustrated that the UAV has the ability to follow the predefined waypoints, with minimal error ( $\pm 30 \mathrm{~cm}$ in ( $x, y$ )-direction and $\pm 5 \mathrm{~cm}$ in the $z$-direction), in booth indoor and outdoor arenas.

Second, the results show that the UAV is able to avoid any frontal collision within a rang of distances between 90 and 120 cm , with high level of accuracy of 93\%.

The strengths of the presented applications are clearly stated in this dissertation, where the algorithms demonstrate hight accuracy in the tracking $g$ the waypoints and avoiding the collisions. However, the specific drawbacks that should be taken into account are mainly related with the nature of the sensing devices used, that is, the monocular camera has the drawback of the high sensitivity to lighting conditions; such as direct sun light may lead to lack of information.

# CHAPTER 

## Conclusions and Future Work

Visual sensors or cameras provide rich information about the surrounding environment. This advantage makes the cameras to be promising sensors, which can be used with the Unmanned Aerial Vehicles (UAVs) as the main sensor, or complementing other sensors; in order to improve the accuracy and the robustness of sensing the surrounding environment and perform the correct maneuvers to achieve its assigned tasks in the different applications.

In addition, computer vision algorithms and techniques; such as feature detection and tracking, image segmentation and triangulation are implemented to understand and process this information in order to provide several number solutions, that can be applied in the applications; such as navigation systems, map reconstruction (2D or $3 D$ ), surveillance and inspections.

### 6.1 Conclusions

This dissertation presents a navigation system based on vision algorithms, which is applied on the autonomous UAVs. In the literature review in Chapter 2, it has been studied the advances and progression of the use the visual sensors and the computer vision algorithms in different applications -from basic to complex tasks that need high levels of accuracy and flight stabilization.

The main contribution of this dissertation is to present novel real-time solutions based on monocular cameras, that are mounted on-board on the UAV; in order to provide a robust navigation system for indoor and outdoor applications. The proposed solutions deal with the problems of pose estimation, obstacle detection, collision avoidance decision, and control systems in order to enhance the autonomy of the flights.

The proposed algorithms in this dissertation are summarized as follows:

## - 3D pose estimation based on visual odometry

- The UAV 3D pose estimation algorithm is developed and validated. The proposed algorithm is based on the feature detection and tracking techniques using on-board monocular downward-looking camera.

After performing an evaluation study on the most reliable detection and description techniques, the proposed algorithm used a combination of SIFT detector and FREAK descriptor. This SIFT-FREAK combination has the advantage of increasing the performance and the robustness as well as decreasing the computational time of the feature detection and description step.

In addition, the algorithm calculates the world-to-frame and frame-to-frame homographies. Thereafter, by decomposing these homographies to its translation and rotation matrices, the 3D pose $(x, y, z)$ and $(\phi, \theta, \psi)$ of the UAV is estimated.

Several experiments have been performed in order to validate the performance of the proposed algorithm in both indoor and outdoor scenarios, and the obtained results proved the accuracy of the algorithm is $99.4 \%$ with an overall performance of 50 cm and 30 cm of overall error for outdoor environment and 35 cm and 20 cm in indoor scenarios on the $(x, y)$ axes respectively.

## - Size-expansion monocular vision-based obstacle detection

- In this dissertation, a bio-inspired approach using monocular camera is presented in order to mimic the human behavior of obstacle detection, and to be applied on UAVs for real-time applications. In which, instead of reconstructing the 3D models of the objects, the presence of approaching obstacles is estimated based on the change in the size property of the detected features points (diameter), combined with the size (area) of the constructed convex hull from these detected points from the consecutive frames during the motion of the UAV.

The proposed algorithm has been evaluated by performing different experiments in indoor and outdoor environments. The results show that the algorithm is able to detect the approaching obstacles in a range of distances between 90 and 120 cm with a total accuracy of $97.4 \%$.

- Path planning, waypoint tracking and obstacle avoidance
- To achieve the purposes of the autonomous flights, this dissertation presented control systems that are based on the visual information for path planning and waypoint tracking as well as obstacle avoidance. a generic optimization approach is applied to solve the path planning problem. The algorithm is optimized by SA metaheuristic technique to reach the minimum traveling path from starting position to the goal position. The output path is divided into several waypoints. Then the algorithm takes this vector of the generated waypoints and the current position of the UAV to send the control command to the UAV to follow and achieve the waypoints. At the same time, if an obstacle appeared in front of the UAV, an avoidance command is sent to perform the correct maneuver to avoid this obstacle. The main objective is the ability of the UAV to follow the waypoint generated from the path planning algorithm with minimal error and avoid any situated obstacle in this path.

From the previously proposed subsystem, this dissertation presented a navigation system which is based on visual information captured by on-board monocular cameras. This navigation system provides novel real-time and robust solutions using low-cost, lightweight and low power consumption visual sensors; in order to
enhance the stability and improve the autonomy of the UAV, for any complex task in indoor and outdoor missions.

### 6.2 Future Work

This dissertation has demonstrated that the visual sensors are considered as valuable sources and provide significant information, which can be used as the main source as well as a complementary with other systems, for the navigation purposes for the autonomous UAVs.

The proposed algorithms and approaches in this dissertation have been shown different solutions, with high levels of robustness and accuracy in real-time applications. However, in order to increase the performance of these algorithms and improving the robustness and the accuracy, different areas will be investigated in the future work.

Future researches, regarding intelligent aerial vehicles, are already in progress, and are focused on the following areas:

- Focusing on the improvement of the available perception systems into the aerial vehicle. This can be achieved by working with high-resolution sensors that can provide more rich information about the environments. In addition, optimizing the parallel processing techniques in order to allow the processing of these high-resolution sensors and minimizing the computational time.
- Future works will also focus on the fusion of the obtained visual information with the data provided by the other on-board sensors; such as GPS and IMU to enhance the estimation of the UAV pose according to the quality of the signal and the available information.
- Implementing algorithms that help to reconstruct 3D maps of the surrounding environments; keeping the use of the on-board monocular cameras.
- Increasing the environment understanding of the aerial vehicle, these new applications refer to obstacle understanding; such as pedestrian and building identification, among others, and the combinations of all this information with online context information; such as digital maps. The aerial environment understanding converges to the next generation of intelligent aerial vehicles,
which allows safe and reliable autonomous navigation of small aerial vehicles in future cities.

Generally, this dissertation focused on three main areas based on computer vision algorithms and approaches which are fundamental for any navigation systems for any autonomous UAV: Localization and Pose Estimation, Obstacle Detection and Avoidance Decision, and Visual Control; where each of these areas is a subject of more future research and improvements.
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## APPENDIX

 A
## Quadcopter Model

Aquadcopter is a rotary-wing UAV which is lifted by four rotors. In contrast to helicopters, quadcopters have a rigid compact structure without tail, in addition, it shares the same dynamics with the other rotary-wing UAVs (Hexacopter, Octocopter, etc.). However, it has low power consumption.

As it is shown in Figure A.1, the quadcopter has two coordinate frames; First, a right hand inertial frame (Earth frame) denoted by A, with unit vectors along its axes defined as $\left[\begin{array}{lll}a_{1} & a_{2} & a_{3}\end{array}\right]$. At which, the position of the center of mass of the quadcopter is defined relative to the inertial frame. Second, a right hand body frame is used to define the quadcopter orientation. The body frame is denoted by $\boldsymbol{B}$ with unit vectors along of its axes by $\left[\begin{array}{lll}b_{1} & b_{2} & b_{3}\end{array}\right]$.

The quadcopter has different two configurations; Cross ( $\times$ ) and Plus (+) configuration, where the orientation of the body frame axes varies between both configurations. As it is shown in Figure A.2, in plus configuration $x$-axis lies along arm of motor one, and $y$-axis lies along arm of motor two, and $z$-axis is directed upward.


Figure A. 1 different quadcopter frames
Both motor one and two spin in opposite direction and are placed at an equivalent distance $d$ from the center of mass of the quadcopter.


Figure A. 2 plus quadcopter
In cross configuration, $x$ and $y$ planes are rotated with an angle of 45 degrees in the positive yaw direction. $x$-axis lies symmetrically between motor one and two, $y$ axis lies symmetrically between motor two and three and $z$-axis is directed upward, as it is shown in Figure A.3.

The origin of the global frame is defined as the starting point on the ground where the quadcopter takes off. The position of the quadcopter is defined by the position vector between the origin of the body frame and the origin of the global
frame.


Figure A. $3 \times$ quadcopter

The quadcopter has six degrees of freedom: three rotary motions (roll, pitch and yazw) (Figure A.4), and three translation motions in $x, y$ and $z$ axes. Roll $(\phi)$ is the rotation on the $x$-axis of the body frame, pitch $(\theta)$ is the rotation on the $y$-axis of the body frame, and yaz $(\psi)$ is the rotation on the body frame $z$-axis.


Figure A. 4 quadcopter angles

## A. 1 Mathematical Model

Before starting with the mathematical model, the used notation method should be discussed. The notation method is developed to give sufficient description of critical variables in the complex six degrees of freedom systems. An example of the notations is shown below:

$$
\begin{equation*}
{ }^{b} \dot{\mathrm{~V}}_{\mathrm{CM\mid i}}^{b} \tag{A.1}
\end{equation*}
$$

The base variable $\dot{V}$ is the linear acceleration. The top left superscript $b$ states that the derivative is done relative to the body frame, the right top superscript $b$ states that the acceleration is represented by the body frame vector components. The subscript $C M \mid i$ states that the acceleration is relative to the center of mass with respect to the inertial frame.

## A.1.1 Moment of Inertia

The first element of the system model defines the inertia matrix. The inertia matrix is an important parameter to the quadcopter flight dynamics, it defines the mass moment of inertia of the system across each axis. The inertia matrix is calculated by:

- Breaking the quadcopter into separate components (central hub, arms, ESCs, rotors and battery), and modeling each component as a simplified geometric shape of constant density.
- Measure the weight of each component, and estimate the total weight.
- Determine the contribution of each component in moment of inertia of the $x$, $y$ and $z$ axes using parallel axis theorem.
- The summation of the contribution of each component produces the total moment of inertia matrix. The obtained moment of inertia matrix has a diagonal form for either plus or cross configuration, due to the quadcopter symmetry.

$$
J^{b}=\left[\begin{array}{ccc}
J_{x x} & 0 & 0  \tag{A.2}\\
0 & J_{y y} & 0 \\
0 & 0 & J_{z z}
\end{array}\right]
$$

where, $J^{b}$ is the body frame inertia matrix of the quadcopter, with $J_{x x}, J_{y y}$ and $J_{z z}$ being the inertia across each axis. The diagonal form of the equation simplifies the inversion calculations to be used in angular velocity state equation.

## A.1.2 Motor Dynamics

The motors thrust is the driving force of the quadcopter in order to provide its lift. The thrust generated by the rotor provides a normal force to $x$ and $y$ planes, directed in positive $\mathbf{Z}$ direction. The thrust $\boldsymbol{T}$ of a single motor in the system can be calculated as follows:

$$
\begin{equation*}
T=C_{T} \rho A_{R} r^{2} \omega^{2} \tag{A.3}
\end{equation*}
$$

where $C_{T}$ is the thrust coefficient for a specific rotor, $\rho$ is air density, $A_{R}$ is the area of propeller rotation, $r^{2}$ and $\omega^{2}$ are the radius of the rotor and its angular velocity respectively. To simplify the flight modeling a lumped parameter approach is used:

$$
\begin{equation*}
T=c_{T} \omega^{2} \tag{A.4}
\end{equation*}
$$

where $c_{T}$ is the lumped parameter thrust coefficient of each motor.
The torque force of the motor is studied to understand the yaw motion of the quadcopter. The torque can be calculated in a similar manner to the thrust based on lumped parameter approach. The torque equation is shown as follows:

$$
\begin{equation*}
Q=c_{Q} \omega^{2} \tag{A.5}
\end{equation*}
$$

where $Q$ is the torque provided by single motor, and $c_{Q}$ is the lumped torque coefficient.

The thrust and the torque are directly proportional to the Revolutions per minute (RPM) of the motor, and can not be directly controlled by the control system output (throttle command). Therefore, linear regression is used to convert the throttle command to RPM of the motors. The linear regression equation is shown below:

$$
\begin{equation*}
\omega_{s s}=(\text { Throttle } \%) c_{R}+b \tag{A.6}
\end{equation*}
$$

where $\omega_{s s}$ is the steady-state motor RPM, Throttle\% is the throttle command percentage, $c_{R}$ is the conversion coefficient from Throttle\% to RPM, and $b$ is the $y$ intercept of the linear regression equation.

## A.1.3 Initial Matrix Construction

The total thrust of the quadcopter is defined as the sum of the individual thrust of each motor as follows:

$$
\begin{equation*}
\sum T=\sum_{i=1}^{N}\left|T_{i}\right|=c_{T}\left(\sum_{i=1}^{N} \omega_{i}^{2}\right) \tag{A.7}
\end{equation*}
$$

The moment applied by the quadcopter, and obtained from motor forces and air resistance can be calculated by the following equations:

$$
\begin{gather*}
\tau_{\phi}=c_{T} \sum_{i=1}^{N} d_{i} \sin \left(\alpha_{i}\right) \omega_{i}^{2}  \tag{A.8}\\
\tau_{\theta}=-c_{T} \sum_{i=1}^{N} d_{i} \cos \left(\alpha_{i}\right) \omega_{i}^{2}  \tag{A.9}\\
\tau_{\psi}=c_{Q} \sum_{i=1}^{N} \sigma_{i} \omega_{i}^{2} \tag{A.10}
\end{gather*}
$$

where $\alpha_{i}$ is the angle between the motor arm and the positive body frame axis, and $\omega_{i}$ is the direction of motor rotation.

Based on the derived thrust and torque equations, an initial matrix describing the quadcopter dynamics can be constructed. In the plus configuration, the initial matrix is represented as follows:

$$
\left[\begin{array}{c}
\sum T  \tag{A.11}\\
\tau_{\phi} \\
\tau_{\theta} \\
\tau_{\psi}
\end{array}\right]=\left[\begin{array}{cccc}
c_{T} & c_{T} & c_{T} & c_{T} \\
0 & d_{+} c_{T} & 0 & -d_{+} c_{T} \\
-d_{+} c_{T} & 0 & d_{+} c_{T} & 0 \\
-c_{Q} & c_{Q} & -c_{Q} & c_{Q}
\end{array}\right]\left[\begin{array}{c}
\omega_{1}^{2} \\
\omega_{2}^{2} \\
\omega_{3}^{2} \\
\omega_{4}^{2}
\end{array}\right]
$$

where $d_{+}$is the length of the arm from quadcopter hub center to motor.
In cross configuration, $d_{\times}$is used instead, and it is defined as the distance between the central hub and the system axes of rotation, where $d_{\times}=d_{+} \sin (45)$. Since the $z$-axis is the same between both configuration, the yaz torque acting in the
$z$-axis direction is the same, where:

$$
\left[\begin{array}{c}
\sum T  \tag{A.12}\\
\tau_{\phi} \\
\tau_{\theta} \\
\tau_{\psi}
\end{array}\right]=\left[\begin{array}{cccc}
c_{T} & c_{T} & c_{T} & c_{T} \\
-d_{x} c_{T} & d_{x} c_{T} & d_{x} c_{T} & -d_{x} c_{T} \\
-d_{x} c_{T} & -d_{x} c_{T} & d_{x} c_{T} & d_{x} c_{T} \\
-c_{Q} & c_{Q} & -c_{Q} & c_{Q}
\end{array}\right]\left[\begin{array}{c}
\omega_{1}^{2} \\
\omega_{2}^{2} \\
\omega_{3}^{2} \\
\omega_{4}^{2}
\end{array}\right]
$$

## A.1.4 Gyroscopic Forces

Gyroscopic precession is an extra force to be taken into account before creating moment matrix. Gyroscopic precession takes place due to the change in the axis of rotation of a rotating body, in addition, it depends on the inertia of the motors rotating components $\left(J_{m}\right)$, the angular rates of roll and pitch ( P and Q), and the angular speed of each motor $\left(\omega_{i}\right)$. The gyroscopic torques are created for roll and pitch and have the following equation:

$$
\begin{gather*}
\tau_{\phi_{g y r o}}=J_{m} Q\left(\frac{\pi}{30}\right)\left(\omega_{1}-\omega_{2}+\omega_{3}-\omega_{4}\right)  \tag{A.13}\\
\tau_{\theta_{\text {gyro }}}=J_{m} P\left(\frac{\pi}{30}\right)\left(-\omega_{1}+\omega_{2}-\omega_{3}+\omega_{4}\right) \tag{A.14}
\end{gather*}
$$

where the $\frac{\pi}{30}$ term appears due to the conversion from RPM to radians.

## A.1.5 Final Matrix Construction

Quadcopter is balanced under the effect of the gravity and the lift of the rotors. The obtained force is oriented in the positive Z direction and can be represented as follows:

$$
F_{A, T}^{b}=\left[\begin{array}{c}
0  \tag{A.15}\\
0 \\
C_{T}\left(\omega_{1}^{2}+\omega_{2}^{2}+\omega_{3}^{2}+\omega_{4}^{2}\right)
\end{array}\right]
$$

where $F_{A, T}^{b}$ refers to the forces applied to the body frame on the quadcopter due to aerodynamics and thrust. The final moment matrix takes into account the previously mentioned aerodynamic, gyroscopic and thrust moments of the quadcopter. Based on the configuration, the final matrix can be constructed; in the case of the
plus configuration as follows:

$$
M_{A, T}^{b}=\left[\begin{array}{c}
d_{+} c_{T} \omega_{2}^{2}-d_{+} c_{T} \omega_{4}^{2}+J_{m} Q\left(\frac{\pi}{30}\right)\left(\omega_{1}-\omega_{2}+\omega_{3}-\omega_{4}\right)  \tag{A.16}\\
-d_{+} c_{T} \omega_{1}^{2}+d_{+} c_{T} \omega_{3}^{2}+J_{P} Q\left(\frac{\pi}{30}\right)\left(-\omega_{1}+\omega_{2}-\omega_{3}+\omega_{4}\right) \\
-c_{Q} \omega_{1}^{2}+c_{Q} \omega_{2}^{2}-c_{Q} \omega_{3}^{2}+c_{Q} \omega_{4}^{2}
\end{array}\right]
$$

In the case of the cross configuration, the final matrix is represented by:

$$
\begin{align*}
& M_{A, T}^{b}= \\
& \qquad\left[\begin{array}{c}
-d_{x} c_{T} \omega_{1}^{2}+d_{x} c_{T} \omega_{2}^{2}+d_{x} c_{T} \omega_{3}^{2}-d_{x} c_{T} \omega_{4}^{2}+J_{m} Q\left(\frac{\pi}{30}\right)\left(\omega_{1}-\omega_{2}+\omega_{3}-\omega_{4}\right) \\
-d_{x} c_{T} \omega_{1}^{2}-d_{x} c_{T} \omega_{2}^{2}+d_{x} c_{T} \omega_{3}^{2}+d_{x} c_{T} \omega_{4}^{2}+J_{P} Q\left(\frac{\pi}{30}\right)\left(-\omega_{1}+\omega_{2}-\omega_{3}+\omega_{4}\right) \\
-c_{Q} \omega_{1}^{2}+c_{Q} \omega_{2}^{2}-c_{Q} \omega_{3}^{2}+c_{Q} \omega_{4}^{2}
\end{array}\right] \tag{A.17}
\end{align*}
$$

This model assumes static thrust and torque, where $M_{A, T}^{b}$ is the moment of the body frame. Furthermore, it neglects some additional effects; such as drag force on the frame and blade flapping.

## A.1.6 State Equations

The angular velocity state equation describes the change in roll $(\mathrm{P})$, pitch $(\mathrm{Q})$ and yaw ( R ) rates of the quadcopter. This equation takes into consideration the inertia, moments applied, and angular velocity. The angular velocity state equation is represented as follows:

$$
{ }^{b} \dot{\omega}_{b \mid i}^{b}=\left(J^{b}\right)^{-1}\left[M_{A, T}^{b}-\Omega_{b \mid i}^{b} J^{b} w_{b \mid i}^{b}\right]=\left[\begin{array}{c}
\dot{P}  \tag{A.18}\\
\dot{Q} \\
\dot{R}
\end{array}\right]
$$

where ${ }^{b} \dot{\omega}_{b \mid i}^{b}$ is the angular acceleration in the body frame on each axis with respect to inertial frame, and is defined as:

$$
{ }^{b} \dot{\omega}_{b \mid i}^{b}=\left[\begin{array}{c}
\dot{P}  \tag{A.19}\\
\dot{Q} \\
\dot{R}
\end{array}\right]
$$

where $\Omega_{b \mid i}^{b}$ is the cross product matrix for rotational velocity which can be written as:

$$
\Omega_{b \mid i}^{b}=\left[\begin{array}{ccc}
0 & -R & Q  \tag{A.20}\\
R & 0 & -P \\
-Q & P & 0
\end{array}\right]
$$

where $w_{b \mid i}^{b}$ is the rotational velocity of the system in the body frame and is directly defined by P, Q and R:

$$
w_{b \mid i}^{b}=\left[\begin{array}{l}
P  \tag{A.21}\\
Q \\
R
\end{array}\right]
$$

Using Euler Kinematic Equation, the rate of change of the Euler angles within the inertial frame is estimated as follows:

$$
\dot{\varepsilon}=H(\varepsilon) w_{b \mid i}^{b}=\left[\begin{array}{c}
\dot{\phi}  \tag{A.22}\\
\dot{\theta} \\
\dot{\psi}
\end{array}\right]
$$

where, $\varepsilon$ is the Euler angles matrix where, $\varepsilon=\left[\begin{array}{c}\phi \\ \theta \\ \psi\end{array}\right]$
Before defining the function $H(\varepsilon)$, the rotation matrix should be discussed. Rotation matrix is a matrix that transfers the motion of the quadcopter from the body frame to a new reference frame. The rotation matrix is used here in order to transfer from body frame to inertial frame, and can be found by matrix multiplication of the three rotation matrices corresponding to each angle.

$$
u^{b}=\left[\begin{array}{ccc}
1 & 0 & 0  \tag{A.23}\\
0 & c(\phi) & s(\phi) \\
0 & -s(\phi) & c(\phi)
\end{array}\right]\left[\begin{array}{ccc}
c(\theta) & 0 & -s(\theta) \\
0 & 1 & 0 \\
s(\theta) & 0 & c(\theta)
\end{array}\right]\left[\begin{array}{ccc}
c(\psi) & s(\psi) & 0 \\
-s(\psi) & c(\psi) & 0 \\
0 & 0 & 1
\end{array}\right] u^{i}
$$

where $c(\phi)$ and $s(\theta)$ represent the sine and cosine of the angles respectively.
Using aerospace rotation sequence, the rotation matrix that transfers from the
inertial to the body frame can be estimated, and has the following form:

$$
C_{b \mid i}=\left[\begin{array}{ccc}
c(\theta) c(\psi) & c(\phi) s(\psi) & -s(\theta)  \tag{A.24}\\
-c(\phi) s(\psi)+s(\phi) s(\theta) c(\psi) & c(\phi) c(\psi)+s(\phi) s(\theta) s(\psi) & s(\phi) c(\theta) \\
s(\phi) s(\psi)+c(\phi) s(\theta) c(\psi) & -s(\phi) c(\psi)+c(\phi) s(\theta) s(\psi) & c(\phi) c(\theta)
\end{array}\right]
$$

Therefore, the angular velocity of the quadcopter in the body frame are related to the change in angle rotation as shown as follows:

$$
w_{b \mid i}^{b}=\left[\begin{array}{l}
\dot{\phi}  \tag{A.25}\\
0 \\
0
\end{array}\right]+c_{\phi}\left(\left[\begin{array}{l}
0 \\
\dot{\theta} \\
0
\end{array}\right]+c_{\theta}\left[\begin{array}{l}
0 \\
0 \\
\dot{\psi}
\end{array}\right]\right)
$$

Using matrix multiplications, additions and taking the derivatives of the kinematic equation, the rate of change of the Euler angles within the inertial frame equation can be derived as follows:

$$
\begin{gather*}
H(\varepsilon)=\left[\begin{array}{ccc}
1 & t(\theta) s(\phi) & t(\theta) c(\phi) \\
0 & c(\phi) & -s(\phi) \\
0 & \frac{s(\phi)}{c(\theta)} & \frac{c(\phi)}{c(\theta)}
\end{array}\right]  \tag{A.26}\\
\dot{\varepsilon}=\left[\begin{array}{c}
\dot{\phi} \\
\dot{\theta} \\
\dot{\psi}
\end{array}\right]=\left[\begin{array}{ccc}
1 & t(\theta) s(\phi) & t(\theta) c(\phi) \\
0 & c(\phi) & -s(\phi) \\
0 & \frac{s(\phi)}{c(\theta)} & \frac{c(\phi)}{c(\theta)}
\end{array}\right]=H(\varepsilon) w_{b \mid i}^{b} \tag{A.27}
\end{gather*}
$$

While this model produces effective results and creates a singularity when $\theta$ approaches to $\pm 90$ degrees. Therefore, the accuracy and the stability of the model can be compromised at this angle $\pm 90$ degrees. Considering our control intentions, this drawback will be avoided.

Another state equation is the velocity state equation. Based on the forces and accelerations acting on the quadcopter, this equation describes the acceleration of the center of mass of the system model as follows:

$$
{ }^{b} \dot{\mathrm{~V}}_{C M \mid i}^{b}=\left(\frac{1}{m}\right) F_{A, T}^{b}+g^{b}-\Omega_{b \mid i}^{b} w_{C M \mid i}^{b}=\left[\begin{array}{c}
\dot{U}  \tag{A.28}\\
\dot{V} \\
\dot{\omega}
\end{array}\right]
$$

where ${ }^{b} \dot{\mathrm{~V}}_{\mathrm{CM\mid i}}^{b}$ is the linear acceleration in the body frame, acting at the center of mass of the quadcopter with reference to the inertial frame, $m$ is the total measured mass of the quadcopter, and $g^{b}$ the acceleration due to gravity acting in the body frame by the rotation matrix $c_{b \mid i}$, where:

$$
\begin{equation*}
g^{b}=c_{b \mid i} g^{i} \tag{A.29}
\end{equation*}
$$

Based on this equation, the linear acceleration of quadcopter along $\mathrm{X}, \mathrm{Y}$ and Z directions of the body frame can be determined. The last state equation to be discussed is the position state equation. The position state equation describes the linear velocity in the inertial frame of the center of mass of quadcopter.

$$
{ }^{i} \dot{P}_{C M \mid i}^{i}=C_{i \mid b} V_{C M \mid i}^{b}=\left[\begin{array}{c}
\dot{X}  \tag{A.30}\\
\dot{Y} \\
\dot{Z}
\end{array}\right]
$$

where $V_{C M \mid i}^{b}$ is the linear velocity of the quadcopter in the body frame, and it is transferred to the inertial frame using $C_{i \mid b}$.

# APPENDIX <br> B 

## Camera Model and Calibration

## B. 1 Camera Model

The purpose of defining the camera model is to map the 3-dimensional world coordinates system to a 2-dimensional coordinates system (image plane). The simplest camera model is the pinhole model (Figure B.1), at which, a point in the 3D space can be represented by $Q_{w}=\left(x_{w}, y_{w}, z_{w}\right)^{T}$, the point $Q_{w}$ is projected to a 2D point $q_{p}=\left(x_{p}, y_{p}\right)^{T}$ onto the image plane by intersecting the ray - that connecting the 3D point $Q_{w}$ and the camera center $C$ - with the image plane, which is situated with a distance $f$ (focal length in $m m$ ) from $C$, and $q_{c}=\left(x_{c}, y_{c}, z_{c}\right)^{T}$ is the point in the camera coordinates system.

## B.1.1 Camera Intrinsic and Extrinsic Parameters

As it is illustrated in Figure B.1b, by looking at similar triangles, the point $Q_{w}$ can be transformed from the world coordinate system into the point $q_{p}$ in the image plane coordinated system as follows:

$$
\begin{equation*}
\frac{x_{p}}{f}=\frac{x_{w}}{z_{w}} \quad \text { or, } \quad \frac{y_{p}}{f}=\frac{y_{w}}{z_{w}} \tag{B.1}
\end{equation*}
$$



Figure B. 1 Pinhole Camera Model; a: 3D and b: 2D.

By using the homogeneous coordinates, $q_{p}$ can be expressed in a matrix notation, so that equation B. 1 becomes as follows:

$$
\begin{gather*}
q_{p}=K q_{c} \\
\lambda\left[\begin{array}{c}
x_{p} \\
y_{p} \\
1
\end{array}\right]=\left[\begin{array}{cccc}
f_{x} & 0 & c_{x} & 0 \\
0 & f_{y} & c_{y} & 0 \\
0 & 0 & 1 & 0
\end{array}\right]\left[\begin{array}{l}
x_{c} \\
y_{c} \\
z_{c}
\end{array}\right] \tag{B.2}
\end{gather*}
$$

where $\lambda$ is the homogeneous scale factor and $K$ is the calibration matrix that contains the intrinsic parameters; $c_{x}$ and $c_{y}$ are the coordinates of the center of the image in pixels, and $f_{x}$ and $f_{y}$ are the focal length in pixel units in $X$ and $Y$ directions
which calculated as follows:

$$
\begin{align*}
& f_{x}=f m_{x}  \tag{B.3}\\
& f_{y}=f m_{y}
\end{align*}
$$

where $m_{x}$ and $m_{y}$ are the number of pixels per unit distance.
In theory, camera lenses should not be affected by the geometric distortions. However, practically, the lenses are imperfect and suffer from a non-linear distortions effects. The "Radial Distortion", in which, the straight lines are mapped as curves, where the positions of the projected points in the image move in a radial direction from its real position in the world. The "Tangential Distortion" results that the parallel lines in real-world are not exactly parallel in the image plane. As shown in Figure B.2, two types of radial distortion can affect the images, the Barrel (positive radial distortion) (Figure B.2a) and the Pincushion (negative radial distortion) (Figure B.2b). The image distortion (radial and tangential) can be modeled as follows:

$$
\begin{align*}
& x_{d}=x_{u}\left(1+k_{1} r^{2}+k_{2} r^{4}+k_{3} r^{6}\right)+\left(2 p_{1} x_{u} y_{u}+p_{2}\left(r^{2}+2 x_{u}^{2}\right)\right)  \tag{B.4}\\
& y_{d}=y_{u}\left(1+k_{1} r^{2}+k_{2} r^{4}+k_{3} r^{6}\right)+\left(2 p_{2} x_{u} y_{u}+p_{1}\left(r^{2}+2 x_{u}^{2}\right)\right)
\end{align*}
$$

where $\left(x_{d}, y_{d}\right)$ and $\left(x_{u}, y_{u}\right)$ are the distorted and undistorted coordinates respectively, $\left(k_{1}, k_{2}, k_{3}\right)$ are the radial distortion coefficients, $\left(p_{1}, p_{2}\right)$ are the tangential distortion coefficients, and $r=\sqrt{\left(x_{u}-x_{c}\right)+\left(y_{u}-y_{c}\right)}$ where $\left(x_{c}, y_{c}\right)$ is the center of the radial distortion.


Figure B. 2 Image Radial Distortions; a: No distortion, b: Barrel (positive radial distortion), and c : Pincushion (negative radial distortion).

On the other hand, the pose of the camera with respect to the world coordinates system can be expressed in terms of position and orientation, based on the camera extrinsic parameters (Figure B.3). In mathematical notation, the camera position is expressed by a vector $T$ and the orientation by a matrix $R$.

Based on the pinhole model, the extrinsic parameters can be defined as follows:

$$
\begin{gather*}
q_{c}=[R \mid T] Q_{w} \\
\lambda\left[\begin{array}{c}
x_{c} \\
y_{c} \\
1
\end{array}\right]=\left[\begin{array}{llll}
r_{11} & r_{12} & r_{13} & t_{x} \\
r_{21} & r_{22} & r_{23} & t_{y} \\
r_{31} & r_{32} & r_{33} & t_{z}
\end{array}\right]\left[\begin{array}{c}
x_{w} \\
y_{w} \\
z_{w} \\
1
\end{array}\right] \tag{B.5}
\end{gather*}
$$

From the equations B. 2 and B.5, the camera parameters (intrinsic and extrinsic) can be represent as follows:

$$
\begin{equation*}
q_{p}=K[R \mid T] Q_{w} \tag{B.6}
\end{equation*}
$$



Figure B. 3 Intrinsic and Extrinsic parameters

## B. 2 Camera Calibration

The calibration of any camera aims to estimate the intrinsic and extrinsic parameters that are required in order to calculate the metric information from the captured images [128, 349]. Intrinsic parameters contain the focal length in pixel units $\left(f_{x}, f_{y}\right)$, the center of the image $\left(c_{x}, c_{y}\right)$, the skew coefficient $\gamma$, the radial distortion coefficients $\left(k_{1}, k_{2}, k_{3}\right)$ and the tangential distortion coefficients $\left(p_{1}, p_{2}\right)$. Where the extrinsic parameters are the rotation matrix $R$ and the translation vector $T$.

The estimation of the camera parameters is achieved by using the data of a planner pattern (chessboard), situated in different views and angles as shown in Figure B.4. First, the calibration step requires extracting the grid corners of the chessboard pattern in the images (the dimensions of the chessboard squares should be known in metric units). The corners extraction is preferably done manually one by one in order to calculate accurately the distortion coefficients.


Figure B. 4 Calibration images in different views.

By assuming that the planner pattern is on a distance $Z=0$ in the world coordinates system, then equation B. 6 is expressed as follows:

$$
\begin{gather*}
\lambda\left[\begin{array}{c}
x_{p} \\
y_{p} \\
1
\end{array}\right]=K\left[\begin{array}{llll}
r_{1} & r_{2} & r_{3} & T
\end{array}\right]\left[\begin{array}{c}
x_{w} \\
y_{w} \\
0 \\
1
\end{array}\right]  \tag{B.7}\\
\lambda\left[\begin{array}{c}
x_{p} \\
y_{p} \\
1
\end{array}\right]=K\left[\begin{array}{lll}
r_{1} & r_{2} & T
\end{array}\right]\left[\begin{array}{c}
x_{w} \\
y_{w} \\
1
\end{array}\right]
\end{gather*}
$$

where $H=\left[\begin{array}{lll}h_{1} & h_{2} & h_{3}\end{array}\right]$ is known as the homography matrix, which represents the relation of the point in the planner pattern $Q_{w}=\left(x_{w}, y_{w}, 1\right)^{T}$, and its image $q_{p}=\left(x_{p}, y_{p}, 1\right)^{T}$ where,

$$
\lambda\left[\begin{array}{c}
x_{p}  \tag{B.8}\\
y_{p} \\
1
\end{array}\right]=H\left[\begin{array}{c}
x_{w} \\
y_{w} \\
1
\end{array}\right] \quad \text { and } \quad H=s K\left[\begin{array}{lll}
r_{1} & r_{2} & T
\end{array}\right]
$$

where $s=\frac{1}{\lambda}$ is an arbitrary scalar. Because $r_{1}$ and $r_{2}$ are orthogonal, then:

$$
\begin{gather*}
h_{1}^{T} K^{-T} K^{-1} h_{2}=0  \tag{B.9}\\
h_{1}^{T} K^{-T} K^{-1} h_{1}=h_{2}^{T} K^{-T} K^{-1} h_{2} \tag{B.10}
\end{gather*}
$$

To solve the camera calibration problem, an analytical process is performed, in which, an initial estimation followed by a nonlinear optimization based on the maximum likelihood criterion are implemented. Suppose,

$$
A=K^{-T} K^{-1}=\left[\begin{array}{lll}
A_{11} & A_{12} & A_{13}  \tag{B.11}\\
A_{12} & A_{22} & A_{23} \\
A_{13} & A_{23} & A_{33}
\end{array}\right]
$$

where $A$ is a symmetric matrix of elements that contain the intrinsic parameters:

$$
A=\left[\begin{array}{ccc}
\frac{1}{f_{x}^{2}} & 0 & \frac{-c_{x}}{f_{x}^{2}}  \tag{B.12}\\
0 & \frac{1}{f_{y}^{2}} & \frac{-c_{y}}{f_{y}^{2}} \\
\frac{-c_{x}}{f_{x}^{2}} & \frac{-c_{y}}{f_{y}^{2}} & \frac{-c_{x}}{f_{x}^{2}}+\frac{-c_{y}}{f_{y}^{2}}+1
\end{array}\right]
$$

and can be defined as 6D vector as follows:

$$
a=\left[\begin{array}{llllll}
A_{11} & A_{12} & A_{22} & A_{13} & A_{23} & A_{33} \tag{B.13}
\end{array}\right]^{T}
$$

Supposing that the $i^{\text {th }}$ column vector of $H$ is $h_{i}=\left[\begin{array}{lll}h_{i 1} & h_{i 2} & h_{i 3}\end{array}\right]^{T}$, then,

$$
h_{i}^{T} B h_{j}=\left[\begin{array}{c}
h_{i 1} h_{j 1}  \tag{B.14}\\
h_{i 1} h_{j 2}+h_{i 2} h_{j 1} \\
h_{i 2} h_{j 2} \\
h_{i 3} h_{j 1}+h_{i 1} h_{j 3} \\
h_{i 3} h_{j 2}+h_{i 2} h_{j 3} \\
h_{i 3} h_{j 3}
\end{array}\right]^{T}\left[\begin{array}{c}
A_{11} \\
A_{12} \\
A_{22} \\
A_{13} \\
A_{23} \\
A_{33}
\end{array}\right]^{T}=v_{i j}^{T} b
$$

where, $v_{i j}=\left[h_{i 1} h_{j 1}, \quad h_{i 1} h_{j 2}+h_{i 2} h_{j 1}, \quad h_{i 2} h_{j 2}, \quad h_{i 3} h_{j 1}+h_{i 1} h_{j 3}, \quad h_{i 3} h_{j 2}+h_{i 2} h_{j 3}, h_{i 3} h_{j 3}\right]^{T}$, then the equations B. 9 and B. 10 are rewritten as follows:

$$
\left[\begin{array}{c}
v_{12}^{T}  \tag{B.15}\\
\left(v_{11}^{T}-v_{22}^{T}\right)
\end{array}\right]^{T} b=0
$$

If a number of images $n$ is used in the calibration process, then $n$ of B. 15 equations will be generated, therefore equation B. 15 in general will be:

$$
\begin{equation*}
V b=0 \tag{B.16}
\end{equation*}
$$

where, $V$ is a matrix of dimensions $2 n \times 6$. If $n=1$, then two intrinsic parameters can be solved, and if $n=2$, then the skewless coefficient will be zero $\gamma=0$, and if $n \geq 3$ a unique solution for $b$ matrix defined up to a scale factor.

The solution of B. 16 is defined as the eigenvector of $V^{T} V$ associated with the smallest eigenvalue. Finally, once $b$ is estimated, the intrinsic parameters can be
calculated as follows:

$$
\begin{gather*}
f_{x}=\sqrt{\frac{\lambda}{B_{11}}}  \tag{B.17}\\
f_{y}=\sqrt{\frac{\lambda B_{11}}{\left(B_{11} B_{22}-B_{12}^{2}\right)}}  \tag{B.18}\\
c_{x}=\frac{-B_{13} f_{x}^{2}}{\lambda}  \tag{B.19}\\
c_{y}=\frac{B_{12} B_{13}-B_{11} B_{23}}{\left(B_{11} B_{22}-B_{12}^{2}\right)} \tag{B.20}
\end{gather*}
$$

and consequently, the extrinsic parameters can be calculated using the equation B.8.
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