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abstract

Cycle Times (IPACT) algorithm for dynamic bandwidth allocation proposed 

(EPONs) has been deeply analysed in the literature under Poisson traffic. 

 offer bursty traffic in the upstream channel of a PON has not been considered in 

behaviour of the upstream channel of EPONs employing IPACT with the 

traffic together with sudden bursts. We show that one burst arrival 

nsmission window of every ONU, lasting its effects for several cycle times, 

ge network load. Such a burst has a direct impact on the delay experienced by 

atically modelled using a modification of the formerly studied M/G/1 queue 

tion.
1. Introduction

Passive Optical Networks (PONs) have been proposed in
the literature to open up the access bottleneck of residen-

tial users [1]. The Ethernet PON (EPON) and Gigabit PON 

(GPON) standards, under deployment by many operators, 

allow 1 Gbit/s of upstream bandwidth shared between 32 

and 64 (even 128) end users via TDM. In EPON, the 

Interleaved Polling with Adaptive Cycle Times (IPACT) 

has been proposed as a Dynamic Bandwidth Algorithm 

(DBA) to arbitrate channel access while reducing band-

width waste. In IPACT, the Optical Network Units (ONUs) 

request transmission windows for their accumulated traffic
so),

3m.es (I. Seoane), 
to the Optical Line Terminal (OLT), which may grant all or 

part of it [2,3]. The OLT arbitrates channel access, and decides 

which ONU transmits, when and for how long.

The average cycle time in IPACT, that is, the amount of 

time elapsed between two consecutive transmission win-

dows for the same ONU, has been demonstrated to depend 

on the number of ONUs, guard time and total upstream 

load for Poisson traffic [4,5]. Several studies have focused 

on studying the properties of the upstream TDM-shared 

channel of a PON under Poisson traffic. For instance, the 

authors in [6] studied the average delay experienced by a 

packet selected at random in the upstream channel of a 

PON. Essentially, the analysis carried out comprises a 

modification of the formerly studied M/G/1 queue with 

vacations derived in [7].

The number of research studies focused on the upstream

channel of TDM PONs has increased in the previous years,

covering many interesting aspects. For instance, the authors
1



in[8]show that the position of the Report message within

the time window has a direct impact on the delay experi-

enced by the packets in the upstream channel; and they

further propose an adaptive mechanism to find the optimal

position of this message at a given network load.
While IPACT is very efficient in terms of uplink band-

width utilisation, it does not address QoS (Quality of 

Service) guarantees for the individual ONUs in the net-

work. In light of this, the authors in [9] propose a new DBA 

algorithm (under the name of Distributed Dynamic Sche-

duling, also known as DDSPON) to dynamically allocate 

bandwidth with guaranteed QoS to ONUs. In [10], the 

authors study the delay variation of frames in the 

upstream of a PON and further propose an algorithm to 

never breach a certain threshold. In [11], the authors 

propose a mechanism to drop low-priority packets under 

high-loads to benefit high-priority packets with tight delay 

constraints.

Analysis extensions for the Next-Generation Passive 

Optical Networks (NG-PON) with high capacity and long-

reach, but still TDM-based, have also been proposed in the 

literature [12,13]. The case of hybrid TDM/WDM PONs has 

been covered in [14].

Finally, other studies have focused on using some of the 

previous models to study the on/off cycles of ONUs in a 

PON on attempts to estimate whether or not part of the 

ONUs' hardware can be switched off to save energy. 

Examples of these studies are: [15–18].

However, most of these studies assume that the ONUs 

offer Poisson traffic in the upstream channel. To the best of 

the authors' knowledge, none of the above papers have 

addressed the impact of bursty traffic arrivals at the ONUs. 

Such bursty traffic typically appears (but it is not restricted 

to) in video-streaming scenarios, whereby video-streaming 

servers continuously produce I, P or B frames of several 

tens of kilobytes [19,20]. Such an interesting traffic 

pattern (bursts of 20–80 1500-byte packets) has not 

yet been analysed mathematically. Essentially, the 

ONU with the periodic bursty traffic is expected to 

seldomly request very large transmission windows, thus 

introducing very long delays to other ONUs, when gated-

service discipline is used. This paper aims at analysing the 

impact of traffic bursts in the average cycle time and 

average delay experienced by individual packets during 

the burst transmission and in subsequent cycles.

The remainder of this paper is organised as follows: 

Section 2 reviews the state of the art in the modelling of 

IPACT and the delay experienced by packets in the upstream 

channel under Poisson traffic. Section 3 extends this meth-

odology to deal with data burst arrivals and transmissions. 

Section 4 validates the results and equations obtained with 

simulation. Finally, Section 5 concludes this work with a 

summary of its main contributions and discussion.
2. Analysis of average cycle times with gated-service

2.1. Problem statement: gated service review

Consider the PON of Fig. 1(a). Fig. 1(b) shows an example 

of two cycle times as observed by the third ONU in the PON.
Here,Vi(n) refers to the transmission window of thei-th ONU

(i¼1,2,3) on then-th cycle time (n¼0;1;…).

In the first cycle time (observation cycle) the third ONU

collects traffic from its user, four packets in this example.

At the end of its transmission window (end ofV3ð1Þ), this

ONU sends a Report message to the OLT requesting a

transmission windowV3ð2Þof enough size to allocate such

four packets in the next transmission window. In the next

cycle time, the ONU receives a Grant message from the OLT

and proceeds to transmit its four packets, under gated-

service discipline. It is also worth noticing that the

transmission window of the third ONU comprises a guard

time (Tgin the figure) plus the transmission time of such

four packets. In other words,

V3ð2Þ¼Tgþ ∑
4

j¼1

Xj ð1Þ

where theXjvalues refer to the service time of thej-th

packet,j¼1,2,3,4 in this case.

Then-th cycle time, as observed by the third ONU,

comprises the sum of transmission windows allocated to

each ONU:

T3ðnÞ¼∑
N

i¼1

ViðnÞ ð2Þ

Clearly, the transmission window for a particular ONU 

Vi(n) depends on the size of its previous observation cycle 

time Tiðn 1Þ, i.e. the larger the size of Tiðn 1Þ the more 

packets collected for the next transmission window. 

As noted from Fig. 1(b), a packet chosen at random (for 

instance packet number 4) must wait until the end of its 

current observation cycle time, then wait for the transmis-

sion window of the other ONUs (V1ð2Þ and V2ð2Þ in the 

figure), and finally wait for the guard time Tg and the other 

packets in the queue of its ONU (this is packets 1, 2 and 3). 

Next section reviews the steady-state values of Vi and Ti 
under Poisson traffic.
2.2. Analytical review under Poisson traffic

Consider a PON withNONUs, each one offering Poisson

traffic in the upstream direction with loadρi,i¼1;2;…;N,

i.e. total offered loadρ, where

ρ¼ ∑
N

i¼1

ρio1

LetTgrefer to the guard time between consecutive

transmission windows, and letXjdenote the service time

for thej-th packet. In this scenario, the transmission

window for a given ONU is obtained as

ViðnÞ¼Tgþ ∑
NpðTiðn 1ÞÞ

j¼1

Xj ð3Þ

which is the sum of the guard time plus the service times

of the packets received during its previous observation

cycle, denoted asNpðTiðn 1ÞÞ. The number of packet

arrivalsNp(t) for thei-th ONU within an observation cycle

of lengthtis assumed to follow a Poisson process with rate
2
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Fig. 1.Example of a PON with three ONUs and bandwidth sharing using IPACT. (a) PON topology withN¼3 ONUs. (b) Example of TDM scheduling

using IPACT.
λipacket/s:

PNpTin 1ð Þð Þ¼k¼
ðλiTiðn 1ÞÞk

k!
eλiTiðn 1Þ; kZ0 ð4Þ

The mean of such a Poisson process is known to be

EðNpðTiðn 1ÞÞÞ ¼λiEðTiðn 1ÞÞ ð5Þ

Hence, the average transmission window equals

EðViðnÞÞ ¼TgþEðNpÞEðXÞ¼TgþλiEðTiðn 1ÞÞEðXÞ

¼TgþρiEðTiðn 1ÞÞ ð6Þ

whereE(X) refers to the average packet service time.

The variance follows

VarðViðnÞÞ ¼EðNpÞVarðXÞþVarðNpÞðEðXÞÞ
2

¼λiEðTiðn 1ÞÞEðX2Þ ð7Þ

sinceVarðNpÞ¼EðNpÞ¼λiEðTiðn 1ÞÞfor the Poisson pro-

cess. Here,EðX2Þrefers to the second moment of random

variableX.
Previous work has already shown that, in the 

steady-state, the average cycle time follows [4,5]:

EðTÞ¼∑
N

i¼1

EðViÞ ð8Þ

since, in the steady state,EðTiðn 1ÞÞ ¼EðTiðnÞÞandEðVi
ðn 1ÞÞ ¼EðViðnÞÞ, forn¼1;2;… .

Let us further consider that all ONUs offer the same

traffic load to the PON, i.e.ρi¼ρ=N,i¼1,…,N. Solving

Eqs.(6) and (8) brings

ETðÞ¼
NTg
1 ∑iρi

¼
NTg
1 ρ

¼Tss ð9Þ

EViðÞ¼Tgþρi
NTg
1 ρ

¼
Tg
1 ρ

¼Vss ð10Þ

Here,Vssdenotes the average transmission window in the

steady-state for each ONU when all of them offer Poisson

traffic with the same loadρ=N. Similarly,Tssrefers to the

average cycle time in the steady-state as observed by the

N-th ONU under Poisson traffic.

Numerical example: Consider two ONUs with the same

loadρi¼0:1,i¼1,2 and guard timeTg¼5μs. Then

Tss¼
NTg
1 ∑iρi

¼
2 5μs

1 0:2
¼12:5μs
and

Vss¼TgþρiTss¼5μsþ0:1 12:5μs¼6:25μs

on average.

It is worth noticing that these values do not consider

the average packet service timeE(X). In the case of an

average packet size of 500 bytes, this value would be

EXðÞ¼8
500b

109b=s
¼4μs

As noted,Vss Tgis much smaller thanE(X). Essentially,

this means that most of the time the ONUs request 0

packets and only sometimes, they do request one packet or

more, yielding an average ofρiTss¼1:25μs of transmission

time per cycle.
2.3. Delay analysis under Poisson traffic

Remark from [6] that the average queueing delay EðWqÞ 
experienced by a random packet in a PON arises as a 
modification of the M/G/1 queue with vacations formerly 
analysed in [7]:

E Wq ¼
λEðX2Þ

2ð1 ρÞ
þ
ð3N ρÞEðRÞ

2ð1 ρÞ
þ
VarðRÞ

2EðRÞ
ð11Þ

where EðX2Þ refers to the second moment of the packet 

service time, and E(R)andVar(R) denote the average reserva-

tion time and its variance. In IPACT, the reservation time R is 

computed as the fixed transmission time of a 64-byte control 

packet containing the requested transmission window for 

the next time-slot. Hence, EðRÞ¼864b=ð109b=sÞ¼1:512 μs 
and VarðRÞ¼ 0asnotedin[6].

An alternative approach to obtain EðWqÞ, which will be 

used in the rest of the paper, follows the next reasoning: 

consider that, during the observation cycle of the third ONU in 

the example of Fig. 1(b), only one packet arrives, i.e. Np¼1. 

Thanks to the properties of the Poisson process, such a packet 

arrives at any place within the observation cycle of the ONU 

with equal probability, i.e. it is uniformly distributed Uð0; TssÞ 

in the steady-state. Hence, this packet must wait for the 

remaining time until the observation cycle is complete, plus 

two more transmission windows, plus guard time and its 

average service time E(X). On average, this value is

E WNp¼1¼D11ðÞ
3
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Np=1 arrival

j=1
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j=1
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Np=3 arrivals
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Fig. 2.Average arrival time of thej-th packet in a set ofNp¼ktotal

packets,k¼1;2;3.
¼
1

2
TssþN 1ð ÞVssþTgþEXðÞ

whereDiðNpÞrefers to the average delay experienced by the

i-th packet whenNpZipacket arrivals have occurred during

the observation cycle.

3
4

1
4

Now, consider the case that two packets arrive during 

the observation cycle of the third ONU, i.e. Np¼2. The first 

packet arrival time can be derived from the first order 

statistic in a sample of two uniformly distributed random 

variables within the time interval ð0; TssÞ. As shown in 

Fig. 2, the first packet must wait Tss on average until the 

observation cycle concludes, whereas the second packet 

only needs to wait an average of Tss. On the contrary, the 

first packet is dispatched before the second packet, which 

has to wait an additional service time (the first packet's 

service time). Hence, the first packet experiences a total 

delay D1ð2Þ of

D12ðÞ¼
3

4
TssþN 1ð ÞVssþTgþEXðÞ

whereas the second one experiences the following delay:

D22ðÞ¼
1

4
TssþN 1ð ÞVssþTgþ2EXðÞ

The mean value for these two packets is

EðWNp¼2¼
1

2
∑
2

i¼1

Di2ðÞ¼
1

2
TssþN 1ð ÞVssþTgþ

3

2
EXðÞ

ð12Þ

Following the same reasoning for three packet arrivals

(i.e.,Np¼3), we obtain

D13ðÞ¼
5

6
TssþN 1ð ÞVssþTgþEXðÞ

D23ðÞ¼
3

6
TssþN 1ð ÞVssþTgþ2EXðÞ

D33ðÞ¼
1

6
TssþN 1ð ÞVssþTgþ3EXðÞ

and the average is

EðWNp¼3¼
1

3
∑
3

i¼1

Di3ðÞ¼
1

2
TssþN 1ð ÞVssþTgþ2EXðÞ

ð13Þ

In the generic case ofNp¼kpacket arrivals, the average

delay experienced by thej-th packet follows

DjkðÞ¼
2k 2jþ1

2k
TssþN 1ð ÞVssþTgþjE XðÞ

and the weighted average delay for a random packet

selected from thosekpackets is

EðWNp¼k¼
1

k
∑
k

j¼1

DjkðÞ

¼
1

2
TssþN 1ð ÞVssþTgþ

kþ1

2
EXðÞ

¼
3N 2ρ

2N
Tssþ

kþ1

2
EXðÞ ð14Þ
Thus, the average total waiting time must weight each

case with its probability

EðWÞ¼∑
1

k¼1

EðWjNp¼kÞPðNp¼kÞ ð15Þ

where

PNp¼k¼
ðλiTssÞ

k

k!
eλiTss

After some calculus, Eq.(15)becomes

E Wð Þ¼
3N ρ

2N
Tssþ

EðXÞ

2
¼
3N ρ

2ð1 ρÞ
Tgþ

EðXÞ

2
ð16Þ

Finally, it is worth noticing that the average queueing

delay experienced by a random packet follows

E Wq ¼E Wð Þ EXðÞ¼
3N ρ

2ð1 ρÞ
Tg

EðXÞ

2
ð17Þ

Numerical example: In the previous numerical example, we

had two ONUs that offered Poisson traffic in the upstream

channel with load:ρi¼0:1,i¼1,2. In this example, the

average cycle time was computed asEðTssÞ¼12:5μsand

theaveragepacketservicetimeisEðXÞ¼4μs. The average

delay experienced by a packet in a given ONU would then be

EðWÞ¼20:125μs

as it follows from Eq. (16).

3. Analysis of the effect of a peak of traffic

3.1. Transmission windows and cycle times

Next, we analyse the effect of a peak of traffic in the

structure and properties of transmission window valuesVi
and cycle timesT.Again,consideraPON withNONUs

offering Poisson traffic in the upstream direction with load

ρ=N. Consider that the first ONU seldomly offers peaks of
4



traffic in addition to its regular Poisson traffic. Such peaks

comprise data bursts of lengthBμseveryTbunits of time (for

the sake of simplicity, we will consider1Tb-1). Next, we

study the impact of such a data burst on subsequent

transmission windows. Essentially, the transmission window

valuesVifollow the next recurrence relationship

ViðnÞ¼TgþρiTiðn 1Þ; i¼1;…;N ð18Þ

where theTiðn 1Þrefers to the observation cycle time of the

i-th ONU:

Tiðn 1Þ¼ ∑
N

k¼iþ1

Vkðn 2Þþ∑
i

k¼1

Vkðn 1Þ ð19Þ

Cycle0:Burst arrival. Initially, all ONUs transmit their

previously announced Poisson-shape received traffic.

Recall from the previous section that, under Poisson traffic,

the average transmission window offered by each ONUs is

Vss¼Tg=ð1 ρÞ

V10ðÞ¼Tgþ
ρ

N
Tss¼Vss

V2ð0Þ¼Vss

⋮ ⋮

VNð0Þ¼Vss

The total cycle time then follows:

Tið0Þ¼Tss; i¼1;2;…;N ð20Þ

In addition, the first ONU has just received a peak of

traffic, consequently it requests a grant for its transmission

together with its regular Poisson traffic. Such a burst will

be therefore transmitted in the next transmission window.

Cycle1:Burst transmission. The first ONU transmits its

Poisson trafficVssalong with the data burstB. The other

ONUs transmit their Poisson traffic announced in their

previous observation cycle

V1ð1Þ¼VssþB

V2ð1Þ¼Vss

⋮ ⋮

VNð1Þ¼Vss

after applying Eq. (18).

So the total cycle time is now

Tið1Þ¼ ∑
N

k¼iþ1

Vkð0Þþ∑
i

k¼1

Vkð1Þ

¼NVssþB¼TssþB; i¼1;2;…;N ð21Þ

which shows an excess ofBunits of time with respect to

Tið0Þdue to the first ONU's burst.

Cycle2:First cycle after burst transmission.Inthiscycle,

the first ONU transmits the Poisson traffic announced in its

previous observation cycle. Obviously, such traffic volume is

expected to be much higher thanVsssince the transmission

of the data burst implies a longer period of data collection.
1Notice that, if a new burst arrives after the effect of the previous

burst has vanished, we can consider that this analysis is still valid. In

other case, the effects of one burst will overlap with the next one, which

will not be analysed in this paper and it is left for future work.
This reasoning also applies to the other ONUs:

V12ðÞ¼Tgþ
ρ

N
NVssþBð Þ¼Vssþ

ρ

N
B

V22ðÞ¼Vssþ
ρ

N
B

⋮ ⋮

VN2ðÞ¼Vssþ
ρ

N
B

after applying Eq. (18).
As observed, the data burst transmitted in the first 

cycle time impacts the average transmission window of all 

ONUs equally. The total cycle time is therefore (Eq. (19))

Ti2ðÞ¼ ∑
N

k¼iþ1

Vk1ðÞþ∑
i

k¼1

Vk2ðÞ

¼ N ið ÞVssþiVssþ
ρ

N
B

¼NVssþi
ρ

N
B¼Tssþi

ρ

N
B; i¼1;2;…;N ð22Þ

Interestingly, the average cycle timeTið2Þhas increased

by a factor ofiðρ=NÞBwith respect toTið0Þ, but is still much

smaller thanTið1Þwhich included the whole burst trans-

missionB.

Cycle 3: Second cycle after burst transmission. Again, 

every ONU offers its traffic as was collected during its 

previous observation cycle. However, it is worth remarking 

that the transmission windows in the previous cycle are 

slightly larger than Vss due to the impact of the previous 

data burst. After applying Eq. (18), this brings the follow-

ing new transmission windows:

V13ðÞ¼Tgþ
ρ

N
N 1ð ÞVssþ Vssþ

ρ

N
B

¼Vssþ
ρ

N

2
B

V23ðÞ¼Tgþ
ρ

N
N 2ð ÞVssþ2Vssþ

ρ

N
B

¼Vssþ2
ρ

N

2
B

⋮ ⋮

VN3ðÞ¼Tgþ
ρ

N
N Nð ÞVssþNVssþ

ρ

N
B

¼VssþN
ρ

N

2
B ð23Þ

As noted, the transmission windows experience a slight 

increase from one ONU to the next, with the last one, the 

N-th ONU, being the one with the largest transmission 

window. The reason for this is that the last ONU accumu-

lates more Poisson traffic than any other, since its observa-

tion cycle time is larger than the others. In particular, it 

accumulates traffic for N times Vss þðρ=NÞB. The new total 

cycle time, as observed by the i-th ONU, is (using Eq. (19))

Ti3ðÞ¼ ∑
N

k¼iþ1

Vi2ðÞþ∑
i

k¼1

Vi3ðÞ

¼ N ið ÞVssþ
ρ

N
Bþ ∑

i

k¼1

Vssþk
ρ

N

2
B

¼ N ið ÞVssþ
ρ

N
BþiVssþ

iðiþ1Þ

2

ρ

N

2
B

¼TssþN ið Þ
ρ

N
Bþ
iðiþ1Þ

2

ρ

N

2
B; i¼1;2;…;N ð24Þ
5
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Fig. 3.Transmission window in the steady-state: expectation and stan-

dard deviation.

2 http://www.mathworks.es/products/matlab/
3 This is the average packet size obtained from the measurements in 
As shown, the impact of the data burst is much smaller

onTð3Þthan onTð2Þsince it has a factor ofρ2. This suggests

that the impact of the data burst vanishes over time, which

makes sense.

Subsequent cycle times: For subsequent cycle times, the 

transmission windows and cycle times can be derived 

from Eqs. (18) and (19).

3.2. Delay analysis under bursty traffic

This section aims at re-calculating the delay experi-

enced by the packets in an ONU under bursty conditions. 

Following the reasoning of Section 2.3, the average delay 

observed by a random packet must take into account every 

possible number of packet arrivals Np in its previous 

observation cycle (see Eq. (15)

EðWÞ¼∑
1

k¼1

EðWjNp¼kÞPðNp¼kÞ

where each value in this equation varies with the transmis-

sion windows and cycle times computed before. LetWi(n)

refer to the delay observed by the packets of thei-th ONU on

then-th cycle. Then, the average delay for packets of thei-th

ONU when the size of the burst isNp¼kcan be obtained as

EðWinðÞjNp¼kÞ¼
1

2
Tin 1ð Þ

þ ∑
N

j¼iþ1

Vjðn 1Þþ∑
i 1

j¼1

VjðnÞ

 !

þTgþ
kþ1

2
EXðÞ ð25Þ

For the sake of simplicity, next sections study the

average delay for theN-th ONU during all the phases of

burst arrival, transmission and subsequent cycles, although

the same reasoning can be applied to the other ONUs.

Cycle 0: Burst arrival. The zero-th cycle is a steady-state 

cycle, thus following the same equations derived in 

Section 2.3:

EðWN0ðÞjNp¼kÞ¼
1

2
TssþN 1ð ÞVssþTgþ

kþ1

2
EXðÞ

¼
3N ρ

2N
Tssþ

kþ1

2
EXðÞ ð26Þ
Cycle1:Burst transmission. During the burst transmis-

sion cycle, the packets to be transmitted by theN-th ONU

experience the following delay:

EðWN1ðÞjNp¼kÞ¼
1

2
TssþN 1ð ÞVss

þBþTgþ
kþ1

2
EXðÞ¼

3N ρ

2N
TssþBþ

kþ1

2
EXðÞ ð27Þ

So the packets transmitted in this cycle experience an

extra delay ofBunits of time.

Cycle2:First cycle after burst transmission. Packets to be

transmitted at cycle 2 will observe the following delay:

EðWNð2ÞjNp¼kÞ¼
1

2
TN1ðÞþ∑

N 1

i¼1

Vi2ðÞþTgþ
kþ1

2
EXðÞ

¼
1

2
TssþρBð ÞþN 1ð ÞVssþ

ρ

N
B

þTgþ
kþ1

2
EXðÞ

¼
3N ρ

2N
Tssþ

3N 2

2N
ρBþ

kþ1

2
EXðÞ

where the delay has been reduced with respect to the

previous cycle by a factor ofρ, as expected, but still is

much larger thanEðWNð0ÞjNp¼kÞ.

Subsequent cycle times: Finally, in subsequent cycle 

times, the recursive equation (25) needs to be applied to 

each particular case. The result observed is that packet delay 

after a number of subsequent cycle times n approaches 

the steady state of Eq. (26).

These equations are validated with simulation in the

next section.

4. Validation via simulation

The following set of experiments aim at validating the

theoretical results obtained throughout the paper via simu-

lation. The discrete event-driven simulator was implemen-

ted in Matlab,2which allows to build an EPON with one OLT,

several ONUs as well as the links connecting both ends.

Unless otherwise stated, the simulations have been carried

out with the following parameters:

N number of ONUs in the PON, defaultN¼32.

Tg guard time value, defaultTg¼5μs.

E(X) average packet service time, defaultEðXÞ¼5μs.

This is the transmission delay for a 624.22 byte-

packet3over a 1 Gb/s link.

B burst transmission time, default 360μs. This is

the transmission time of a bunch of 30 packets of

size 1500 bytes.

4.1. Transmission window in the steady state

Fig. 3 shows the steady-state transmission window 

values Vss under Poisson traffic. As shown, the theoretical 

values for the average and standard deviation (Eq. (6) and
6

[21,22].



 

the square root of Eq. (7) respectively) perfectly match the 

simulation results at medium and low loads, and slightly 

deviate at high loads. This result is consistent with 

previous works from [4,5].

4.2. Average queueing delay EðWqÞunder Poisson traffic

Fig. 4 shows the average queueing delay experienced by 

packets of a given ONU under Poisson traffic only. The 

results show both the delay obtained via simulation along 

with the theoretical formula presented in [6] and our 

method presented in Section 2.3 (Eq. (17)). As shown, both 

theoretical methods overlap with the simulation results, 

thus validating both equations and methodologies.

4.3. Effect of a peak of burst

Fig. 5(a), (b) shows the values of the transmission 

windows of each ONU Vi(n)derivedinSection 

3.1 at different load levels. The Vi(n) values are depicted in 

a semilogy axis for a better visualisation. The x-axis repre-

sents the index N  nþi, this means that the Vi(n) values for 

the i-th ONU are depicted in positions iþ32  n (i.e., 1, 33, 65, 

97…for the first ONU; 2, 34, 66, 98…for the second ONU 

and so on). As shown, both theoretical and simulated 

values perfectly match, thus validating the results obtained 

in Section 3.1.

The figures show that at low loads, the transmission

windows quickly recover to the steady state valueVssor

something very close to it. Essentially, after the burst

transmission (this isV1ð1Þ¼VssþBon the first cycle), all

ONUs experience the same transmission window in cycle

two:Við2Þ¼Vssþðρ=NÞB. The third and fourth cycles show

some excess with respect toVssonly at high loads, since at

low loads the effect is very small. After the fourth cycle, the
Fig. 5.Average transmission windowVi(n) in 
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Fig. 4.Average queueing delayEðWqÞunder Poisson traffic.
peak effects reduce dramatically showing a very limited

impact on the values of the transmission windowsVi(n).
As noted in the previous section, the size of a given 

transmission window depends on the length of its obser-

vation cycle Tiðn 1Þ and its load ρi. Hence, when the burst 

transmission lies in the observation cycle of an ONU, the 

transmission window is expected to be large since more 

traffic has been accumulated by the ONU. In subsequent 

cycles, the observation periods decrease, hence the effects 

of the data burst vanish over time. The speed at which the 

cycle times approach the steady state value Tss depends on 

the burst size B and the current Poisson network load ρ,as

demonstrated in Section 3.1.

The next section studies the impact of a peak of traffic

in terms of average delay experienced by the different

ONUs.

4.4. Average packet delay under bursty traffic

Fig. 6(a), (b) shows the average delay experienced by 

the packets of some ONUs during the different stages of 

a data burst (arrival, transmission and after transmission), 

at different network loads. As observed, the first ONU 

(ONU¼1 in the figure) experiences a high delay peak 

during the burst transmission (cycle number one), while 

the others only experience a moderate delay increase with 

respect to the average delay in the steady-state.

In the second cycle, all ONUs have a very similar

average delay, which is expected since they have a similar

observation cycle. However, the last ONU always experi-

ences a slightly larger delay than the others in the second

cycle. This behaviour remains for the third cycle, but on

the fourth cycle, it is the first ONU which experiences

slightly more delay than the others. Finally, in subsequent

cycles, the average delay decreases approaching the aver-

age delay value in the steady-state.

4.5. A study of the vanishing time of a burst

This experiment further investigates the vanishing time

of a data burst for several burst sizes and at different load

conditions. We define the vanishing timeTvanishas the

amount of time required to achieve a nearly-stable trans-

mission window (i.e. Vir1:1Vss) after the arrival and

transmission of a data burst. Clearly,Tvanish defines a

metric that features the time required to have almost no

residual effect of the burst transmission in the PON.
different cycle times. (a)ρ¼0:1. (b)ρ¼0:6.
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Fig. 6.Average delay experienced by random packets during the burst arrival and subsequent cycles. (a)ρ¼0:1. (b)ρ¼0:6.
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Fig. 7.Evolution ofTvanishfor several burst sizes at different loads. (a) Packet delay (ms). (b) Cycle number.
Fig. 7(a), (b) shows some numbers of the Tvanish metric 

obtained via simulation under different network condi-

tions and burst sizes (B¼{30,300,3000} packets of 1500 

bytes). The former figure shows the average amount of 

time required to achieve nearly steady-state conditions 

(Vi r1:1Vss). The second figure shows the cycle at which 

this condition occurs.

As shown, at low loads (ρr0:3),Tvanishremains low and

stable in milliseconds (Fig.7(a)). Furthermore, at load

ρ¼0:3,Fig. 7(b) shows that about 3, 6 and 10 cycles are

required to achieve the vanishing condition of 1:1Vssfor

B¼30, 300 and 3000 respectively.

However, at medium and high loads, the value ofTvanish
increases very quickly. This proves the fact that the

vanishing time depends not only on the burst size itself,

but also on the total load of the PON.

5. Summary and discussion

This paper has studied the effect of data bursts in the

upstream channel of Ethernet Passive Optical Networks

employing IPACT under the gated-service discipline.

Essentially, a mathematical model is provided to derive

the average transmission windows of every ONU at differ-

ent situations under the presence of data bursts: burst

arrival, transmission and after transmission. The effect of

such a data burst has been studied from both the
perspective of the average cycle time observed by the

OLT in the PON, the transmission window dynamics, and

the actual delay experienced by packets of other ONUs

waiting for a granted transmission window.

From mathematical analysis and simulation, we observe

that the effects of a data burst propagate to subsequent

cycles, thus affecting other users and their delay experi-

enced. The time until the negative effects of such a data

burst vanish over time varies depending on both the actual

burst size and network load, going from a few milliseconds

(small bursts) to possibly some tens and even hundreds of

milliseconds, especially at high loads.
Future work will use the methodology presented in this 

paper through Section 3 to study other Dynamic Band-

width Allocation disciplines, for instance, the limited 

service discipline.
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