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Abstract. The amount of data currently available for Strategic Decision Mak-
ing is substantial; which is why Data Science find itself in apogee in various ar-
eas where it can be applied. Expertise respecting the areas’ methodologies is 
fundamental; which is why, the objective of this paper is to compare and ponder 
them, for which, Analytic Hierarchy Process, was utilized along with linguistic 
tags and Personal Construction Theory, with the purpose of establishing and 
prioritizing characteristics according to their degree of compliance in real vali-
dation cases. The sub-criteria were grouped in different levels, conforming a hi-
erarchy for the present problem. The validation case consisted in determining 
causes for breakdowns in new automobiles as they are being transported from 
the factory to the concessionaires; in which the proposed model proved useful 
and MoProPEI could be identified as the most adequate methodology. 

Keywords: Data Science Methodologies, Analytic Hierarchy Process, Personal 
Construction Theory, Linguistic tags, Criteria. 

1 Introduction 

Multiple Criteria Decision Making (MCDM) can be seen as a useful tool for Decision 
Making (DM) and of great potentiality for Systems Engineering (SE) processes. 
There exists a superposition on the multicriteria and systemic approaches on a con-
ceptual and operational level. At a conceptual level, when the established objectives 
begin to conflict with each other and it is required to find an equilibrium or compro-
mise. At an operational level SE can be understood as a sequence of steps in which it 
is necessary to evaluate and choose among different alternatives or criteria at all 
times. These methods allow to approach a problem subjacent of subjectivity in an 
organized and systemic manner, which helps rationalize a complex process. [1], [2]. 

A popular MCDM method is Analytic Hierarchy Process (AHP), created by Saaty 
[3], with the purpose of searching for a systemic practice to define priorities and sup-
port complex DM [4]. The advantages of using AHP lie, among other aspects, in that 
among MCDM techniques, it is one of the few that provides a theoretical axiomatic; 
from a practical point of view, it is characterized by its good performance; providing a 
flexible, adaptable, robust and easy to understand model [1], [5], [6]. 
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In some scenarios decision makers have a very limited amount of information to 
specify their preferences on multiple pair comparisons; which is why a deeper analy-
sis is required rather than a direct comparison [7]. Assessing and selecting Data Sci-
ence (DS) methodologies is one of these scenarios.  

Despite the fact that the majority of DS methodologies have been evaluated and 
validated by the community, these are not without flaw, for example the ones related 
to project management [8], [9]. Selecting a methodology can be complicated, espe-
cially for novices; while this is an essential task for experts in the area [10], [11]. 

The objective of this article is to determine which of the assessed DS methodolo-
gies (P3TQ [12], CRISP-DM [13] y MoProPEI [14]) is the most robust for real appli-
cations. In order to achieve this, the first three stages of Personal Construction Theory 
(PCT) are used, which initially include a dialogue to determine how the expert thinks, 
and to identify which are their priorities and most important factors [15], [16], from 
that, linguistic tags are established, the sub-criteria involved in DS methodologies are 
defined y and the hierarchic structure of the problem is conformed. Sub-criteria are 
established based on a degree of compliance function, depending on the validation 
case, which is then integrated to AHP, to finally obtain the resulting ponderations for 
each methodology. 

The present article is structured in the following way: Preliminary concepts re-
ferred to DS, AHP and PCT can be found in Section 2. Posteriorly the proposed mod-
el is described in Section 3; which is validated using a real-life case in Section 4. Fi-
nally, conclusions are presented in Section 5 

2 Preliminary concepts 

2.1 Data Science 

Currently, informatics systems can generate and store a vast amount of data at a low 
cost ; which results in these growing exponentially and making them impossible to 
process using common methods [10], [11]. A substantial amount of attention must be 
given to the importance and implications of data for DM; given that they are a great 
advantage for it [10]. In consequence, there is an increasing number of companies that 
take decisions based on data,  improving their performance in an operational and fi-
nancial way [17].  

Data Science was previously referred to as Data Mining or Information Mining; 
which over time changed its designation as it grew. The concept in this case is the 
extraction of knowledge from data and technology that incorporate these principles 
[11], [18].  

DS consists in a group of fundamental principles, guided by a specific methodolo-
gy, which help and guide the extraction of knowledge from data; it includes several 
techniques, algorithms and tools which ease the exhaustive and automatic processing 
of data; allowing to identify useful knowledge which is not possible to be detected in 
plain sight [10], [11], [18]. In order to forecast results, areas such as statistics, math, 
behavioral science, computing and predictive analysis are included [19]. The objec-
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tive is to obtained knowledge specialized for DM, from results represented as models 
or patterns [11], [20], [21].  

There exists a diverse variety of techniques and algorithms for data processing and 
knowledge extraction applicable in this area; however, DS involves much more. DS 
provides professionals a structure and a group of principles that bring a framework in 
order to systematically treat knowledge extraction problems; where methods to treat 
data and methodologies utilized in these projects are transcendental [10], [18].  

An amount of studies comparing existing methodologies exists shown in [20], [21], 
[22], [23], [24] y; from which methodologies such as Catalys (known as P3TQ) [12] 
and CRISP-DM [13] can be highlighted. Based on different studies, recommendations  
and our own study of the methodologies; the aforementioned where selected along 
with MoProPEI [14].  

2.2 Analytic Hierarchy Process 

AHP involves the following activities or steps [1], [5], [25], [26], [27], [28]: 
Firstly, the decision problem must be modelled as a hierarchic structure. Situating 

the main objective in the upper level. In the level below, criteria such as attributes, 
secondary objective or parameters from which preferences are transformed or justi-
fied can be found. In some cases, criteria can be divided in sub-criteria forming an-
other descending hierarchy. Finally, in the last level, alternatives are presented.  

When establishing priorities using paired comparison, the objective is to define the 
relative weights for the criteria, said numeric values indicate the importance or rela-
tive priority between Ci and Cj as criteria, respecting the element in the immediately 
superior level. In order to achieve this, the fundamental scale proposed by Saaty was 
utilized; which ranges from an equivalent importance (value 1), with two criteria that 
contribute equally to achieve the objective, to an extreme degree of importance (value 
9) where the evidence that benefits one criteria over another is the highest possible in 
the affirmation order. Numbers in the scale represent the importance proportion of an 
element respect another in relation to criteria or an objective which they share.  

Making use of the fundamental scale, the decision maker must determine the as-
signed weight for each criterion, completing for this the matrix. For a matrix of these 
characteristics it is true that the maximum eigenvector  λmax is a positive real num-
ber and that there exists an eigenvector Z, which elements associated to this vector are 
positive. Posteriori the eigenvector must be normalized so that the summation be-
comes a unit. 

An incoherence error in the pairing comparison process generates a matrix and an 
eigenvector which are unrepresentative; which in turn results in a contradiction since 
it violates the transitivity of the values, in order to correct this Saaty proposed the 
Consistency Ratio(CR) in order to evaluate coherence in the decisions made by the 
decision maker, which is shown in equation 1: 

  (1) 

CI is defined in equation 2, where  is the maximum value in the matrix and   
and its order. RI is a measurement utilized to improve the consistency of the decisions 
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accounting for the dimension of the matrix. Simulating 100.000 randomly generated 
inverse matrixes [29] , average RI was defined. For adequate consistency, Saaty indi-
cated that CR must not be greater than 10% (CI <= 0,10); the closer to 0, the greater 
the consistency; in the opposite case, decisions must be further revised. 

  (2) 

If there exist sub-criteria, their global weight must be calculated a priori associated 
to them; following the same procedure, but in this case the paired comparisons must be 
performed, in order to determine the relative importance to the criteria immediately 
above in the hierarchy (local priority). To calculate relative global importance, the 
product of the different weights of each one of the sub criteria and criteria is calculat-
ed, following the hierarchy from the most inferior part to the top of this one, this pro-
cedure is known as “Hierarchic composition” 

Saaty proposed the use of a method known as pondered summation; which consists 
in finding the global priority vector p, which adds priorities obtained from criteria and 
alternatives. The pi components in the vector belong to total priorities associated to 
each alternative Ai, reflecting the total value which the decision maker has for each 
alternative, for the aforementioned, the following expression can be used: (3): 

   (3) 

Where corresponds to the associated weights from each of the considered crite-
ria and  are the components of the normalized matrix. In order to solve the decision 
problem and to determine the best alternative which will be the greater pondered sum-
mation, sorting the alternatives based on these values will be enough. 

2.3 Personal Construction Theory 

Personal Construction Theory (PCT) was proposed by Kelly, it is a technique for the 
extraction of knowledge; which consists in becoming aware of the inconsistencies in 
the value scales, given that each person has their own view of the world. For a partic-
ular domain all of the aspects that the expert finds important must be included and 
must be represented as elements and their decomposition in bipolar characteristics; 
which are then evaluated. It is considered as a classification test divided in five stages 
[15], [16].  

3 Proposed Model 

The proposed model is divided in a series of steps: 

1. Characteristics recognition 

Based on methodology studies and experts’ opinion, the criteria, sub-criteria and their 
hierarchic structure where selected. The first two stages of PCT were utilized in order 
to work with the experts: First, the elements are identified (DS methodologies) and 
secondly the characteristics (criteria y sub-criteria). 
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2. Linguistic tag definition from completeness level 

The purpose of this step is to avoid ambiguities in the definition and the completeness 
of the criteria, a narrow scale ranging from 1 to 9 was utilized, where 1 indicated that 
the sub-criteria shouldn’t be analyzed; 2 to 9 represent interval values in the form of 
percentages respecting the fulfillment of this aspect inside the case study. Depending 
on if the sub-criteria is a positive or negative aspect, the values in the scale defined 
between 2 and 9 can be inverted. For example, two sub-criteria are exposed in Table 
1, the first one being Portability which is a positive aspect, the values(percentages) are 
positive and in an ascendant way, whereas for Transformation Costs, which is a nega-
tive aspect, the percentages are shown in descendent way. 

Table 1. Linguists tags for sub-criteria 

Portability Transformation Cost 
1 Not analyzed 1 Not analyzed 
2 1% to 13% portability 2 98% to 100% transformation cost 
3 14% to 27% portability 3 84% to 97% transformation cost 
4 28% to 41% portability 4 70% to 83% transformation cost 
5 42% to 55% portability 5 56% to 69% transformation cost 
6 56% to 69% portability 6 42% to 55% transformation cost 
7 70% to 83% portability 7 28% to 41% transformation cost 
8 84% to 97% portability 8 14% to 27% transformation cost 
9 98% to 100% portability 9 1% to 13% transformation cost 

3. Establishing a hierarchic structure 

 
Fig. 1. Hierarchical structure to select the best DS methodology 
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The aforementioned steps allowed to identify the criteria and sub-criteria that must be 
taken into account when selecting a DS methodology; which were grouped in differ-
ent levels, therefore establishing a hierarchy for the problem. In Fig.1. the obtained 
structure can be visualized; the main objective can be observed in the first level (Se-
lecting the best DS methodology); the second level is where the two main branches 
from the methodologies and DS projects, the understanding of the data and the busi-
ness comprehension are defined; in the third level data access and data usage can be 
found, with 5 sub-criteria for each in level 4 on one side; and on the other, business 
environment, project environment and DS in the business project on the third level, 
with seven, five and three sub-criteria respectively (level 4); the sub-criteria in the last 
level are compared based on each of the methodologies visible in level 5.  

4. Making arrays with the sub-criteria in the fourth level  

For this step a grill-type matrix was made (PCT Stage 3), for which were set the ex-
treme or bipolar values, the worst and best case, which represent values 1 and 9(See 
Table 1). Each expert filled the matrix with the corresponding values taking into ac-
count the previously established scale. For example, sub-criteria with their bipolar 
values in each extreme and their respectively assigned ponderation for each method-
ology can be found in Table 2. 

Table 2. Compliance last level sub-criteria 

 P3TQ CRISP-
DM 

MoPro
PEI  

Data portability is not analyzed 8 5 9 98% to 100% data portability 

Data diversity is not analyzed 3 4 2 0% to 13% data diversity 

5. Paired comparison for criteria and sub-criteria 

Starting from the values indicated by the expert in the previous step, matrixes were 
completed based on the sub-criteria in the fourth level; taking the difference between 
the assessments as absolute values, plus one (Ex: 5-5=0+1, both sub criteria have the 
same level of preference; 7-5=2+1, the first sub-criteria has a preference of 3 over the 
second one). The purpose of this was to complete the paired matrixes based on as-
sessed matrixes with linguistic tags (see example in Table 2) fitting the values of the 
Saaty scale and placing them in their corresponding places inside the matrix  

For the criteria in levels 2 and 3, other paired-comparison matrixes where made in 
order to ease the expert’s choices; where the preference value respect another is 
marked with an X (based on the Saaty scale). The aforementioned is seen in Table 3, 
where the comparison between the criteria for data access and data usage is exempli-
fied; for which the expert assigned a ponderation of 5, that is to say, that data usage 
possesses a great importance over data access. From these matrixes the corresponding 
ones where completed according to what Saaty proposed, defining their importance 
grouping them by criteria and sub-criteria based on the defined hierarchy. 
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Table 3. Criteria by pairs comparison 

Data Access  Data Use 
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Posteriorly, their reciprocal values where incorporated, all the matrixes were nor-

malized and the ponderations for each of them were defined. Table 4 shows the conti-
nuity of what was proposed in Table 3. 

Table 4. Pairwise comparison matrix 

 Data Access Data Use Normalized Matrix Weightings 
Data Access 1 1/3 0,25 0,25 0,25 

Data Use 3 1 0,75 0,75 0,75 

6. Coherence control 

The previous step was followed by an assessment of the consistency of the decisions 
made by the experts based on the paired matrixes from levels 2 to 4; for this, the quo-
tient for the matrixes was estimated along with the approximations of consistency for 
each of them, as indicated in equations 1 and 2 (Section 2). 

7. Establishing final ponderations 

The local and global priorities were established using the relative weight of the crite-
ria for each level; this was followed by obtaining the total priorities associated to each 
alternative; using pondered summation (See equation 3). 

4 Validation Cases 

In order to verify the proposed model, two real validation cases were utilized, the first 
one has the objective of determining random breakdowns in new automobiles as they 
are being transported from factories to concessionaires and the second one, causes for 
college desertion. The results obtained for the first scenario are summarized below; 
for which experts chose the values when analyzing each methodology. 

Fig. 2 shows the ponderations obtained for each methodology respect from the sub-
criteria in the third level. In this way, the preponderations for MoProPEI can be ap-
preciated over the other two for these sub-criteria; it can also be noted that for the 
understanding of data, P3TQ obtained a better performance compared to CRISP-DM, 
however this was not the case in business comprehension, where in a general way 
CRISP-DM obtained better weights. 
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Fig. 2. Third level hierarchy weightings 

Inside the understanding of data, the sub-criteria for data access have a ponderation 
of 0,25 whereas data usage has 0,75 respect from this criterion. Concerning business 
comprehension, the weights assigned to sub-criteria for business environment and 
project environment are of 0,20 each and for DS in business project it is 0,75 respect 
from this criterion. Taking into account the aforementioned ponderations and the ones 
obtained in level 3, the criteria located in the second level are shown in Table 5.  

Table 5. Second level hierarchy weightings 

 Data Understanding Business Comprehension 
P3TQ 0,07 0,11 

CRISP-DM 0,17 0,17 

MoProPEI 0,26 0,23 
 
Going up in the hierarchy taking into account that ponderations in inferior levels 

and that Data Understanding and Business Comprehension are equally important; Fig. 
3. Shows the final ponderations obtained, which show that MoProPEI obtained a pon-
deration of 53%, followed by CRISP-DM with 25% and lastly P3TQ with 22%. This 
clearly indicates that given the assessed criteria and sub-criteria, MoProPEI is the 
most adequate and complete for the present case a, obtaining a ponderation larger 
than the other two combined. 

 
Fig. 3. Final weightings by methodologies 

5 Conclusions 

Based on the proposed model, the analysis and the results, it can be highlighted that 
the model that integrates AHP, linguistic tags and PCT is beneficial to identify the 
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primordial characteristics inside a DS project; as well as to establish de compliance 
level for each of the sub-criteria of each methodology using defined linguistic tags 
and grill-type matrixes used to complete these aspect therefore avoiding ambiguity. It 
was proven that these techniques can be integrated to obtain positive results. 

 Concerning determining causes for breakdowns in automobiles as they are being 
transported from factories to concessionaries, the proposed model obtained the pon-
derations for each methodology, where MoProPEI can be highlighted over the re-
maining two, being this one the selected one for the aforementioned validation case. 
For the other validation case, the results were similary. 

As future research it is expected to develop software that implements the proposed 
model, validation for new DS project and even other areas. 
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