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Abstract: Winsorize tree is a modified tree that reformed from 

classification and regression tree (CART).  It lays on the strategy 

of handling and accommodating the outliers simultaneously in 

all nodes while generating the subsequence branches of tree. 

Normally, due to the existence of outlier, the accuracy rate of 

most of the classifiers will be affected. Therefore, we propose 

winsorize tree which could resist to anomaly data. It protects the 

originality of the data while performing the splitting process. In 

this study, winsorize tree was compared to other classifiers. The 

results obtained from five real datasets indicate that the proposed 

winsorize tree performs as good as or even better compare to the 

other data mining techniques based on the misclassification rate.  

 

Keywords: winsorize tree algorithm; outlier; gini index; 

misclassification rate; classification; classification and 

regression tree; winsorized tree. 

I. INTRODUCTION 

Outliers 

Areal-world data is never perfect as it normally includes a 

certain amount of exceptional values termed as outliers. For 

instance, data entry error, violations of integrity constraints. 

sensor failure, experimental error and human errors which 

may cause serious problem in statistical analysis (Abedjan et 

al, 2016; Pit-Claudel, Mariet, Harding, & Madden, 2016). 

Various scientific disciplines regularly come across ‘outliers’ 

in their data (Aguinis,Gottfredson, Joo. 2013; Bakker & 

Wicherts 2014). In fact, there are many statistical definitions 

of outlier but it depends on the underlying distribution of the 

variable in the data. According to Bluman and Allan (2000), 

outlier can be defined as an extremely high or low value in a 

data which has potential to influence the statistical analysis. 

Singh and Upadhyaya (2012) defined that outliers are 

patterns in data that do not comply to a well-defined notion 

of normal behavior. Young, Valero-Mora and Friendly 

(2006) asserted that the values beyond bound or distribution 

that is drastically affecting on the analysis and become the 

most challenging and pervasive in an organization (Aguinis, 

Gottfredson, Joo, 2013). Besides, outlier has also been 

defined as observation which substantially differs from what 

it supposes to be (Hair et., 1992). Having the anomaly value 

in data is problematic as it could distort the original 

behavior of the data and it might disproportionate the 

effect on statistical results in classification or prediction (De 

Veaux & Hand, 2005). 
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In such problem, outlier must be detected and handled in 

order to improve the consistency and transparency of 

practices (Aguinis, Gottfredson, Joo, 2013). Generally, 

outlier detection and novelty detection are both used for 

distortion. Outlier detection is the training data that contain 

outliers which has been detected as far from normally 

observations whereas novelty detection is identifying an 

anomaly that a machine learning does not detect during 

training (Pimentel et al, 2014). Simply ignoring or removing 

the outlier could bring bias to the analysis (Ch’ng, Mahat, 

2014). Therefore, outlier detection methods must be applied 

so that we could know the variabilities, characteristics and 

skewness affected by the extremities. There are single 

construct techniques and multiple construct techniques in 

outlier detection methods. In single construct technique, the 

most classical and popular methods are stem and leaf, 

boxplot, schematic plot analysis, percentage analysis and 

standard deviation analysis; in multiple construct techniques, 

the most common methods are scatter plot, q-q plot, p-p plot, 

Euclidean distance, Mahalanobis distance, K-clustering, 

Hosmer and Lemeshowgoodness-of-fit test etc (Aguinis, 

Gottfredson, Joo, 2013). Once the data has been detected, 

the next process is to handle it before carrying out any 

further analysis. There are many approaches that are used to 

treat the anomaly. The easiest one is by removing or 

truncating the outliers. However, simply eliminating the 

outlier would violate the nature of data because some 

outliers can be legitimate and sometimes it could be the 

most interesting ones.  Therefore, retaining the outlier are 

normally preferable by most of the researchers. The 

common techniques have been widely used are 

winsorization, modification, transformation, estimation etc. 

Some propose robust approaches could reduce the influence 

of outlier (Yuan & Zhong, 2008; Zhong & Yuan, 2011). 

Outlier handling in classification 

Engles and Theusinger (1998) insisted that preprocessing 

should be carried out before generating model. Data 

preprocessing is mainly referring to three directions which 

are data cleansing (treatment of outliers, noises, etc), 

altering the dimensionality of the data (transformation, 

attribute generation, filtering, etc) and altering the data 

quantity (by selecting, sampling, balancing the available 

data records). However, having a clean data is too academic 

andsometimes it is not realistic especially in real world 

application. Moreover, most of the current approaches are 

carrying double tasks which are preprocessing and model 

generation (Ch’ng& Mahat, in press).  
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Not manyexistence modelsare robust 

towardsoutliers.Dervilis et al. (2016) proposed a robust 

regression for outlier detection by exploring and visualizing 

structural health monitoring (SHM) data as a tool in 

investigating and monitoring the characteristics of outlier 

whilst removing it from the data. Dervilis et al. (2014b, 

2015) and Rousseeuw, Hubert and Aelst (2008) proposed a 

high-breakdown method that is robust against the outliers 

where it can deal with a substantial fraction of outliers in the 

data (Rousseeuw&Hubert, 2013).  Decision tree is another 

classification technique that is quite robust towards the 

outliers as it could isolate them during the construction of 

tree (Breimen et al., 1984; John, 1995; Shouman, Turner & 

Stocker, 2011).  However, simply ignoring the outliers 

would destabilise the estimation.  Therefore, Ch’ng and 

Mahat (2014) demonstrated the construction of CART is 

deviated due to the influence of outliers. Therefore, ignoring 

the outlier could result in wrong estimated values hence 

producing different structure of trees. At worst, a future 

object may be misallocated into its class. The most common 

way is to prune the tree accordingly to reduce the 

complexity of the tree classifier, hence improves the 

predictive accuracy or reduces the misclassification rate 

with smaller size of tree. John (1995) introduced a robust 

C4.5 algorithm to improve the results. This method 

incorporates with the pruning scheme to fully remove the 

effect of outliers before regenerating the decision tree model 

using the reduced training set. With the idea of clustering, 

Kyung, June, Dao and Nam (2011) proposed a decision tree-

based clustering algorithm to overcome the weaknesses of 

outliers in data. This method has been applied in HMM-

based speech synthesizer training where the outliers must be 

removed during the growing phase of tree. It has been 

proven that this method could produce awell-balanced 

speech quality irrespective to a sentence. Ch’ng & Mahat (In 

press) produced winsorize tree algorithm which is robust to 

outliers in the data.Winsorize tree can manage data well 

especially dealing with outliers during the splitting process 

in every single node. In other words, winsorize tree can 

perfectly resist to the outliers and produce an accurate and a 

right size of tree by performing winsorize gini purity index 

in every node recursively during the construction of the tree 

model without involving pruning process.  By comparing 

among few decision tree methods, winsorize tree has been 

proven outperformed. This paper is the extension of the 

paper in Ch’ng & Mahat (In press). The outperformed 

winsorize tree is compared to the other classifiers such as 

neural network, traditional decision trees (gini and entropy) 

and logistic regression by using five different data sets. The 

purpose of this study is to determine the reliability and 

accuracy of winsorize tree compare to some other 

classification methods. 

II. DATA MINING TECHNIQUES 

Neural Network 

Neural network is a computer system that mimic on the 

human brain and nervous system that is used for information 

processing. Self-learning within network can derive 

complex and important information whilst recognize 

patterns from a data. It alsointerprets sensory data through a 

kind of machine perception, labeling or clustering raw input. 

In an artificial neural network, simple artificial nodes, called 

“neurons”, “neurodes”, “processing elements” or “units”, 

are connected to form a network (Russell, 1991). 

Logistic Regression 

Logistic regression is used to find the best fitting a 

statistical model that uses a logistic function to model a 

binary dependent variable.The goal of logistic regression 

model to describe data and to explain the relationship 

between one dependent dichotomous variable and any type 

of measurement scale in independent variables. Multinomial 

logistic regression is usually reserved for the case when the 

dependent variable has three or more categories, such as win, 

draw, or lose. Logistic regression is more versatile in most 

of the situation as it does not assume that independent 

variables are normal distributed. 

Decision tree  

Decision tree is a supervised learning algorithm that uses 

the idea of divide and conquer to classification and 

prediction. It breaks down the data into smaller subsets 

whilst associates with the increment of the tree size. The 

topmost of decision tree is called parent node. It splits into 

two or more branches which is connected to the 

subsequence child nodes. The process is repeating until it 

reaches the final node called leaf where it holds the class 

label. There are many types of decision tree algorithms such 

as ID3 (Quinlan, 1986), CART (Breimen et al.), and C4.5 

(Quinlan, 1993) and Kass (1975). Different algorithm uses 

different measurement of selecting the best splitting 

criterion. The most popular metrics are entropy, information 

gain, gain ratio and gini index. 

 C4.5 

C4.5 is an algorithm which was developed by Ross 

Quinlan (1993). It is an extension of Quinlan’s ID3 

algorithm. C4.5 generates decision trees which can be used 

for classification and therefore C4.5 is often referred to as 

statistical classifier. This method can deal with both 

continuous and discrete attributes and also with the missing 

values and pruning trees after construction. C5.0 is the 

commercial successor of C4.5 because it is a lot faster, more 

memory efficient and used for building smaller decision 

trees.C4.5 performs by default a tree pruning process. This 

leads to the formation of smaller trees, more simple rules 

and produces more intuitive interpretations. 

Classification and Regression tree (CART) 

CART is a recursive partitioning method that builds 

classification and regression trees for predicting continuous 

dependent variables (regression) and categorical predictor 

variables (classification). CART was introduced by Breiman 

in 1984. For classification, gini index is used as selecting the 

splitting attribute. Regression-type problem is generally 

predicting or forecasting the values of a continuous variable 

from one or more continuous and categorical predictor 

variables in a given time period.  
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Winsorize tree  

Winsorize tree is robust method that is reformed from 

CART. Ch’ng & Mahat (In press) proposed a strategy in 

decision tree usingwinsorize tree algorithm which would be 

able to simultaneously handle and accommodate the outliers 

during the process of constructing the tree.The advantage of 

this method is it could resist the abnormal data set and 

protect the original information of the data. It automatically 

investigates, detects, penalises and accommodates the 

suspicious value in all nodes to reduce the effect of 

contaminated data before performing gini purity 

measurement (for attribute selection) using the original data.  

In other words, every node performs outlier inspection 

before computing the metrics (gini index). In this extent, this 

approach can avoid losing the originality of data. The 

process is done recursively in every node until the threshold 

is achieved. Besides, pruning process is not required in this 

study as the tree can stop before overfitting. Previous 

research showed thatwinsorize tree algorithm is capable to 

produce a comparable or even betterresults when comparing 

to other decision tree models (Ch’ng & Mahat, in press). 

Therefore, this study compares winsorize tree to other data 

mining models by measuring the misclassification rate. 

III. METHODOLOGY 

Winsorize tree 

The algorithm has been discussed in Ch’ng and Mahat (In 

press). The idea of winsorize tree algorithm lays on the 

strategy of handling and accommodating the outliers during 

the process of developing the tree simultaneously. In other 

words, winsorize tree integrates the preprocessing and the 

splitting process in all nodes.In general, winsorize tree are 

divided into five parts which are data inspection, outlier 

handling, gini impurity measurement, tree construction and 

evaluation. All steps are repeated until it reaches theleaf 

node. The algorithms are as below: 

All variables in adata are screened by using boxplot.  

                

                

Outlier region =      or       

The outlier is winsorized and accommodated 
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Gini index and weighted average are computed 

                

 

 

                          
  

 
   

 

   

 

                             

where     is the gini score in parent node. The best split 

is the one provides the highest information gain. Every time 

when the process repeats for the subsequence nodes, the 

original data will be reused instead of maintaining the 

winsorize data. Then, the process above is repeated in every 

node until the threshold for stopping rules are achieved. 

Finally, we test for error estimation. 

                               

where   represent the total number of objects and   

represent the correct classified objects in a test set.  

Data 

Indians Liver Patient Dataset (ILPD)  

Indians Liver Patient Dataset (ILPD) was collected from 

north east of Andhra Pradesh, India. Many researches used 

the data for comparative analysis and trying to improve in 

prediction accuracy (Ramana, Babu & Venkateswarlu, 

2012). The data contains 583 observations. The data has 10 

independent variables and a dependent variable with two 

groups. There are 441 male patients and 142 females in 

record. 416 of the patients have liver problem and 167 have 

no liver problem in the group. 

Pima Indians 

The data set contains the collection of medical diagnosis 

report of 768 observations and 9 variables with two 

dependent variables on the status of diabetes, either positive 

(P) or negative (N) of getting diabetes. There are 500 

patients from the negative group and the remaining are from 

positive group were being tested glucose levels. (Smith, 

Everhart, Dickson, Knowler & Johannes, 1988).The 

variables used for distinguishing those suffer with diabetes 

are number of times pregnant, plasma glucose concentration 

a 2 hours in an oral glucose tolerance test, diastolic blood 

pressure (mm Hg), triceps skin fold thickness (mm), 2-Hour 

serum insulin (mu U/ml),body mass index (             
               ), diabetes pedigree function, age (years), 

class variable (P or N). 

Breast Tissue 

The breast tissue data set is a sample of data that explain 

about breast cancer diagnosis that had been analyzed and 

reported by some researchers including Jossinet (1996) and 

Silva, Marques and Jossinet (2000). The measurements in 

the data are based on Electrical Impedance Spectroscopy 

(EIS) which are used to measure the complex impedance 

properties of a material. In medical practices, the EIS 

measurement of breast tissue can be used as prescreening for 

cancerous tissue. Therefore, historical data of EIS gives 

opportunity to researchers to investigate further about the 

potential patients of breast cancer hence some early pre-

cautions can be taken to minimize its implications on the 

patients. Breast tissue data set contains nine variables to 

discriminate 6 classes of tissue. 

Iris 

Perhaps iris flower data set is one of the best and 

prominent case of study in pattern recognition literature. The 

Iris data was collected by Edgar Anderson in year 1936 in 

which the flowers were classified into 3 different species 

(Iris Setosa, Iris Virginica and Iris Versicolor). The data 

consists of 150 examples from each species and four 

variables namely SepalLength (sepal length), SepalWidth 

(sepal width), PetalLength (petal length) and PetalWidth 

(petal width). This data is retrieved from Fisher (1936). 
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Egyptians Skulls 

The changes of skull sizes were recorded between the 

time periods. The change in skull size is due to the 

interbreeding of the Egyptians with immigrant population 

over the years.Four measurements are made of male 

Egyptian skull which are maximal breadth of skull(mb), 

basibregmatic height of skull (bh), basialveolar length of 

skull (bl), and nasal height of skull (nh) from five different 

time period ranging from 4000B.C to 150 A.D. (Handet 

al.,1994).  

IV. RESULTS 

In this paper, we compared 5 classification models to 

winsorize tree to see their performance by using 5 different 

data sets. We compared them is classification rate and the 

results are shown as in Table 1. 

Table. 1 Comparing the misclassification rate between 

winsorize tree and other classifiers 

 Data 

Classificati

on models 

Indian 

Liver 

patient 

dataset 

Pima 

Indian

s 

Breast 

Tissue

s 

Egyptia

n 

Skulls 

Iris 

Logistic 

regression 

*0.288

1 

0.2241 0.5000 *0.735

3 

0.093

8 

Neural 

network 

0.3220 0.2414 0.3056 0.7647 0.093

8 

Neural 

network (no 

hidden 

nodes) 

0.3220 0.2413 0.3056 0.7647 0.093

8 

Winsorize 

tree 

0.3109 *0.175

8 

*0.230

8 

0.7568 *0.00

0 

Decision 

tree model 

(gini) 

*0.288

1 

0.2586 0.3056 0.7647 *0.00

0 

Decision 

tree model 

(entropy) 

*0.288

1 

0.2672 0.3333 0.7647 *0.00

0 

Even though the misclassification rate of winsorize tree is 

slightly higher compare to logistic regression model and 

both decision tree models, winsorize tree still outperforms in 

Pima Indians and Breast Tissues data set with the lowest 

misclassification rate 0.1758 and 0.2308 respectively. In iris 

data set, there is no different among all trees. We purposely 

try on this data as we want to see whether winsorize tree is 

stable when the data consists of only one outlier or no 

outlier at all. The result shows that winsorize tree is still 

comparative to other trees in this situation with the 0.000 

misclassification rate. Overall, winsorized tree algorithm is 

capable to produce a comparable or even better classifier 

with no data values are excluded along the construction of 

tree. Moreover, it could resist to any outlier while 

performing the splitting process in all nodes. Winsorize tree 

does not require any pruning process too as other type of 

trees do as it is able to stop generating the branch at the right 

time with the right size.  Therefore, winsorize tree is highly 

recommended to any classification problem. 

V. CONCLUSION 

In this paper, we compared winsorize tree to other data 

mining techniques. Based on the experiments conducted on 

five data, our method has been proven comparative or even 

better in any size of data set. Our experiments on the data 

sets confirmed this claim by producing lower 

misclassification rate with simpler size of tree. Moreover, 

winsorize tree algorithm is robust or insensitive towards the 

data that contains outlier by protecting and retaining the 

original data. 
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