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Abstract: For efficient and reliable hydrogen production via solar photovoltaic system, it is important to obtain accurate solar 

radiation data. Though there are equipment specifically designed for solar radiation prediction but are very expensive and have 

high maintenance cost that most countries like Nigeria are unable to purchase. In this study, the accuracy of a hybrid PSO-

ANFIS method is examined to predict horizontal solar radiation in Nigeria. The prediction is done based on the available 

meteorological data obtained from NIMET Nigeria. The meteorological data used for this study are monthly mean minimum 

temperature, maximum temperature, relative humidity and sunshine hours, which serves as inputs to the developed model. The 

model accuracy is evaluated using two statistical indicators Root Mean Square Error (RMSE) and Coefficient of determination 

(R²). The accuracy of the proposed model is validated using ANFIS, GA-ANFIS models and other literatures. Based on the 

statistical parameters used for the model evaluation, the results obtained proves PSO-ANFIS as a good model for predicting 

solar radiation with the values of  RMSE=0.68318, R²=0.9065 at the training stage and RMSE=1.3838, R²=0.8058 at the testing 

stage. This proves the potentiality of PSO-ANFIS technique for accurate solar radiation prediction.  
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1. INTRODUCTION 

Solar energy in Nigeria has been recognized as one of the 

most available, clean and reliable renewable energy 

source. It is free, environmentally friendly and available in 

rich quantity [1]. Precise knowledge of horizontal solar 

radiation is crucial for every successful solar power design 

[2]. Due to the current transition towards clean energy 

production and hydrogen economy as a result of fossil 

fuels depletion and environmental pollution, hydrogen 

production via renewable sources has gained a lot of 

attention especially using photovoltaic systems in places 

where there is no electricity access [3]. Hydrogen being 

highly efficient and has very low pollution can be utilized 

for various applications like energy generation, especially 

in areas with no electricity access [3]. Hydrogen element 

is highly available in abundant quantity, it can therefore 

continuously be sustained for energy generation. One of 

the many ways of producing hydrogen energy is through 

the use photovoltaic system, this is done by electrolyzing 

the water without carbon dioxide emission [4, 5]. To 

produce this hydrogen energy via photovoltaic system, 

precise knowledge of horizontal solar radiation data is 

required.  

However solar radiation data are not available in some 

areas. Though there are equipment specifically designed  

 

for solar radiation prediction but are very expensive and 

cannot be acquired by most of the developing countries, 

these equipment also have a very high maintenance cost 

and are prone to environmental hazard, these among other 

factors contribute to non-patronage of the equipment [6]. 

This results to the development of various algorithms for 

predicting horizontal solar radiation using the 

meteorological data available in the study areas [7]. 

Nigeria as a case study, has a few meteorological stations 

that are owned by the government, due to the unavailability 

of the solar radiation measuring equipment in these 

stations, Nigeria does not have record of solar radiation 

data. In some of these stations you hardly get a complete 

record of meteorological data including the temperature, 

sunshine hour etc. This necessitates the development of 

various algorithms for horizontal solar radiation 

prediction. 

Angstrom [8] was the first to estimate solar radiation by 

developing empirical models, his model was first 

developed by relating sunshine hours clear sky index. 

Since then, several researchers [9, 10] have utilized 

empirical models for solar radiation estimation. Based on 

the researches carried out, the empirical models developed 

illustrate a good correlation between the measured and 

estimated horizontal solar radiation. Although the models 
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are categorized into groups, sunshine duration fraction 

(SDF), modified sunshine duration fraction (MSDF) and 

non-sunshine duration fraction (NSD) [11]. The SDF only 

uses sunshine duration for the estimation, MSDF uses 

sunshine duration and other meteorological parameters 

like humidity, temperature, altitude, wind speed, etc. and 

NSD models do not use sunshine duration for estimation 

but instead used other meteorological parameters. Based 

on the models developed by various scholars across the 

globe, it was concluded that temperature and sunshine 

duration are the most important parameters for solar 

radiation estimation.  

Over the years, several soft computing techniques have 

been utilized for solar radiation estimation. These 

techniques have shown accurate results for the solar 

radiation estimation. Senkal [12] developed an ANN 

model estimates solar radiation for twelve cities in Turkey. 

The result was compared with empirical models, which 

proves better performance than the empirical models. Qin 

[13] developed an ANN model and trained it using 

Larenberg-Marquardt algorithm coupled with Bayesian 

regulation to train the ANN model and the result obtained 

proves the model to be a model to predict solar radiation in 

Saudi Arabia, the model was compared with back 

propagation neural network (BP-NN) and was proved to 

perform better than the (BP-NN) model. Benghanem [14] 

developed six ANN models to predict solar radiation in 

Saudi Arabia by utilizing different combination of 

parameters, the obtained result with higher accuracy was 

temperature and sunshine dependent. Olatomiwa et al and 

Sani et al [7, 15] developed an ANFIS model to predict 

solar radiation in Nigeria. The developed models were 

compared with other literature and found out to outperform 

the compared models. 

Gorka [16] compared several models ANN, GEP, 

ANFIS and other temperature-based models by using five 

combination of parameters to find the best model for solar 

radiation estimation. The optimized ANN gives a more 

promising result compare to other models. Piri [17] applied 

support vector machine polynomial (SVMpoly} and 

support vector machine regression (SVMrbf) for solar 

radiation estimation in two Iranian cities. Their research 

found SVMrbf to give more accurate results. Bhardwaj 

[18] evaluated the effect of different meteorological 

parameters used for solar radiation prediction and 

proposed a hybrid Markov model and fuzzy models in 

India. Wu [19] also developed a combined time delay 

neural network (TDNN) and autoregressive and moving 

average (ARMA) model to predict hourly solar radiation. 

Shahaboddin [20] developed a model by training ANN 

with extreme learning machine (ELM). The result obtained 

was compared with SVM, ANN and GP models. The 

developed ELM model produced the best result when 

compared. Muhammadi [21] proposed a hybrid SVM-

wavelet model for solar radiation prediction in Iran. The 

model was compared with ANN, GP and ARMA, the 

developed model outperforms the ANN, GP and ARMA 

models. Feng [22] developed four Artificial Intelligence 

(AI) models, extreme learning machine (ELM), back 

propagation neural network optimized by genetic 

algorithm (GANN), random forest (RF) and generalized 

regression neural network (GRNN) for predicting solar 

radiation in China. The developed models were compared 

with empirical Iqbal model where the developed AI 

models outperform the Empirical Iqbal model with GANN 

having the best accuracy. 

Additionally, Olatomiwa [23] proposed a hybrid SVM-

FFA model to predict solar radiation in Nigeria and the 

developed model outperforms the compared GP and ANN 

models. Huang [24, 25] developed a hybrid model called 

Coupled AutoRegressive and Dynamic System (CARDS) 

model for hourly solar radiation prediction in Australia. 

Xinhua [26] estimated horizontal solar radiation using 

optimized back propagation neural network (BPNN), the 

model was optimized by PSO and the obtained result was 

compared to BPNN and BPNN optimized by GA. The 

BPNN optimized by PSO provides more accuracy than the 

compared models. 

Generally, PSO-ANFIS is a hybrid approach that 

combines ANFIS and PSO techniques, the ANFIS is used 

to train and predict while the PSO optimize or improves 

the performance of the ANFIS by making sure the error 

obtained is at its minimal. PSO-ANFIS has been utilized 

by several scholars for various scientific and engineering 

applications. Pousinho [27] developed a new PSO-ANFIS 

model for short-term wind power estimation in Portugal 

and the result obtained was compared with five other 

models which the developed hybrid model outperforms the 

compared models. Also, Pousinho [28] developed a hybrid 

PSO-ANFIS model for short-term electricity price 

forecasting in Portugal, results obtained were compared 

with results from previous researchers to demonstrate the 

effectiveness of the developed model. Several other 

scholars [29-36] utilized PSO-ANFIS to solve various 

scientific and engineering problems. Their results 

demonstrate the effectiveness and accuracy of this 

approach. Even though this hybrid approach has been 

utilized to solve various problems, it is still not utilized in 

the area of solar radiation estimation, thus making it a 

novel approach for solar radiation estimation.  

In this study, a hybrid PSO-ANFIS method is examined 

to predict the horizontal solar radiation in Nigeria. The 

PSO was applied to optimize the ANFIS parameters for 

better accuracy. The main aim of this study is to examine 

the aptness of the developed hybrid PSO-ANFIS for 

horizontal solar radiation estimation. Meteorological data 

comprising of monthly mean sunshine duration, monthly 

mean minimum temperature, monthly mean relative 

humidity and monthly mean maximum temperature were 

used as the model inputs and monthly mean solar radiation 

is used as the model output. For this experiment, 10 years 

data (2002-2012) is used to train and test the model. 70% 

of the data set (2002-2009) is used for training while 30% 

(2010-2012) is used for testing the model. The 

effectiveness of the developed PSO-ANFIS is validated by 

comparing with GA-ANFIS model, ANFIS model and 

other existing models.
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2. MATERILAS AND METHODS  

2.1 Data Collection 

The meteorological data used for this study were collected 

from Nigerian Meteorological Agency (NIMET) for the 

period of 10 years, ranging from 1995-2004. Monthly 

average solar radiation was used as the output. Other 

meteorological data used as the input are monthly average 

sunshine hours (SH), relative humidity (RH), minimum 

temperature (Tmin) and maximum temperature (Tmax). 

The meteorological data collected were for Kano state 

Nigeria with a longitude 12.0022N and latitude 8.952E, 

Figure 1 presents the monthly average meteorological data 

used for the study. The data obtained were divided into two 

(training data and testing data), the training data sets range 

from 2002-2009 (70%) and the testing data set ranges from 

2010-2012 (30%). 

2.2 Particle Swarm Optimization 

PSO is a swarm intelligence optimization algorithm 

developed by Kennedy and Eberhart in the year 1995 [37]. 

The algorithm is inspired as a result of the behavior of birds 

and fishes which is based on their social interactions [38]. 

As these birds and fishes go randomly in search for food. 

Each of these birds or fish serve as a single solution, these 

solutions can be explained as particles in a swarm. In PSO, 

each of these particles goes in search of a possible solution 

to a given problem. The movement of these particles is 

characterized by where they fit best and their current 

locations with the numbers of the swarm [39]. 

PSO is considered a population-based search method 

with each potential solution (a swarm) represents a particle 

of a population. The particles continue to change their 

positions during their random search until they attain an 

optimal state. PSO as an optimization algorithm has been 

applied to solve several optimization problems and has 

proved to be a useful tool for solving optimization 

problems [28], to prove its effectiveness and efficiency. 

The effectiveness of PSO was shown in previous empirical 

studies [40].  

 

 

 
a. Monthly mean maximum temperature 

 

 

 

b. Monthly mean minimum temperature 

 

c.  Monthly mean sunshine hours 

 

d. Monthly mean relative humidity 

 

e. Monthly mean solar radiation 

Figure 1 (a-e). Monthly mean average data used for the 

selected area 
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Figure 2. Updating the position mechanism of PSO 

 

In PSO, each particle is associated with its best solution 

(Pbest) of its coordinate in the problem space. Then 

followed by another best value (ibest) which is obtained by 

any particle next to the particle. When a particle takes all 

the population as the topological neighbors, the best value 

is called (Gbest) which is the global best value. The 

velocity vector is updating according to the position of 

Gbest and Pbest. The equation below illustrates how the 

velocity and position of a particle are updated. The velocity 

vector is updating according to the position of Gbest and 

Pbest. 

 

𝑉𝑖(𝑡) = 𝑤𝑣𝑖(𝑡 − 1) + 𝜌1 (𝑥𝑃𝑏𝑒𝑠𝑡𝑖
− 𝑥𝑖(𝑡)) +

                     𝜌2(𝑥𝐺𝑏𝑒𝑠𝑡 − 𝑥𝑖(𝑡))    (1) 

 

𝑥𝑖(𝑡) = 𝑥𝑖(𝑡 − 1) + 𝑣𝑖(𝑡)                 (2) 

 

where 𝑣𝑖(𝑡) is the agent velocity at iteration,  𝑥 is the 

inertia weight,  𝑤 is the weighing factor of inertia, 

𝜌1 𝑎𝑛𝑑 𝜌2 are random variables and 𝜌1 = 𝑟1𝐶1 𝑎𝑛𝑑 𝜌2 =
𝑟2𝐶2 with 𝑟1, 𝑟2~ 𝑢(0,1) and 𝐶1 𝑎𝑛𝑑 𝐶2are positive 

acceleration constants. Figure 2 above demonstrate the 

PSO search mechanism using velocity update rule (1) and 

position update (2). 

2.3 Adaptive Neuro Fuzzy Approach 

2.3.1 Neuro Fuzzy Computing 

Recent technologies such as Fuzzy logic, Neural Network, 

Genetic Algorithm and Adaptive Neuro-Fuzzy Inference 

System (ANFIS) which are widely used in various 

scientific and engineering applications for solving various 

problems are referred to as soft computing techniques. 

They have various complementary reasoning and 

searching methods in solving real-world complex 

problems [41]. In real-life computing problems, combining 

two or more soft computing methods in a more symbiotic 

way is better than relying on a single technique. 

Combining these two techniques like neural network and 

fuzzy logic, which gives Adaptive Neuro-fuzzy computing 

is referred to as hybrid intelligent system [42]. Fuzzy logic 

implements decision-making and differentiation by the use 

of human knowledge while Neural network recognizes 

patterns and adapt to cope with the evolving environment 

[43]. 

2.3.2 Adaptive Neuro Fuzzy Inference System 

Adaptive Neuro-Fuzzy Inference System (ANFIS) was 

first developed by J.S Roger in the year 1993 by combining 

fuzzy logic system and neural network [44]. The ANFIS is 

a form of neural network that functions like the Sugeno-

type “ÍF….THEN” fuzzy inference system rule being a 

network structure and is considered more efficient than the 

individual neural network or fuzzy logic system, it 

provides a more optimal solution than any of the two 

systems [45]. A typical ANFIS structure is presented in 

Figure 3 with two inputs x and y and one output f, it also 

consists of five layers with each layer having different 

function. The ANFIS used for this study comprises of four 

inputs and a single output. Each of the five layers consists 

of nodes, the nodes on each layer perform the same 

functions.  

 

If x is A1 and y is B1, then𝑓1 = 𝑝1𝑥 + 𝑞1𝑦 + 𝑟1  (3)  

If x is A2 and y is B2, then 𝑓2 = 𝑝2𝑥 + 𝑞2𝑦 + 𝑟2  (4)  

 

Where 𝑝𝑖 , 𝑞𝑖, and 𝑟𝑖 are subsequent parameters. 

 

Figure 3. A typical ANFIS structure 

Layer 1: The first layer consist of the input membership 

functions then supplies them to layer two. Each node in 

layer one has a node function and is also an adaptive node. 

The nodes output are presented in equations 5 and 6 

 

𝑂𝑗,𝑖 = 𝜇𝐴𝑖(𝑥𝑖)   for 𝑖 = 1,2 (5) 

Or 

𝑂𝑗,𝑖 = 𝜇𝐵𝑖−1(𝑦𝑖)  for 𝑖 = 3,4 (6) 

 

𝜇𝐴𝑖(𝑥𝑖) and 𝜇𝐵𝑖−1(𝑦𝑖), denotes the membership functions 

of the node A, while node i comprises of  x or y as its input, 

and 𝐴𝑖 or 𝐵𝑖 − 1 is a connected verbal label. 𝑂𝑗,𝑖 is the 

membership score of sets A and B fuzzy. The global 

function of the non-linear constraints is presented in 

equation (7) [46] and[16] 

        

𝜇𝐴𝑖(𝑥𝑖) =
1

1+(
𝑥−𝑐𝑖

𝑎𝑖
)

2𝑏𝑖
   (7) 

 

where 𝑎𝑖, 𝑏𝑖, 𝑐𝑖 are the sets of variable. This function varies 

as the values of the variable changes, hence exhibiting 

diverse membership functions type for fuzzy set A. 

 

Layer 2: Signals coming from layer one are multiplied and 

the results are sent out as the output of this layer. The 
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output is deliberated as an AND or OR procedure of the 

membership function that comes from preceding layer 

[47]. It is presented in equation 8  

  

𝑂𝑖,2 = 𝑤𝑖 = 𝜇𝐴𝑖
× 𝜇𝐵𝑖

× 𝜇𝐶𝑖
… … …  (8) 

 

Where 𝜇𝐴𝑖 denotes the membership function of node A and 

 𝜇𝐵𝑖  is the membership function of node B 

 

Layer 3: Layer three is called the normalization layer and 

a non-adaptive layer, this layer usually make the rules. The 

ratio of the node’s firing strength to the sum of all the firing 

strengths going into the node. This layer is non-adaptive 

layer [48]. 

 

𝑂𝑖,3 = 𝑤𝑖̅̅ ̅ =
𝑤𝑖

𝑤1+𝑤2+⋯.
   (9) 

 

𝑤𝑖  represents the firing strengths  

 

Layer 4:  all the nodes in layer four are adaptive nodes 

with node function. This means the product of the signal 

controlled from the preceding node gives node i [49],[48]. 

 

𝑂𝑖,4 = 𝑤𝑖̅̅ ̅𝑓1 = 𝑤𝑖̅̅ ̅(𝑝𝑖𝑥 + 𝑞𝑖𝑦 + 𝑟𝑖)  (10) 

 

𝑤𝑖̅̅ ̅ is the normalized firing strength of node i from the third 

layer and  𝑝1 , 𝑞1 and 𝑟1 are the subsequent parameters 

 

Layer 5: This is the last layer of the ANFIS structure that 

consists a single node, this node is non-adaptive and also 

called a fixed node. It is the summation of all signals that 

come from the preceding layer and compute them as the 

total output [44, 47]. 

 

𝑂𝑖,5 = ∑ 𝑤𝑖̅̅ ̅𝑓𝑖𝑖     (11) 

 

where 𝑓𝑖 is summation of the subsequent parameters of the 

fourth layer. 

2.4 Model Statistical Evaluators 

The PSO-ANFIS model performance is evaluated using 

the statistical evaluators in equations (12 and 13)  

 

Root mean square error (RMSE) 

 

𝑅𝑀𝑆𝐸 = √
∑ (𝑂𝑖−𝑃�̅�)2𝑛

𝑖=1

𝑛
    (12) 

 

Coefficient of determination (𝑹𝟐) 

 

         𝑅2 =
∑ (𝑂𝑖−𝑂𝑖̅̅ ̅)2.(𝑃𝑖−𝑃𝑖)̅̅ ̅̅𝑛

𝑖=1

∑ (𝑂𝑖−𝑂𝑖̅̅ ̅)𝑛
𝑖=1 .∑ (𝑃𝑖−𝑃�̅�)𝑛

𝑖=1

           (13) 

  

where 𝑂𝑖  and 𝑃𝑖  are the estimated and experimental 

values, and �̅�𝑖  and �̅�𝑖 are average values of 

𝑂𝑖  and 𝑃𝑖 . Also, n represents the entire amount of test data. 

Higher values of 𝑅2 indicates good model performance 

while lower RMSE value also show good performance. 

3.0 MODEL TRAINING AND TESTING 

For this study, monthly mean relative humidity sunshine 

hours, minimum temperature and maximum temperature 

for the period of (2002-2012) were the data set used for the 

solar radiation prediction. 70% of the data were used to 

train the model while 30% were used to test the model. The 

model development was performed on MATLAB 2017a 

environment. The same proportion of data was used for 

training and testing all the models (ANFIS, PSO-ANFIS 

and GA-ANFIS). 

3.1 Hybrid ANFIS-PSO Model Development 

This section describes the procedure used in developing 

the proposed model as presented in Figure 4 and Figure 5 

as the flowchart and the schematic diagram respectively. 

The hybrid approach in this study is the combination of 

ANFIS and PSO. The prediction is performed using 

ANFIS while the PSO is used in improving the 

performance of the ANFIS model. This is done to reduce 

the error by altering the parameters of the membership 

function required as presented in Table 1. Four input 

parameters, monthly mean (relative humidity sunshine 

hours, minimum temperature and maximum temperature) 

and monthly mean solar radiations were used in training 

and testing the PSO-ANFIS model. The monthly average 

data used for the study were divided into two sets, 70% of 

the data set (2002-2008) were used to train the model while 

30% of the remaining data (2009-2012) were used for to 

test the model. The predicted signals from the PSO-ANFIS 

model gives the predicted solar radiation output. 

The dataset used for this study were presented in a 

matrix form on an excel sheet, these datasets are presented 

in columns with 4 columns as inputs and 1 column as 

output. The number of columns of the input data represents 

the real inputs. The ANFIS is then trained using the data 

set presented. The least square estimation (LSE) in the 

forward pass and the Gradient Descent (GD) in the 

backward pass in the ANFIS structure are used as default 

training algorithm during the training. The consequent 

parameters are determined by the LSE in the forward pass, 

and the GD updates the membership function parameters 

in the backward pass. The system parameters are adjusted 

as inputs/outputs during the training process. The same 

applies during the testing process for the data that has not 

been used during the training process.  

To obtain more accurate results, the ANFIS 

membership function parameters are trained using PSO, 

with the PSO replacing the GD in the backward pass. This 

is done by creating an N-dimension vector where N 

represents number of membership functions. The PSO 

algorithm optimizes the parameters of the membership 

function contained in the vector. The PSO algorithm 

parameters are then defined and initialized randomly 

during the first stage. The PSO algorithm then keeps 

updating these parameters by updating one parameter of 

the membership function during each iteration. This update 

continues from iteration to iteration until we obtain the best 

possible solution by obtaining a minimum error set. The 

ANFIS output is then extracted using the parameters 

obtained by the PSO, and this output gives the predicted 

output of the proposed hybrid PSO-ANFIS model. 
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Table 1. PSO parameters used 

 

Parameters  Values 

No. of particles 25 

Number of iterations 1500 

Cognitive acceleration C1 1 

C2 1 

Initial weight 0.99 

Final inertia 1 

 

 

Figure 4. Schematic diagram of the developed ANFIS-

PSO model 

 
 

Figure 5. Flowchart of the proposed solar radiation 

prediction model 

 

4.0 RESULTS AND DISCUSSION 

In this study, the accuracy of hybrid PSO-ANFIS is 

examined for horizontal solar radiation prediction in 

Nigeria, meteorological data ranging from 2002-2012 

were used for the study. The model is developed using four 

meteorological data (relative humidity sunshine hours, 

minimum temperature and maximum temperature) as 

inputs to the simulated solar radiation. The data used for 

the prediction were divided into two, 70% were used 

during the training phase and 30% were used during the 

testing phase. Three statistical evaluators RMSE and R² 

were used for the model performance evaluation of the 

developed model.  

The results obtained are presented in Figures 6 and 7, 

while the model performance results are presented in Table 

2. Figure 6 (a, c and e) presents the scatter plots of the 

developed solar radiation models at the training stage, 

while Figure 6 (b, d and f) presents the scatter plots of the 

developed solar radiation models at the testing stage. 

 

Table 2. Model performance analysis 

 

Model  RMSE R² 

PSO-ANFIS 
Training 

Testing 

0.6832 

1.3838 

0.9065 

0.8058 

GA-ANFIS 
Training 

Testing 

1.0309 

1.3008 

0.7922 

0.8385 

ANFIS 
Training 

Testing 

0.8093 

1.6954 

0.8688 

0.7363 

 

From the scatter plots presented, it clearly shows that 

there is clear agreement between the estimated and 

targeted solar radiation as a result of the dotted spots 

falling within the diagonal line. After comparing the PSO-

ANFIS, GA-ANFIS and the ANFIS models, it is observed 

that the PSO-ANFIS has better accuracy for solar radiation 

prediction because it has a better convergence compared to 

the other two models. 

Figure 7 shows the comparative prediction of the 

horizontal solar radiation using the three ANFIS models 

for model validation. The three models prove to have a 

very good prediction abilities for horizontal solar radiation 

prediction, but the PSO-ANFIS model has a better 

predicting ability than the other two models. The precision 

and accuracy of the PSO-ANFIS model is better than the 

other two models as presented in Figure 7. 
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(a). HPA Training 

 

 

(b). HPA Testing 

 

(c). ANFIS-GA Training 

 
(d). ANFIS-GA Testing 

 

 
(e). ANFIS Training 

 

 
(f). ANFIS Training 

 

Figure 6 (a-f). Scatter plot of the three models 

 

 
(a). ANFIS-PSO Training 

 

 
(b). ANFIS-PSO Testing 
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(c). ANFIS-GA Training 

 

 
(d). ANFIS-GA Testing 

 

 
(e). ANFIS Training 

 

 
(f). ANFIS Testing 

 

Figure 7 (a-f). Comparison between predicted outputs 

against the measured output 

 

 

Table 3. Comparison of present study with existing 

literatures 

Reference 
Model 

Used 

Case 

Study 
R² RMSE 

Olatomiwa et 

al [7] 
ANFIS Nigeria 0.8544 1.0854 

Olatomiwa et 

al [23] 

SVM-

FFA 
Nigeria 0.8024 0.6988 

Sani et al [15] ANFIS Nigeria 0.8688 0.8093 

Sajid and Ali 

[50] 
ANFIS 

Abu-

Dhabi 
0.8600 - 

Remedani et at 

[51] 
ANN Iran 0.7992 3.700 

Present study 
PSO-

ANFIS 
Nigeria 0.9065 0.6832 

 

5.0 CONCLUSION 

In this study, the accuracy of PSO-ANFIS method for solar 

radiation prediction in Nigeria is investigated using the 

available meteorological data. The proposed model is 

based on the combination of ANFIS and PSO. The result 

obtained from this study show beyond doubt that PSO-

ANFIS is an excellent model for solar radiation prediction. 

Two other models GA-ANFIS and ANFIS were developed 

and compared with the PSO-ANFIS to affirm the accuracy 

of the model. Tmin, Tmax, SH and RH ranging from 

(2002-2012) were used as input to the model. Two 

statistical evaluators namely RMSE and R² were used to 

assess the model performance. From the study, PSO-

ANFIS has RMSE=0.68318 and R²=0.9065 during the 

training stage, and RMSE=1.3838 and R²=0.8058 during 

the testing stage.  The GA-ANFIS has RMSE=1.0309 and 

R²=0.7922 during the training stage and RMSE=1.3008 

and R²=0.8385 during the testing stage. The ANFIS model 

also has the RMSE=0.8093 and R²=0.8688 during the 

training stage and RMSE=1.6954 and R²=0.7363 during 

the testing stage. From the statistical results presented in 

Table 2, it clearly shows that PSO-ANFIS has lower 

RMSE value and higher R² values compared to the other 

two models. The model result was also compared with 

existing literature as shown in Table 3. Based on the results 

obtained, it is evident that PSO-ANFIS outperformed the 

GA-ANFIS, ANFIS and the benchmarked models for 

horizontal solar radiation prediction. Therefore, 

optimizing ANFIS with PSO has a better accuracy for solar 

radiation prediction and also has the potential for solar 

radiation prediction in Nigeria. 
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