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ABSTRACT

Cluster analysis is a technique frequently used in climatology for grouping cases to define classes (synoptic
types or climate regimes, for example), or for grouping stations or grid points to define regions. Cluster analysis
is based on some form of distance matrix, and the most commonly used metric in the climatological field has
been Euclidean distances. Arguments for the use of Euclidean distances are in some ways similar to arguments
for using a covariance matrix in principal components analysis: the use of the metric is valid if all data are
measured on the same scale. When using Euclidean distances for cluster analysis, however, the additional
assumption is made that all the variables are uncorrelated, and this assumption is frequently ignored. Two
possible methods of dealing with the correlation between the variables are considered: performing a principal
components analysis before calculating Euclidean distances, and calculating Mahalanobis distances using the
raw data. Under certain conditions calculating Mahalanobis distances is equivalent to calculating Euclidean
distances from the principal components. It is suggested that when cluster analysis is used for defining regions,
Mahalanobis distances are inappropriate, and that Euclidean distances should be calculated using the unstan-
dardized principal component scores based on only the major principal components.

1. Introduction

Cluster analysis is used to assign a set of observations
into groups or clusters that have similar characteristics
as measured by a set of classifying variables (Everitt
1980). When defining climatic regions, for example, the
observations typically are a set of stations or grid points,
while the variables may be measurements of rainfall
and/or temperature over a number of years. The grid
points are then grouped into clusters, which hopefully
are spatially coherent so that regions can be identified.
Examples of using cluster analysis to define climate
regions are numerous (e.g., Fovell and Fovell 1993;
Gadgil et al. 1993; Jackson and Weinand 1995; Bunkers
et al. 1996; DeGaetano 1996; Gerstengarbe et al. 1999).

Alternatively, cluster analysis can be used to identify
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synoptic types or weather regimes. Here the observa-
tions to be grouped into similar types are the various
days or months, while the variables could be the grid-
point or station measurements of sea level pressure (e.g.,
Mo and Ghil 1988; Stone 1989; Dorling et al. 1992;
Werner and Gerstengarbe 1997). Additional applications
of the synoptic-typing approach include the definition
of seasons (Alsop 1989), and the identification of sets
of distinct forecasts in an ensemble (Brankovic et al.
1990; Ferranti et al. 1994; Molteni et al. 1996; Toth et
al. 1997; Atger 1999; Stephenson and Doblas-Reyes,
2000).

There are many possible methods of performing clus-
ter analysis, and the relative merits of the alternative
approaches have been reviewed extensively (Fovell and
Fovell 1993; Gong and Richman 1995; Jackson and
Weinand 1995). Recommendations for clustering meth-
ods have concentrated on the choice between hierar-
chical and nonhierarchical methods, and between the
various linkage options, but insufficient attention has
been given to the importance of the method of calcu-
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lating the distance matrix. Given that all clustering pro-
cedures are based on some form of distance measure,
the method of calculating this matrix can have an im-
portant effect on the clustering results. In this paper, the
applicability of the Mahalanobis distance matrix and of
the commonly used Euclidean distance matrix are ex-
amined in the context of defining climate regions from
a single meteorological parameter using hierarchical
cluster analysis. Applications using the transposed data
matrix are discussed in a companion paper (Mimmack
et al. 2000, manuscript submitted to J. Climate).

2. Distance measures

Cluster analysis assigns a set of n cases to groups or
clusters on the basis of measurements of dissimilarity
(or distance) between the various cases, as measured on
a set of p variables. The distance measure forms the
basis for defining how similar or dissimilar the different
cases are. There is no agreement as to the most appro-
priate distance measure to use (Sokal 1977; Seber 1984),
but all have the three properties below. Let dij denote
the distance between points xi and xj in the p-dimen-
sional space.

1) Symmetry. The distance from xi to xj is the same as
the distance from xj to xi, that is, dij 5 dji.

2) Nonnegativity. Distance is measured as a nonnega-
tive quantity, that is, dij $ 0.

3) Identification. The distance between xi and xi is zero,
that is, dii 5 0.

It is generally considered desirable for the distance
measure to be a metric (Mielke 1985), in which case
the measure has the additional properties below (Mardia
et al. 1979; Krzanowski 1988).

4) Definiteness. If the distance between xi and xj is zero,
then xi and xj are the same—that is, dij 5 0 only if
xi 5 xj.

5) Triangle inequality. The length of one side of the
triangle formed by any three points cannot be greater
than the total length of the other two sides—that is,
dij # dik 1 djk.

It is evident that these properties express character-
istics that are fundamental to a measure of distance.
Distances that are not metrics have the problem that one
can have a zero distance without the points being co-
incident, and also that a projection of the n points into
lower-dimensional space may be problematic (Krza-
nowski 1988).

a. Euclidean distance

Geometrically the Euclidean distance between two
points is the shortest possible distance between the two
points. In addition to the five properties above, the Eu-
clidean distance measure is invariant under orthogonal
transformations of the variables (rotating the points does

not change the distances). Since principal component
analysis is just a centering of the data, followed by a
rotation of the axes, it follows that the Euclidean dis-
tances between principal component scores are the same
as those in the original space.

It is because of the many useful properties of the
Euclidean metric that by far the majority of cluster anal-
yses in the climatological literature have been based
upon Euclidean distances, and recent developments in
clustering algorithms predominantly have involved the
use of Euclidean distances (e.g., Fovell 1997; Yao 1997;
Gerstengarbe et al. 1999). Euclidean squared distances,
which are less widely used, do not have the property of
triangular inequality and so are considered inappropriate
for use in most climatological applications (Mielke
1985, 1987).

One problem with the Euclidean distance measure is
that it does not take the correlation between variables
into account. Where there are highly correlated vari-
ables, these variables measure essentially the same char-
acteristic (Fovell and Fovell 1993). In this situation,
Euclidean distance assigns equal weight to each vari-
able, thereby according additional weight to the single
characteristic that is measured by the correlated vari-
ables. In effect, Euclidean distance gives excess weight
to correlated variables (Jolliffe 1986).

b. Mahalanobis distance

A measure that incorporates correlations between var-
iables as well as differences in variances is the Mahal-
anobis distance. The Mahalanobis distance gives less
weight to variables with high variance and to highly
correlated variables, so that all characteristics are treated
as equally important. The Mahalanobis distance be-
tween two points xi and xj is defined as

2 21d 5 (x 2 x )9 S (x 2 x ),ij i j i j

where S is the p 3 p covariance matrix of X, and X is
assumed to be of full rank so that S21 exists. Apart from
accounting for correlations between variables and for
differences in variances, Mahalanobis distances have
other attractive properties, such as being related to the
log-likelihood of multivariate normal distributions, and
to multidimensional scaling (Greenacre and Underhill
1982; Stephenson and Doblas-Reyes 2000). Mahalan-
obis distances have not explicitly been widely used in
climatology, although recently applications have be-
come more frequent (e.g., Stephenson 1997; Remund
and Long 1999; Stephenson and Doblas-Reyes 2000).

Clustering of principal components using Euclidean
distances is performed frequently, and under certain
conditions this is equivalent to using Mahalanobis dis-
tances. If all principal components are retained and the
principal component scores are standardized, Euclidean
distances calculated from the principal component
scores are the same as Mahalanobis distances calculated
from the original data (Jolliffe 1986; Fovell and Fovell
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FIG. 1. Distribution of 517 rainfall stations across Lesotho and
South Africa. Dotted lines show the approximate distribution of the
five seasonal rainfall regimes.

1993; Stephenson 1997). In this situation, the new var-
iables (the principal components) are uncorrelated and
have equal variance, and so each has equal weight in
the calculation of Euclidean distances.

If the original data matrix is not of full rank, either
because there are more variables than there are obser-
vations or because one variable is a linear combination
of others, Mahalanobis distance cannot be calculated
directly because the covariance matrix is not of full rank
(and therefore S21 does not exist). In these problematic
situations, a pseudoinverse can be used, resulting in a
truncated Mahalanobis distance (Stephenson 1997) or,
equivalently, principal components analysis can be used
to reduce the dimensionality of the data and (Euclidean)
distances can be calculated using a reduced set of prin-
cipal axes.

By standardizing the principal component scores the
smaller eigenvalues, which are generally related to
noise, have an exaggerated effect on the distances. The
effects of noise on the distances can be eliminated by
dropping some of the principal components (Stephenson
1997). Alternatively, unstandardized principal compo-
nent scores could be used, although in applications of
synoptic typing, Euclidean distances calculated from the
standardized principal component scores are less sen-
sitive to problems of uneven station distributions (Karl
et al. 1982) and sensitivity to interpolation of data to
different grid resolutions (Stephenson 1997). However,
the applicability of standardizing the principal compo-
nents when using Euclidean distances in cluster analysis
to define regions is less clear, and is the focus of dis-
cussion in this paper.

3. Data and methods

Monthly rainfall totals for the 30-yr period 1961–90
were obtained for 517 stations across South Africa and
Lesotho. The distribution of the stations is shown in
Fig. 1, which indicates a reasonably even distribution
except for the dry northwestern part of South Africa.

Before clustering the stations, the need for standard-
ization of the monthly rainfall values was examined.
Since Euclidean distances between stations with low
mean and variance are likely to be small simply because
differences in rainfall are small in absolute terms, these
stations are likely to be clustered together if they are
not standardized, even if the stations are poorly corre-
lated. Rather than standardizing the data by the usual
method of subtracting the mean and dividing by the
standard deviation, which can be inappropriate for zero-
bound data (Wilks 1995), the data were standardized by
dividing by the annual mean for that station, as given by

xij
x* 5 , (1)ij p12

xO ijp j51

where the denominator represents the annual mean rain-

fall at station i, calculated from the p 5 12 3 30 monthly
observations. Monthly rainfall is then expressed as a
proportion of the mean annual total. In this manner, all
stations have an equal mean value (of 1), dry months
maintain a value of zero, and the annual cycle is re-
tained. Some differences in variance will remain be-
cause of differences in the degree of seasonality in rain-
fall, and because of differences in the coefficient of
variation before standardizing the data. Areas with
strongest seasonality and with highest coefficient of var-
iation occur in the driest regions of northwestern South
Africa (Tyson 1986). Stations in these areas are likely
to be clustered last.

Principal components of the scaled rainfall data were
computed, based on the correlation, the covariance, and
the cross-products matrices. When using station (or
gridpoint) rainfall data to define regions, the variables
are the monthly rainfall totals, and the cases are the
individual stations. Therefore the standardization as de-
fined in Eq. (1) is across the rows or variables, and the
principal components analysis is in the T mode, rather
than the more common S mode (Richman 1986). Prin-
cipal components analyses from the cross-products ma-
trices have not been widely used in climatology (Mol-
teni et al. 1983). Whereas the difference between the
use of the correlation matrix and that of the covariance
matrix is that the latter accounts for differences in var-
iance, the cross-products matrix accounts for differences
in variance and differences in means (Jackson 1991).
This option can be attractive given noncentered data,
and is particularly appropriate for use with precipitation
data, which is zero bound. In our context, the cross-
products matrix gives greater weight to months with
higher spatial mean rainfall and higher spatial variance.
The effect is to give added weight to the summer months
(for summer rainfall areas) in the definition of the re-
gions.

Clustering was performed using an agglomerative hi-
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erarchical approach and Ward’s minimum variance
method (Gong and Richman 1995). Other linkage meth-
ods were tried, but did not give meaningful results. The
clustering was performed using Euclidean distances cal-
culated from standardized and unstandardized principal
component scores, retaining varying numbers of com-
ponents. For the sake of ease of comparison of the re-
sults, the same number of clusters (five) was retained
each time.

4. Examples of regionalization

Examples are shown of attempts to identify rainfall
regions over South Africa and Lesotho based on the 360
monthly rainfall values over the period 1961–90. Suc-
cessful clustering should identify the main seasonal rain-
fall regimes of South Africa and Lesotho, and should
identify important features of interannual variability.
The seasonal rainfall regimes of South Africa and Le-
sotho include the winter rainfall region in the southwest
of the country, the all-season rainfall region of the south
coast, and the summer rainfall region of the eastern and
inland areas (Tyson 1986). The summer rainfall region
can be divided into eastern and western halves, with the
western half having a later rainfall maximum, and into
the eastern coastal strip where there is a definite summer
maximum, but also significant rainfall in spring. The
approximate delimitation of these five areas is shown
in Fig. 1. Because interannual rainfall variability is in-
cluded in the clustering variables (the 360 monthly rain-
fall values), the regions identified are likely to reflect a
northeast-to-southwest alignment (Mason and Jury
1997).

a. Standardized principal component scores

When all principal components with nonzero eigen-
values are retained and the principal component scores
are standardized (i.e., Mahalanobis distances are used)
no contiguous regions are defined. An example showing
five regions is given in Fig. 2a from the cross-products
matrix. The regionalization is based on the occurrence
of spatial rainfall patterns that occur throughout the 360
months. By standardizing the principal component
scores, all the temporal modes are given equal weight,
and so rainfall distribution patterns that occur frequently
are treated as equal to unusual patterns and to noise
components. Since it makes sense to weight more heavi-
ly those distributions that occur most frequently, stan-
dardizing the principal component scores is not rec-
ommended. In addition, by leaving the principal com-
ponent scores unstandardized, the lowest-order modes,
which define the noise element of the data, are given
minimal weighting. Analysis of unstandardized scores
is discussed below.

The problems introduced by the exaggeration of the
noise component of the data could be eliminated or
minimized by retaining the standardized scores of only

the first few principal components (i.e., using truncated
Mahalanobis distances). Reasonably contiguous regions
are defined when a subset of the principal components
is retained. Figure 2b, for example, illustrates the re-
gions defined when ten components of the cross-prod-
ucts matrix are retained, which explain 86.3% of the
variance. The regions correspond much more closely
with those shown in Fig. 1, although the western interior
extends to the south coast, and also includes the far
northeastern part of the country, and so the regionali-
zation is not entirely satisfactory. In addition, when a
subset of the principal components is selected, the de-
fined regions become sensitive to the number of com-
ponents selected. There is some adjustment of the re-
gional boundaries when one additional component is
retained (Fig. 2c). This eleventh component explains
only an additional 0.4% of the variance. A sensitivity
of the clustering results to the number of principal com-
ponents retained has been noted elsewhere (e.g., Bun-
kers et al. 1996; DeGaetano 1996).

Because of the sensitivity of the clustering results to
the number of retained principal components, the ‘‘cor-
rect’’ number of components to retain needs to be iden-
tified. It is important that the variation between the clus-
ters is represented in the direction of at least one of the
principal components (Jolliffe 1986), and so it is best
to err toward retaining too many principal components
rather than too few (Chang 1983). If there are too few
components, observations that are not well represented
will be clustered together because they have low scores
on all the components: important differences between
such observations are possibly evident on components
that have been dropped. The smaller components are
therefore important for assigning observations to clus-
ters that do not otherwise fall obviously into any one
cluster. Small, but quite distinct regions may be rep-
resented by only lower-order principal component(s)
simply because these regions are represented by only a
few stations or grid points. The importance of retaining
sufficient components is illustrated in Fig. 2d, in which
only three principal components have been retained (ex-
plaining 79.0% of the variance). The clustering fails to
distinguish between the eastern and southern coastal
regions, and breaks the northeastern region into dis-
continuous zones. On the other hand, inclusion of too
many principal components inflates the importance of
noise, and results in poorly defined regions, as illustrated
in Fig. 2a.

The problems of random clustering when all principal
components are retained, of sensitivity to the number
of principal components retained, and of the need to
retain sufficient components, all occur whether the prin-
cipal components analysis is based on the correlation,
covariance, or cross-products matrix. Although there are
clear differences in results depending on which matrix
is used, the sensitivity to the number of principal com-
ponents retained appears to be at least as important as
which matrix is used. Regional definitions obtained by
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FIG. 2. Rainfall regions over Lesotho and South Africa, defined by hierarchical clustering of standardized principal component scores,
using the first (a) 360, (b) 10, (c) 11, and (d) 3 principal components of the cross-products matrix of monthly rainfall, and using the first
10 principal components of the (e) covariance and (f ) correlation matrices.

retaining the first 10 principal components of the co-
variance and correlation matrices are shown in Figs. 2e
and 2f, respectively. In both cases, these 10 components
explain approximately 60% of the variance. For the co-
variance matrix (Fig. 2e) the west coast region is iden-
tical to that defined using the cross-products matrix (Fig.

2a), and the east coast region is very similar. For the
correlation matrix (Fig. 2f), problems resulting from an
insufficient number of retained principal components
appear to occur: there is an inability to distinguish be-
tween the rainfall regimes of the south and west coasts,
and the far northeastern part of the country is grouped
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with a different part of the country (cf. Figs. 2b and
2d).

b. Unstandardized principal component scores

If the principal components are left unstandardized,
and all principal components with nonzero eigenvalues
are retained (i.e., Euclidean distances are calculated us-
ing the raw station data), the clustering of the rainfall
stations results in contiguous regions (Fig. 3a) that re-
flect differences in the climatology of the region (Fig.
1; Tyson 1986). Results obtained with the correlation
and covariance matrices are almost identical. Because
the combined effect of the principal components is in-
dicated by the variance explained, it is evident that the
lower-order components have minimal effect on the dis-
tance matrix, and so the regional definitions are not
dominated by noise components in the original data.
For similar reasons, clustering results are not as sensitive
to the number of principal components retained when
the component scores are left unstandardized compared
to when they are standardized. In Figs. 3b and 3c, for
example, regions are shown when 10 and 11 principal
components are retained, respectively. The adjustment
in the regional boundaries are considerably less than for
the standardized principal components (Figs. 2b and 2c),
and the regions are similar to those defined by retaining
all 360 components (Fig. 3a).

If only a few components are retained (Fig. 3d), the
regional definitions remain similar to those defined us-
ing alternative numbers of retained principal compo-
nents. However, the definition of the east coastal region
becomes robust only after at least seven principal com-
ponents are retained. As with the standardized principal
components, therefore, it is important to retain a suf-
ficient number of components.

Differences between the clustering results based on
the correlation, covariance, and cross-products matrices
are relatively minor compared with the differences be-
tween standardized and unstandardized principal com-
ponent scores. Results for the covariance and correlation
matrices when 10 principal components are retained
(approximately 60% of the variance) are shown in Figs.
3e and 3f, respectively. In both cases, the west coast
region is identical to that defined when using the cross-
products matrix (Fig. 3b), while adjustments to the south
and east coasts are relatively small. The similarity of
the results shown in Figs. 3b,e and 3f is largely an effect
of the method of standardization of the station data prior
to calculating the principal components. Differences be-
come more pronounced if the data are not standardized
by station or grid point.

5. Conclusions and recommendations

Euclidean distance–based cluster analysis is frequent-
ly used to define climate regions. The clustering of grid-
point or station data to define regions can be highly

sensitive to the distance measure used, and so careful
attention needs to be given to the appropriate method
of calculating the distance matrix, in addition to the
choice of the clustering algorithm used. When using
cluster analysis to define regions based on a single me-
teorological parameter measured over a number of time
steps, the following recommendations are made. It
should be emphasized that these recommendations may
not be appropriate if regions are being defined using
more than one meteorological parameter (e.g., temper-
ature as well as rainfall).

1) The principal component scores should not be stan-
dardized. Standardizing the principal component
scores has the effect of weakening the influence of
climate/synoptic regimes that occur frequently, and
of inflating the influence of unusual patterns and
noise elements represented by the lower-order com-
ponents. If the principal component scores are stan-
dardized, the clustering results become sensitive to
the number of components retained, and the results
become dominated by noise components if all the
components are retained (Fovell and Fovell 1993).
Given that Euclidean distances calculated from stan-
dardized principal component scores are equivalent
to Mahalanobis distances (including truncated Ma-
halanobis distances when a subset of the principal
components is retained), it is concluded that Ma-
halanobis distances are inappropriate for defining cli-
mate regions from a single meteorological parameter.

2) When prefiltering the data using principal compo-
nents analysis, the choice of the distance measure
appears to be much more important than deciding
whether the principal components analysis should be
based on the correlation, covariance, or cross-prod-
ucts matrix. However, if the data is not standardized
by station or grid point, the choice of matrix in the
principal component analysis may become more im-
portant, and so this question should not be ignored.

3) Although, it is computationally inefficient to retain
all principal components, it is best to err on the side
of retaining too many components, otherwise sta-
tions that are significantly differentiated only on a
lower-order component may be clustered together.
Given that the component scores are unstandardized,
the inclusion of the lower-order components should
have little effect on the distance matrix.

In making the above recommendations, it is not being
advocated that the use of clustering of principal com-
ponent scores is the correct, or even necessarily the
preferred, method of regionalization. The disadvantages
and merits of alternative approaches to defining regions
have not been considered in this paper. Instead, the ob-
jective is only to provide some guidelines to those re-
searchers who elect to define regions by using cluster
analysis. In addition, the recommendations not to use
Mahalanobis or truncated Mahalanobis distances apply
only in the context of defining regions; this distance
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FIG. 3. Rainfall regions over Lesotho and South Africa, defined by hierarchical clustering of unstandardized principal component scores,
using the first (a) 360, (b) 10, (c) 11, and (d) 3 principal components of the cross-products matrix of monthly rainfall, and using the first
10 principal components of the (e) covariance and (f ) correlation matrices.

metric has been shown to be highly suitable in the iden-
tification of synoptic types and climate regimes (Ste-
phenson 1997; Stephenson and Doblas-Reyes 2000).
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