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ABSTRACT

Sea-surface temperature (SST) variations of the oceans surrounding southern Africa are associated with seasonal
rainfall variability, especially during austral summer when the tropical atmospheric circulation is dominant over the
region. Because of instabilities in the linear association between summer rainfall over southern Africa and SSTs of the
tropical Indian Ocean, the skilful prediction of seasonal rainfall may best be achieved using physically based models.
A two-tiered retro-active forecast procedure for the December–February (DJF) season is employed over a 10-year
period starting from 1987/1988. Rainfall forecasts are produced for a number of homogeneous regions over part of
southern Africa. Categorized (below-normal, near-normal and above-normal) statistical DJF rainfall predictions are
made for the region to form the baseline skill level that has to be outscored by more elaborate methods involving
general circulation models (GCMs). The GCM used here is the Centre for Ocean–Land–Atmosphere Studies
(COLA) T30, with predicted global SST fields as boundary forcing and initial conditions derived from the National
Centres for Environmental Prediction (NCEP) reanalysis data. Bias-corrected GCM simulations of circulation and
moisture at certain standard pressure levels are downscaled to produce rainfall forecasts at the regional level using the
perfect prognosis approach.

In the two-tiered forecasting system, SST predictions for the global oceans are made first. SST anomalies of the
equatorial Pacific (NIN0 O3.4) and Indian oceans are predicted skilfully at 1- and 3-month lead-times using a statistical
model. These retro-active SST forecasts are accurate for pre-1990 conditions, but predictability seems to have
weakened during the 1990s. Skilful multi-tiered rainfall forecasts are obtained when the amplitudes of large events in
the global oceans (such as El Niño and La Niña episodes) are described adequately by the predicted SST fields. GCM
simulations using persisted August SST anomalies instead of forecast SSTs produce skill levels similar to those of the
baseline for longer lead-times. Given high-skill SST forecasts, the scheme has the potential to provide climate
forecasts that outscore the baseline skill level substantially. Copyright © 2001 Royal Meteorological Society.

KEY WORDS: baseline skill; canonical correlation analysis; downscaling; general circulation model; perfect prognosis; seasonal
rainfall forecasts; southern Africa

1. INTRODUCTION

Droughts and floods have long been distinctive features of the climate of southern Africa (Tyson, 1986).
Variability of the climate has been accentuated by the occurrence of El Niño–Southern Oscillation
(ENSO) events, but is by no means dominated by them (Mason and Jury, 1997). Climate variations have
an important impact on agriculture, housing, water supply, industry and tourism. With an ever-increasing
population that is putting an associated increase in demand on fresh water resources, effective water
management has become essential. The need for providing accurate forecasts of rainfall a season ahead,
or at least a few months in advance, is becoming more and more necessary in the region. Since
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understanding the predictability of the atmosphere at seasonal-to-interannual time-scales has improved
considerably during the past decade, the provision of such forecasts has become a possibility in general
(Carson, 1998) and may prove feasible for southern Africa (Mason and Tyson, 2000). It is this notion that
is explored in this paper.

Variability in sea-surface temperatures (SSTs) has been shown to be related to southern African climate
variability (Nicholson and Entekhabi, 1987; Walker, 1990; Jury and Pathack, 1991; Mason et al., 1994;
Mason, 1995; Makarau and Jury, 1997; Mason and Jury, 1997; Rocha and Simmonds, 1997; Reason and
Lutjeharms, 1998; Reason, 1999) and provides the main source of atmospheric predictability at seasonal
time-scales (Palmer and Anderson, 1994). Inclusion of anomalous SSTs, in the areas surrounding southern
Africa, into seasonal prediction models has enabled predictions of climate variability to be made for the
region (Cane et al., 1994; Hastenrath et al., 1995; Barnston et al., 1996; Mason, 1998; Mattes and Mason,
1998; Jury et al., 1999; Landman and Mason, 1999a; Mason and Tyson, 2000). Much effort has gone into
constructing seasonal forecast algorithms (Wilks, 1995), but most of these prediction algorithms make
extensive use of linear statistics. Many important climate processes demonstrate strong non-linearities and
the forecast skill of statistical models is restricted owing to the exclusion of these processes (Barnston et
al., 1994; Carson, 1998). Furthermore, the inherent assumptions of most statistical models, such as that
of Gaussian probability distributions, are frequently invalid. Purely statistical methods of seasonal
forecasting, especially those that are linear, are unable to take instabilities within SST–southern African
rainfall associations into account. However, such changing associations may be simulated by a general
circulation model (GCM), at least qualitatively (Landman and Mason, 1999b). Further improvements to
the prediction of southern Africa’s summer rainfall on a seasonal scale will be best achieved by using
GCMs.

Physically based dynamical models should outscore statistical models if the ocean-atmosphere system
contains sufficient inherent predictability (Barnston et al., 1994). Forecast skill using dynamical models of
the atmosphere can be achieved by first predicting SSTs for regions known to be partly responsible for
the rainfall variability over land. These predicted SST fields are then incorporated in a two-tiered
forecasting system to force an atmospheric GCM (Bengtsson et al., 1993; Barnett et al., 1994; Hunt et al.,
1994; Graham and Barnett, 1995; Bengtsson et al., 1996; Hunt, 1997; Mason et al., 1999). GCM forecasts
can never be perfect because of errors unavoidably present in initial conditions and because of model
deficiencies (Holton, 1979). The use of parameterization schemes adds to the uncertainty of GCM
forecasts of rainfall. Rainfall over southern Africa typically is overestimated by GCMs (Joubert and
Hewitson, 1997; Mason and Joubert, 1997). Despite these limitations, GCMs have been used to provide
skilful seasonal rainfall forecasts for many parts of the globe, but especially in the tropics (Hunt et al.,
1994; Hunt, 1997; Shukla, 1998; Stockdale et al., 1998; Mason et al., 1999). It remains to be seen if there
is operational skill for southern Africa, which generally lies outside the tropics, where seasonal
predictability is relatively low because of the greater inherent chaotic instability of the extratropical
atmosphere (Palmer and Anderson, 1994). Tropical atmospheric circulation becomes dominant only
during the peak summer rainfall months of December–February (DJF) creating the prospect of higher
forecast skill over southern Africa in this season (Mason et al., 1996). The rainfall variability over
southern Africa at this time of year is related to atmospheric circulation and moisture fields (Taljaard,
1986; D’Abreton and Lindesay, 1993; Taljaard, 1994; D’Abreton and Tyson, 1995; Taljaard, 1995;
D’Abreton and Tyson, 1996; Mason and Jury, 1997).

In this paper, the skill of statistical and GCM summer rainfall forecast systems for southern Africa is
compared over a 10-year retro-active period from 1987/1988 to 1996/1997. The aim is to assess whether
a GCM-based approach to seasonal rainfall estimation can produce rainfall forecasts with skill that
outscores that of statistical modelling. Only when this is so is operational regional forecasting using
GCMs justified because of the much greater expense involved. The statistical model used here is canonical
correlation analysis (CCA), and evolutionary features of SSTs, such as a warming or cooling equatorial
Pacific Ocean, are used as the only predictors (Landman and Mason, 1999a). The GCM that is used is
the Centre for Ocean–Land–Atmosphere Studies (COLA) T30 18-layer spectral model with a resolution
of roughly 400 km over the study area (Kirtman et al., 1997). The lower boundary conditions of the GCM
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are monthly-mean SSTs, predicted using a CCA-based statistical model. The GCM-simulated
circulation and moisture fields are bias-corrected and downscaled to regional rainfall forecasts (Karl et
al., 1990; Cui et al., 1995; von Storch and Navarra, 1995; Rummukainen, 1997). Although GCMs
demonstrate significant skill at global or even continental scale (Mason et al., 1999), they are unable
to represent local subgrid-scale features (Joubert and Hewitson, 1997; Mason and Joubert, 1997).
Instead, the bias-corrected GCM fields are used as predictors in CCA-based perfect prognosis
equations, developed from the relationship between observed circulation and moisture, and summer
rainfall over southern Africa. The multi-tiered forecast system presented here is used to define reliable
skill estimates over the retro-active forecast period. Retro-active forecasts are compared to the baseline
skill level set by the statistical model in order to determine whether operational GCM-based seasonal
rainfall forecasting is a realistic option for improved categorized (below-normal, near-normal,
above-normal) seasonal rainfall estimation in southern Africa.

2. DATA

2.1. SSTs

SSTs were used as the only predictors in both the CCA seasonal rainfall and SST forecasting
models. Reconstructed SST fields using empirical orthogonal functions are available for the period
1950–1995 (Smith et al., 1996). Optimum interpolation (OI) SST data (Reynolds and Smith, 1994)
were obtained from 1996 to date to form a set of 3-month means. During operational predictions,
the latest OI data are used to update the SST data set. Both the reconstructed (2° latitude×
longitude) and the OI (1° latitude× longitude) sets were reduced to a 6° latitude×4° longitude grid
(1078 points) to reduce the large matrices involved in the statistical forecast models. However, large
oceanic features, such as El Niño or La Niña events, are still adequately represented by the coarser
grid.

2.2. Rainfall

DJF rainfall totals for 510 South African stations, 56 stations in Namibia, 7 stations in Lesotho
and 25 stations in Botswana were obtained for the period 1950/1951 to 1996/1997. Regional rainfall
indices were computed in a manner similar to that of Mason (1998) for nine homogeneous rainfall
regions (Landman and Mason, 1999a) defined as: southwestern Cape; south coast; Transkei;
KwaZulu–Natal coast; Lowveld; northeastern Highveld; central interior; western interior;
northern/western Botswana (Figure 1).

2.3. NCEP reanalysis data

For the initial conditions used to construct an ensemble of GCM forecasts, and for constructing
optimal equations relating rainfall and atmospheric variables such as circulation and moisture, the
National Centers for Environmental Prediction (NCEP) reanalysis data (Kalnay et al., 1996) were
used. For initial conditions, global reanalysis data are available for every 24 h; for circulation and
moisture monthly mean data were used for the window 10°–45°S; 10°W–60°E spanning most of
southern Africa and adjacent oceans. The 24 hourly data for the period 1987/1988 to 1996/1997 were
used to obtain the initial conditions. The monthly data for 1950/1951–1996/1997 were used to relate
circulation and moisture at standard pressure levels to rainfall. The data have a 2.5° horizontal
resolution.

Copyright © 2001 Royal Meteorological Society Int. J. Climatol. 21: 1–19 (2001)
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Figure 1. The nine rainfall regions used in this study. Countries shaded grey were not included

3. METHODS

3.1. The statistical seasonal rainfall forecast model

A CCA-based model for forecasting southern African rainfall has been developed for operational use
at the South African Weather Bureau. It is described in detail by Landman and Mason (1999a). Often
used as a forecast technique, CCA (Barnett and Preisendorfer, 1987; Graham et al., 1987a,b; Barnston
and Ropelewski, 1992; Barnston, 1994; Chu and He, 1994; Barnston and Smith, 1996; Shabbar and
Barnston, 1996; Landman and Klopper, 1998) was used here to set the baseline statistical model skill level
that must be exceeded to demonstrate the usefulness of a GCM approach to seasonal rainfall forecasting.
The Landman and Mason (1999a) model used in this paper was constructed to relate global-scale SSTs,
forming the predictor set, to the regional rainfall indices of DJF that form the predictand set. SSTs were
used as predictors of seasonal rainfall over southern Africa in the CCA model because of the memory
they impart to the climate system (Palmer and Anderson, 1994) and because of their role in ocean–
atmosphere interaction in the region (Nicholson and Entekhabi, 1987; Walker, 1990; Jury and Pathack,
1991; Mason et al., 1994; Mason, 1995; Mason and Jury, 1997; Rocha and Simmonds, 1997; Reason and
Lutjeharms, 1998; Reason, 1999).

The model was used to produce regional rainfall forecasts at 1- and 3-months lead-times. A lead-time
of 1-month implies that the forecast/hindcast is for the season beginning 1 month after the end of the
predictor period. The following schematic illustrates the definition of predictor seasons for hindcasting
DJF rainfall of 1982 for different lead-times using the CCA model:

1981 1982 1982/1983
SON DJF MAM JJA SON [ DJF (3-month lead)

SO NDJ FMA MJJ ASO N [ DJF (1-month lead)

The underlined months indicate the 3-month periods for which observed 3-month SST means were
calculated to produce a forecast of DJF rainfall.

Copyright © 2001 Royal Meteorological Society Int. J. Climatol. 21: 1–19 (2001)
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3.2. The SST forecast model

CCA was likewise used to predict near-global (45°N–45°S) SST anomalies. Such an approach has been
shown to work in the prediction of equatorial SSTs in the Pacific Ocean (Barnston and Ropelewski,
1992). As with the rainfall forecasting model, the preceding four seasonal (3-month) mean near-global
SSTs were used as predictors. The predictands were the subsequent monthly near-global SSTs. For
rainfall forecasts for the DJF season issued at the beginning of September, SST forecasts for the 7 months
leading up to March are required. For forecasts made in early November, the SSTs of 5 consecutive
months are required. The following schematic illustrates the lead-times involved in making forecasts
during early September and early November, respectively, for the 1982/1983 season:

1981 1982 1983
SON DJF MAM JJA SO [ S, O, N, D, J, F, M (3-month lead)

SO NDJ FMA MJJ ASO [ N, D, J, F, M (1-month lead)

Although the lead-times refer to the number of months leading up to the target season of DJF, much
longer leads are involved in predicting the SSTs at the end of the predictand period, i.e. forecasts made
in early September for February have a 5-month lead.

In constructing the CCA model, pre-orthogonalization using empirical orthogonal function (EOF)
analysis (Barnston, 1994) was performed on the standardized predictor and predictand fields. The number
of EOF modes to be retained in the CCA eigenanalysis was determined to account for about 60% of the
variance of both predictand and predictor fields, following Jolliffe’s (1972) modification of the Guttman–
Kaiser criterion (Jackson, 1991). The predictand fields, which are an integration of several 1-month fields,
were separated after the prediction to obtain forecasts for each 1-month period contained in the combined
predictand field. Subsequently the predicted fields were filtered to reduce the noise associated with the
CCA forecasts (Press et al., 1992) and were then interpolated to the GCM grid resolution of 3.75°×3.75°.
The anomaly fields were smoothed using a grid–spectral–grid conversion at triangular truncation at 15
waves. Anomalies over land grid-points were set to zero for this purpose and areas of sea-ice were set to
271.4 K. SST anomalies poleward of 45° were decayed exponentially to 0.5 K or less at 2 months.

3.3. The GCM

The COLA GCM was forced by the predicted monthly SSTs from the CCA model detailed above.
Initial conditions for the GCM forecasts were derived from the NCEP reanalysis data (Kalnay et al.,
1996). Each case of the monthly GCM forecasts consisted of the average of five ensemble members
generated using the lagged (24-h) average forecasting technique (Hoffman and Kalnay, 1983). In the
absence of an independent model climatology, GCM mean biases were removed by subtracting the
3-month mean forecast errors in the remaining 9 years of the retro-active period. The ideal would be to
have a longer and completely independent GCM model climatology of 20–30 years, but for
computational reasons it was not practical to build a sufficiently long climatology forced with hindcast
SST. Although Atmospheric Model Intercomparison Project (AMIP)-style model climatologies are
available, because of the relatively weak variances of forecasts compared to observed SSTs, the forecast
atmospheric anomalies are likewise likely to be weak. While prognostic fields over the 10-year period can
not, therefore, be considered as truly retro-active, they do not use any information of the target season
when the correction is made for that season. By removing only the GCM bias, it has been assumed that
the variances of the GCM-simulated fields are correct. Because the target season is excluded when
calculating the GCM’s mean bias, the effect of not using an earlier independent climatology on forecast
skill is expected to be minimal. Probably the strongest impact will be to underestimate the skill of the
GCM because of the removal of any potentially predictable mean bias of precipitation over the
retro-active period.

Copyright © 2001 Royal Meteorological Society Int. J. Climatol. 21: 1–19 (2001)



W.A. LANDMAN ET AL.6

3.4. Downscaling approach

Rather than using model-simulated grid-point rainfall, the perfect prognosis approach (Wilks, 1995) for
downscaling dynamical model quantities was used in this paper. Using CCA (von Storch et al., 1993),
observed (NCEP reanalysis) 850, 700, 500 and 200 hPa geopotential heights, 700 hPa relative humidity,
850–500 hPa thickness and 500–200 hPa thickness were related to the DJF seasonal indices of the nine
homogeneous rainfall regions shown in Figure 1. These downscaling equations can be used to produce
rainfall forecasts by applying them to the GCM-simulated atmospheric fields obtained by forcing the
GCM with the predicted SSTs at long (3-month) and short (1-month) lead-times. Usually, a perfect
prognosis approach makes no attempt to compensate for systematic errors of the dynamical model and
assumes that the dynamical model quantities are perfect. Notwithstanding, bias corrections can be, and
were, applied before use in the perfect prognosis equations.

In designing the optimal CCA downscaling model, EOF analysis was performed on the predictor and
predictand sets. The number of modes to be retained in the CCA eigenanalysis problem was determined,
as before, using cross-validated forecast skill sensitivity tests. The sensitivity tests were conducted with a
varying number of retained predictor and predictand EOF modes to obtain the combination producing
the highest average correlation of the summer rainfall regions. The optimal combination involved
predictor modes explaining about 90% of the variance and predictand modes explaining about 70% of the
variance. The truncation for the number of CCA modes retained was determined by using the
Guttman–Kaiser criterion (Jackson, 1991). For each of the four training periods, two CCA modes were
retained. Table I shows the cross-validation correlations for each of the training periods.

With high cross-validated and statistically significant correlations for the summer rainfall regions, it
should prove possible to achieve good forecast skill, provided that the GCM simulated circulation and
moisture fields are accurate. Due to model deficiencies in both the COLA T30 GCM (Xue and Shukla,
1998) and the SST model, perfect prognostic fields are unlikely. Notwithstanding, if there is a SST signal
in the climate, a well designed GCM forced with skilful SST forecasts should lead to significant
reproducibility of climate anomalies among ensemble members and, hence, predictability (Ward and
Navarra, 1997). It is this notion that remains to be tested for southern Africa.

3.5. Estimating forecast skill

There are several methods for determining model output performance (Wilks, 1995). For the statistical
models, performance was first estimated over the training period involved in setting up the CCA
prediction equations by employing the method of cross-validation (Barnett and Preisendorfer, 1987;
Michaelsen, 1987; van den Dool, 1987; Barnston and van den Dool, 1993; Elsner and Schmertmann,
1994). For cross-validation, the value that is to be predicted is omitted from the training period. Here,
only 1 year was removed from the training period. Cross-validation was employed to:

Table I. Perfect prognosis cross-validation correlations between observed and downscaled regional rainfall for each
of the respective training periods

Region 1951/1952– 1951/1952– 1951/1952– 1951/1952–
1992/19931986/1987 1989/1990 1995/1996

Southwestern Cape 0.060.030.070.09
0.04 −0.02 −0.06 −0.16South coast
0.53*Transkei 0.58* 0.61* 0.61*
0.49*KwaZulu–Natal coast 0.36* 0.38* 0.36*

0.73*0.77*0.78*0.79*Lowveld
Northeastern interior 0.68* 0.69* 0.70* 0.66*
Central interior 0.81* 0.78* 0.80* 0.80*

0.74* 0.69*0.71*0.72*Western interior
0.77*N Namibia/W Botswana 0.79* 0.81* 0.77*

Correlations significant at the 95% level of confidence are marked with an asterisk.

Copyright © 2001 Royal Meteorological Society Int. J. Climatol. 21: 1–19 (2001)
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(i) estimate the optimal number of global-scale SST EOF modes and DJF rainfall EOF modes for the
CCA rainfall model by maximizing the cross-validated skill;

(ii) estimate the optimal number of combined DJF circulation- and moisture-fields EOF modes and DJF
rainfall EOF modes by maximizing the cross-validated skill;

(iii) estimate the skill of grid-point SST predictions;
(iv) bias-correct the GCM prognostic fields by removing the mean of the GCM simulations during 9

years of the retro-active period from the simulation of the remaining year.

Cross-validation may indicate biased skill levels (Barnston and van den Dool, 1993). In order to obtain
skill levels that are unbiased, model validation should be conducted over a test period that is independent
of the training period. This method of model validation is referred to as retro-active forecasting and
involves the evaluation of predictions compared to observations excluding any information following the
target year (Wilks, 1995). The retro-active procedure can be illustrated by considering forecasts for DJF
during the 10-year period 1987/1988–1996/1997. The model was first trained with information leading up
to and including 1986/1987. Three consecutive years were then predicted using this trained model, and
predictions of DJF rainfall for 1987/1988, 1988/1989 and 1989/1990 were made. The model was
subsequently retrained using data leading up to and including 1989/1990 to predict 1990/1991, 1991/1992
and 1992/1993 conditions. This procedure was continued until the 1996/1997 DJF rainfall was predicted
using a model trained with data up to 1995/1996. Thus, statistical-model retro-active DJF rainfall
forecasts for the 10-year period starting in 1987/1988 used a training period of 36 years (1951/1952 to
1986/1987) for predicting 1987/1988, 1988/1989 and 1989/1990 conditions. Likewise, a training period of
39 years (1951/1952–1989/1990) was used for predicting 1990/1991–1992/1993 conditions, a 42-year
period (1951/1955–1992/1993) for predicting 1993/1994–1995/1996 and, finally, a 45-year period
(1951/1952–1995/1996) for predicting 1996/1997 conditions.

Retro-active forecast validation gives skill levels that are unbiased and gives the best indication of how
a model would perform operationally. The retro-active CCA forecasts were variance-adjusted (Ward and
Folland, 1991), with the variance defined over the appropriate training periods. The variance-adjustment
ensures that near-perpetual forecasts of near-normal rainfall are avoided. Retro-active forecasting was
employed to establish the performance of the CCA model over the test period in order to obtain the
baseline skill level. It was used also to construct SST forecast fields that constitute the boundary forcing
in the GCM during the 10-year testing period. Finally, the performance of the rainfall prediction
algorithms involving the GCM over the retro-active test period was established. The GCM-derived
rainfall forecasts are not strictly retro-active because of the way in which the model biases were removed,
but computational constraints precluded a fully retro-active process.

In estimating the skill in predicting the DJF rainfall, each of the observed and predicted fields was
separated into three equiprobable terciles defining above-normal, near-normal or below-normal
conditions. For each homogeneous region of the predictand set, the categorical forecast was compared
with that of the observed in order to calculate the model skill. Skill levels may be variously defined by the
linear error in probability space (LEPS) scores (Ward and Folland, 1991; Potts et al., 1996), hit scores (the
number of times a correct category is forecast) (von Storch and Navarra, 1995) and the false alarm ratio
(FAR), i.e. the fraction of forecast events that failed to materialize (best possible FAR is zero and worst
possible FAR is one) (Wilks, 1995). Sometimes the false alarm ratio is called the false alarm rate (Wilks,
1995; Mason and Graham, 1999).

3.6. Significance testing

In order to see if the hit-scores and LEPS scores are statistically significant, a Monte Carlo test was
performed (Livezey and Chen, 1983; Wilks, 1995). This was done by randomly creating above-normal,
near-normal or below-normal rainfall categories for both a predicted and observed rainfall set, calculating
the number of hits and the LEPS scores and repeating the procedure 1000 times. For skill determined by
hit scores, the 90% confidence level is associated with five hits out of a possible ten, the 95% level with

Copyright © 2001 Royal Meteorological Society Int. J. Climatol. 21: 1–19 (2001)
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six hits and the 99% level with seven hits. A LEPS score of 35% defines the 90% confidence level, a score
of 46% the 95% level and a score of 62% the 99% level.

4. RESULTS

4.1. Setting a baseline skill le6el

By quantifying a level of forecast skill, the baseline skill level using the CCA linear statistical model can
be set and, hence, compared to forecasts generated by the GCM. Table II represents a summary of the
categorised (above-normal, near-normal or below-normal) CCA rainfall forecasts made in early
November for the DJF rainfall season for the 10-year period 1987/1988–1996/1997. Rainfall for three of
the 1-month lead-time retro-active years (1988/1989, 1991/1992 and 1994/1995) is predicted accurately,
while poor accuracy is found for 1987/1988 and 1995/1996 (La Niña event). The number of hits is poorer
for the 3-month lead, made in early September, than for the 1-month lead forecasts. Despite the
improvement in skill at the shorter lead-time, forecasts made in September frequently are consistent with
those made in November: forecasts of dry (wet) conditions do not change to wet (dry) with increasing
lead-time and years that are predicted skilfully (1988/1989, 1991/1992 and 1992/1993) with a 1-month lead
are equally skilfully predicted with a 3-month lead. For both lead-times, there is a strong indication that
the model has a bias towards forecasting below-normal rainfall conditions. It is possible that this may be
the result of warming of tropical SSTs over recent years (Kawamura, 1994). Notwithstanding the low skill
and the bias, the baseline skill level has been set that has to be outscored by the GCM-based forecasts.

4.2. SST forecasts

The CCA model for forecasting of SST anomalies that are used as boundary forcing for the GCM was
tested for the equatorial Indian Ocean as well as for the equatorial Pacific Ocean, where useful skill has
been demonstrated for similar models (Barnston et al., 1994). Area-averaged indices were calculated for
the Indian Ocean from 3°N to 3°S and 48°E to 104°E and the NIN0 O3.4 region of the Pacific Ocean. The
assessment of predictability was made for the 10-year retro-active period from 1987/1988 to 1996/1997.
For comparison, model forecast skill is also compared with the skill that would be obtained using
persisted SST anomalies as a forecast.

Cross-validated correlations between January predicted and observed Indian Ocean SSTs for 1- and
3-month lead-times are 0.73 and 0.69. The January forecast anomalies of the retro-active test period are
shown in Figure 2(a,b). Good forecasts were produced for 1988, 1989 and 1994–1997. Only 1990 and
1993 were poor. Owing to the importance of the influence of the Indian Ocean SSTs on the climate of
southern Africa (Mason and Jury, 1997; Goddard and Graham, 1999), the predictability of this ocean
needs to be further improved. The CCA SST prediction model outperforms persistence forecasting in the
Indian Ocean. The correlations between predicted and persisted SST indices are in the vicinity of 0.5 or
less (Figure 2(c,d)). Given that the CCA SST prediction model outperforms persistence in the Indian
Ocean, and that it has been shown that accurate Indian Ocean SST forecasts are essential for the reliable
simulation of climate variability over southern Africa (Goddard and Graham, 1999), model SST forecasts
are used as boundary conditions to force the COLA GCM in the multi-tiered scheme being advocated.

For the equatorial Pacific Ocean, 1- and 3-month forecasts give cross-validation correlations between
predicted and observed January SSTs of 0.85 and 0.76 for the NIN0 O3.4 region. The January forecast
anomalies of the retro-active test period are shown in Figure 2(e,f). The La Niña event of 1989 was well
predicted, but the strength of the 1992 El Niño event was underestimated by about a half. The subsequent
El Niño event was predicted with improved accuracy, but the predicted anomaly of the 1996 La Niña
event was very close to zero at 1-month lead, and was positive at a 3-month lead. Poor predictability
during the 1990s has been found with other models and may be because of inherent poor predictability
during the early part of the decade (Goddard and Graham, 1997; Philander, 1998; Barnston et al., 1999).
Since the test period used here is from 1987/1988 to 1996/1997, many of the retro-active predictions are

Copyright © 2001 Royal Meteorological Society Int. J. Climatol. 21: 1–19 (2001)
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Figure 2. Observed (solid line) and retro-active forecasts (dashed line) of the Indian Ocean SST anomalies (°C) for (a) 1-month and
(b) 3-month lead-times; correlations between predicted (solid line) and persisted (dashed line) Indian Ocean SSTs for (c) 1-month
lead-times (i.e. using October SSTs) and (d) 3-month lead-times (i.e. using August SSTs); observed (solid line) and forecast (dashed
line) SST anomalies for the NIN0 O3.4 domain for (e) 1-month and (f) 3-month lead-times; correlations between predicted (solid line)
and persisted (dashed line) NIN0 O3.4 domain SSTs for (g) 1-month lead-times (i.e. using October SSTs) and (h) 3-month lead-times

(i.e. using August SSTs)

Copyright © 2001 Royal Meteorological Society Int. J. Climatol. 21: 1–19 (2001)
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likely to suffer from this inherent poor predictability. The correlations between the predicted NIN0 O3.4
indices of the 1- and 3-month lead-times and the persisted October and August indices, respectively, are
only slightly lower than those using persistence (Figure 2(g,h)). However, persistence forecasts for the
equatorial Pacific Ocean are normally outscored with lead-times exceeding two seasons (Barnston et al.,
1994).

4.3. Forecast skill of the multi-tiered scheme

For the 1-month lead multi-tiered forecasts (Table III), the hit scores for the KwaZulu–Natal coast and
the northeastern interior are significant at the 99% level of confidence (hit score of seven), and those of
northern Namibia/western Botswana at the 95% level of confidence (hit score of six). Hit scores for the
southwestern Cape, Lowveld, central interior and western interior outscore chance (hit scores larger than
three). The skill of the 3-month lead rainfall forecasts is less than that of the 1-month lead forecasts. The
hit scores for the 3-month lead rainfall forecasts (Table III) for the Lowveld and northern
Namibia/western Botswana outscore chance and are significant at the 90% level of confidence. For many
of the regions, five or more one-category misses are seen for both lead-times, partly because of the large
number of near-normal rainfall forecasts issued for some regions, which occur as a result of the
underestimation of the strength of SST anomalies. In general, the multi-tiered approach outperforms the
baseline CCA statistical model, in some cases significantly so (cf. Tables II and III).

Drier than normal conditions frequently prevail over southern Africa during El Niño Pacific warm
events and wetter than normal conditions during La Niña cold events (Ropelewski and Halpert, 1987,
1989; Mason and Jury, 1997; Rocha and Simmonds, 1997). The El Niño years of 1991/1992 and
1994/1995 were particularly dry and the La Niña years of 1988/1989 and 1995/1996 particularly wet.
During the La Niña event of 1988/1989, the downscaling model predicted the widespread above-normal
rainfall conditions accurately over both lead-times (Table III). For the La Niña event of 1995/1996, the
1-month lead rainfall forecasts were accurate, but near-normal rainfall conditions were predicted for the
El Niño event of 1991/1992 (both lead-times) and for the El Niño event of 1994/1995 (1-month lead).
Forecasts of the strength of the 1991/1992 El Niño event are only about half of the observed anomaly,
while the rainfall forecasts were for near-normal over the summer rainfall regions. Even with weak SST
anomalies during the 1995/96 La Niña, 1-month lead rainfall forecasts proved accurate. The 3-month lead
forecasts for the event predicted near-normal rainfall over the summer rainfall regions. These forecasts
were accurate for northern Namibia/western Botswana, but not for the other regions.

The skill scores of GCM-derived forecasts (Table IV) are better than those for the CCA rainfall model.
In the latter case, no significant LEPS scores were achieved for any of the regions (Table II). In contrast,

Table IV. Summary of the multi-tiered model skill scores for the nine regions for a
1-month (left of /) and a 3-month (right of /) lead-time

Regions A N LEPSB Hit
score

0.7/0.60.0/1.00.7/0.8Southwestern Cape 32/254/3
0.9/0.8 1.0/1.0 0.7/0.8South coast 2/2 −12/−12

Transkei 0.6/0.8 1.0/0.8 0.7/0.0 3/3 8/8
KwaZulu–Natal coast 0.3/1.0 0.5/0.7 0.3/0.5 7/3 60*/1–12

4/104/51.0/1.00.6/0.51.0/1.0Lowveld
0.0/1.0 0.4/0.5 1.0/1.0 7/4Northeastern interior 52*/−22

Central interior 0.3/0.7 0.8/0.9 1.0/1.0 4/2 19/−16
Western interior 0.5/0.40.7/0.8 16/−104/41.0/1.0

0.3/0.5N Namibia/W Botswana 0.4/0.5 1.0/1.0 6/5 40/22

The false alarm ratios are shown for the different categories (A denotes above-normal, N near-normal
and B below-normal).
LEPS scores significant at the 95% level of confidence are marked with an asterisk.

Copyright © 2001 Royal Meteorological Society Int. J. Climatol. 21: 1–19 (2001)
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Figure 3. (a) LEPS scores for retro-active forecasts for the nine regions (KZC: KwaZulu–Natal coast; NEI: northeastern interior;
NWB: northern Namibia/western Botswana; SWC: southwestern Cape; CIN: central interior; WIN: western interior; TRA:
Transkei; LOW: Lowveld; SCO: south coast) with a 1-month lead-time; (b) LEPS scores for variance-adjusted retro-active forecasts
with a 1-month lead-time. The solid line represents the CCA model scores; the circled line multi-tiered model scores. Horizontal lines

indicate 90, 95 and 99% confidence levels

the GCM-downscaled forecasts gave higher hit scores than the CCA model for all the regions except for
the central interior. The multi-tiered method produced hit scores that outscore chance for seven of the
nine regions at 1-month lead-time and for four regions at 3-month lead-time. Even for years that are not
associated with strong equatorial Pacific forcing, the GCM forecasts are associated with high numbers of
hits, for example 1992/1993 and 1996/1997. A few cases can be presented that have FAR values of zero
(best possible FAR is zero and worst possible FAR is one), while high FAR values are associated mostly
with below-normal rainfall forecasts.

Comparison of CCA and multi-tiered LEPS scores for a 1-month lead (Figure 3(a)) reveals that the
multi-tiered model outperforms its statistical counterpart in all regions except the western and central
interior and the Lowveld. However, even in these regions, skill levels are only marginally worse than those
of the CCA model. This is so despite lack of variance-adjustment (Ward and Folland, 1991) in the
multi-tiered forecasts. When variance-adjustment is applied to the multi-tiered model, LEPS scores
improve in most cases, in particular for the central interior and the Lowveld (Figure 3(b)). The forecast
skill for both the multi-tiered and CCA techniques are poor for 3-month lead forecasts (Figure 4(a)).
None of the LEPS scores are significant at the 90% level of confidence. Applying variance-adjustment to
the 3-month lead-time multi-tiered forecasts (Figure 4(b)) does little to improve skill. For longer lead
forecasts, the CCA statistical model continues to outperform the GCM-based approach.

Downscaled categorized forecasts at a 1-month lead-time (left entries) derived from forcing the GCM
during ENSO years with observed rather than predicted SSTs are presented in Table V. Much improved
forecasts are found for the 1991/1992 season when widespread drier than normal conditions are simulated
successfully. Likewise, the favourable rainfall of the 1995/1996 season is accurately predicted. The
forecasts for 1994/1995 are less statisfactory. For a 1-month lead-time, the LEPS scores from observed
SSTs are not much better than those obtained from predicted SSTs (Figure 5(a) and Figure 3(a)), but a
substantial improvement in skill for 3-month lead forecasts results from the use of observed SSTs (Figure
5(b) and Figure 4(a)).

Copyright © 2001 Royal Meteorological Society Int. J. Climatol. 21: 1–19 (2001)
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Figure 4. As for Figure 3, but for a 3-month lead-time

Table V. Categorized forecasts (lower case) at a 1-month lead of selected years in the
retro-active period, produced from observed DJF SSTs (left of /) and forecasts produced
from persisted August SST anomalies (right of /) and observations (upper case) for the

nine regions

1991/1992 1994/1995 1995/1996

El Niño El Niño La Niña

Southwestern Cape b/b B a/a N a/b A
South coast b/b A n/a A a/b N
Transkei b/n B n/n N a/b A
KwaZulu–Natal coast b/n B n/n B a/b A
Lowveld b/n B n/b B n/b A
Northeastern interior b/n B n/n B n/b A
Central interior b/n B n/b B a/b A
Western interior b/a B n/n N a/b A
N Namibia/W Botswana b/n B n/n B n/b N

Hits 8/1 2/5 6/0

A and a refer to above-normal; n and N refer to near-normal; b and B refer to below-normal.
Hits refer to the number of correct forecasts during a particular year.

One of the main problems with the multi-tiered approach is that the CCA model used to predict the
SST fields underestimates the strength of major ENSO events, particularly in the early stages of an
evolving ENSO event. Likewise, the SST anomalies are under-predicted at longer lead-times for the peak
of the event. Persisting observed SST anomalies produces amplitudes comparable to the predicted
amplitudes. In the foreseeable future, over the longer lead-times, multi-tiered rainfall forecasts from
persisted SST anomalies will, thus, produce forecasts that are at least as skilful as those using predicted
anomalies. Multi-tiered forecasts derived from forcing the GCM during ENSO years with August
persisted SSTs were satisfactory for the 1994/1995 El Niño, but underestimated the drought of 1991/1992

Copyright © 2001 Royal Meteorological Society Int. J. Climatol. 21: 1–19 (2001)
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Figure 5. LEPS scores for retro-active forecasts with (a) 1-month and (b) 3-month lead-times using observed DJF SSTs during
ENSO events; (c) LEPS scores of forecasts produced from persisted August SST anomalies during ENSO events. The solid line gives

the CCA model scores; the circled line multi-tiered model scores. Confidence levels and regions are as defined in Figure 3

and the wet conditions of 1995/1996 (right entries of Table V). Persisting observed August global SST
anomalies during these ENSO events produced rainfall forecast skill scores (Figure 5(c)) that are
comparable to those of the 3-month lead forecasts using CCA-derived SST boundary conditions (Figure
4(a)). LEPS scores associated with forecasts from observed SSTs during ENSO years outscore those using
persisted SST anomalies (Figure 5(b,c)).

5. DISCUSSION

Until recently, efforts to model southern African seasonal rainfall have been mainly statistical. Some
success has been achieved in this manner. However, given that statistical models do not take into account
the non-linearities associated with air–sea interactions responsible for interannual rainfall variability over
southern Africa, and that linear SST and rainfall associations have become unstable during recent
decades, alternative means of forecasting seasonal rainfall has become an urgent necessity. In this paper,
an attempt has been made to develop a physically based prediction algorithm for operational application
to the summer rainfall of southern Africa. To do this, a baseline skill level has been established using a

Copyright © 2001 Royal Meteorological Society Int. J. Climatol. 21: 1–19 (2001)
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statistical model. The COLA GCM has been used to simulate non-linearities in the climate system and to
investigate whether it can improve on statistical predictions. In a multi-tiered approach, the SSTs have
been predicted statistically in a CCA model with lead-times of a few months and used as boundary forcing
in the GCM. The GCM-simulated fields have been downscaled to regional level to compare skill levels
with the baseline skill and to test the utility of operational seasonal rainfall forecasts on a regional level.

Evolutionary global SSTs have been used successfully in a CCA model to predict SST anomalies of the
equatorial Indian and Pacific (NIN0 O3.4) Oceans. The scheme works well retro-actively for pre-1990
conditions, but predictability seems to have weakened during the 1990s. After accurate predictions of the
1988/1989 La Niña event, the model underestimated the strength of the subsequent El Niño event of
1991/1992 and the La Niña event of 1995/1996. Likewise loss of predictability occurred in the tropical
Indian Ocean after 1989, but appears to have improved from 1994/1995. Forecasts of the tropical Indian
Ocean anomalies, particularly for the later part of the austral summer rainfall season, are better than
those predicted with persistence. On this basis the use of the SST forecasts to force the GCM appears
justified. The NIN0 O3.4. forecast scores are close to those found using persisted SST anomalies as a
forecast. Although the retro-active skill levels appear disappointing, in general the 1990s are considered
to have been a period of poor inherent predictability. Thus, the fact that positive skill was indicated for
the period, and that the cross-validated skill levels of the SST model were high, are encouraging results.

Downscaled bias-corrected GCM-produced forecasts in many regions of southern Africa are
significantly better than the statistical predictions over lead-times of 1 and 3 months. At worst, the
GCM-based forecasts are at least comparable with those of the statistical model. Forecasts for a 1-month
lead-time produced higher skill levels than those for 3-months lead-times particularly in the eastern
regions of the KwaZulu–Natal coast and the northeastern interior. Both multi-tiered and statistical
models produce poorer skill levels with longer lead-times.

A number of possibilities have been explored to improve multi-tiered forecast skill. The first was the
adjustment of the forecast variance over the retro-active period, which produced somewhat increased skill
scores, but only for short lead-times. The longer lead forecast skill remained unaltered and poor rainfall
forecasts for three of the four ENSO events occurred because of the inability of the statistical SST forecast
model to correctly estimate anomalies that form the boundary conditions for the GCM. The SST
amplitudes for the ENSO events were always underestimated. Given improved SST forecasts, rainfall
forecast skill should improve significantly. Forcing the GCM with observed rather than predicted SSTs
(i.e. perfect SST forecasts) resulted in smaller discrepancies between predicted and observed rainfall for
the ENSO seasons considered. The 3-month lead-time skill using observed SST improved substantially.
However, the use of observed conditions is useful only for analysing what actually happened and not for
predicting what might happen in a future situation. When using persisted anomalies for predicting the
future SST field, the skill did not necessarily improve when forcing the GCM with persisted August (the
month associated with 3-month lead-times) SST anomalies.

6. CONCLUSIONS

The COLA T30 GCM has been used successfully to predict seasonal rainfall over the summer rainfall
region of southern Africa. It has been found that the multi-tiered approach can be applied in an
operational environment, provided that the spatial characteristics and amplitudes of the SST forcing fields
are described adequately. The multi-tiered scheme is able to produce skill levels that are better than
chance and to outscore the baseline skill level of a linear statistical model. With improved prediction of
SST fields, the multi-tiered scheme has the potential to improve seasonal rainfall forecasts significantly.
Until that time, forecasts produced for long lead times with persisted SST anomalies must suffice.
Significantly, the potential for GCM seasonal forecasting of rainfall over southern Africa is high. In the
past, statistical modelling offered the best prospects for seasonal climate forecasting; in future, GCMs will
undoubtedly provide the best basis for doing so. At present, both methods are needed and are best
blended in a multi-tiered approach to offer pragmatic and cost-effective solutions to a complex problem.
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