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a b s t r a c t 

An increasing number of technologies require prediction of unsteady forced convection in porous media 

when the inlet flow is unsteady. To gain further insight into this problem, the unsteady equations of con- 

tinuity, Navier Stokes and energy are solved within the pores formed by several cylindrical flow obstacles. 

The system is modulated by sine waves superimposed on the inlet flow velocity, and the spatio-temporal 

responses of the flow and temperature fields are calculated. The results are then utilised to assess the 

linearity of the thermal response represented by the Nusselt number on the obstacles. It is shown that 

for linear cases, a transfer function can be devised for predicting the dynamic response of the Nusselt 

number. It is further argued that such a transfer function can be approximated by a classic low-pass fil- 

ter which resembles the average response of the individual obstacles. This indicates that there exists a 

frequency threshold above which the thermal system is essentially insensitive to flow modulations. The 

results also show that changes in Reynolds number and porosity of the medium can push the dynamic 

response of the system towards non-linearity. Yet, there appears to be no monotonic change in the linear- 

ity of the response with respect to the Reynolds number and porosity. In general, it is found that for low 

Reynolds numbers, the dynamics of heat convection can be predicted decently by taking a transfer func- 

tion approach. The findings of this study can enable further understanding of unsteady forced convection 

in porous media subject to time-varying inlet flows. 

© 2020 The Authors. Published by Elsevier Ltd. 

This is an open access article under the CC BY license. ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

The use of porous media in emerging technologies [1 , 2 , 3 , 4 , 5] ,

ncluding electrochemical systems [6 , 7] combustion of carbon-

eutral and renewable fuels [8 , 9] , and micro chemical reactors

10 , 11] , requires an understating of their dynamic responses. This

s because in these applications the inlet fluid flow rate can be-

ome strongly time dependant [12] . Furthermore, it is essential to

e able to predict the thermal response of the system to tempo-

al disturbances superimposed on the inlet flow [13] . Yet, existing

nvestigations of forced convection in porous media have focused

argely on steady phenomena. This trend could be readily observed

n studies involving macroscopic modelling (e.g. [14 , 15 , 16 , 17 , 18] ) as
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ell as in those taking a pore-scale approach to the analysis of

eat convection in porous media (e.g. [19 , 20 , 21 , 22 , 23 , 24 , 25] ). 

Over the last two decades, most theoretical and numerical stud-

es on porous media have been based on the Darcy model and

ts extensions [26 , 27 , 28 , 29 , 30] . Nevertheless, it has been implied

hat the application of this model to periodic flow systems is not

traightforward [6] and thus a pore-scale approach is sometimes

sed for greater accuracy. A small number of studies have inves-

igated unsteady and oscillatory flows in porous media in two-

imensional domains [7 , 8 , 9 , 10] , and even fewer studies have ex-

mined three-dimensional domains [11] . As a result, there appears

o be a gap in understanding the dynamic response of heat trans-

er in porous media to time-varying flows. To evaluate the status

f steady and unsteady pore-scale modelling, here a concise review

f the literature on microscopic studies in porous media is put
orward. 
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Nomenclature 

List of symbols 

a amplitude = ( ma x.sin ( 2 π · f · t ) − min.sin ( 2 π · f · t ) ) / 2 

c p specific heat capacity (J K 

− 1 kg −1 ) 

C capacitance (F) 

d obstacle distance from the inlet (m) 

D particle diameter (m) 

f frequency (Hz) 

h o external heat convection coefficient (W m 

− 2 K 

− 1 ) 

H height (m) 

k thermal conductivity (W K 

− 1 m 

− 1 ) 

l length (m) 

˙ m mass flow rate (kg s − 1 ) 

n Euclidean distance of the normalized Nusselt num- 

ber at each particle 

Nu Nusselt number (-) 

o Discrete Fourier transform single sided amplitude 

spectrum of the normalized Nusselt number at each 

particle 

p pressure (Pa) 

q ′′ heat flux (W m 

− 2 ) 

R resistance ( �) 

Re Reynolds number (-) 

St ( f · D )/ u 

t time (s) 

T temperature (K) 

u flow velocity (m s − 1 ) 

X C capacitive reactance ( �) 

Greek symbols 

μ dynamic viscosity 

ɛ porosity 

ρ density 

φ phase 

ω angular frequency 

δ measure of non-linearity 

ψ temperature/velocity 

Subscripts 

amb ambient 

delay delay 

c cut-off

D based on Darcy 

f fluid 

i obstacle number 

in inlet 

L based on particle diameter size 

ref reference 

x, y, z cartesian coordinates 

Superscript 

¯ mean 

Inspired by the macroscopic study of Kuwahara et al. [31] , Gam-

rat et al. [23] numerically investigated heat transfer over banks of

square rods in aligned and staggered arrangements with a vary-

ing porosity between 0.44 and 0.98. The two-dimensional lami-

nar flow model focussed on low Reynolds number flows and with

two thermal boundary conditions: constant wall temperature and

constant volumetric heat source. The effects of bank arrangements,

porosity, Prandtl and Reynolds number upon the value of the Nus-

selt number were examined. Gamrat et al. [23] showed that the

convective heat transfer coefficient obtained with a constant wall

temperature was significantly higher than previously reported re-

sults. In a similar context, Teruel and Diaz [32] simulated a micro-
copic laminar flow developed through a porous medium formed

y staggered square cylinders. They modelled multiple represen-

ative elementary volumes (REV) to validate their calculations of

acroscopic parameters, such as the interfacial heat transfer coef-

cient by employing a unit periodic cell. The steady flow regime

as varied with Peclet numbers in the range of 10–10 0 0 and

orosities between 0.55–0.95. The interfacial heat transfer coeffi-

ient was also calculated as a function of the REV positions in

he porous structure showing position dependency or pore-scale

uctuations. 

Two-dimensional square and circular cross-sectional models in

 staggered arrangement were developed by Torabi et al. [20] .

 steady laminar flow was numerically simulated with a con-

tant inlet temperature and solid phase temperature. These au-

hors [20] performed a thermodynamic analysis of forced convec-

ion through porous media with a particular focus on entropy gen-

ration. A range of Reynolds numbers and porosities were con-

idered for both Darcy and Forchheimer flow regimes. In keeping

ith the findings of macroscopic models, the results showed that

ncreasing the Reynolds number or decreasing the porosity of the

edium enhances the rate of heat transfer. 

Ozgumus and Mobedi [21] examined the effects of the pore-

o-throat size ratio on the interfacial heat transfer coefficient for

 periodic, two-dimensional porous media containing an inline ar-

ay of rectangular rods. The velocity and temperature distributions

n the voids between the rods were calculated numerically for the

EV using the Navier Stokes equations. The effects of variations in

he pertinent parameters including porosity, the Reynolds number

nd the pore-to-throat size ratio were considered. Ozgumus and

obedi [21] found that the pore-to-throat size ratio could consid-

rably affect the interfacial convective heat transfer coefficient. Ac-

ording to their results, an increase in porosity increases the Nus-

elt number for low pore-to-throat size ratios, but it decreases the

usselt number for high pore-to-throat size ratios. 

In an attempt to gain further insight into combustion in porous

edia, Jouybari et al. [33] conducted a pore-scale simulation of

urbulent reacting flow of air/methane mixture. This study was

ainly concerned with the investigation of multi-dimensional ef-

ects and turbulence on the flame within the pores of a reticu-

ated porous medium. The investigated two-dimensional medium

onsisted of a staggered arrangement of square cylinders, similar

o that of Teruel and Diaz [32] . The stationary Reynolds averaged

avier-Stokes, energy conservation, the species conservation, and

 turbulence model were solved using a finite volume technique.

n this study, the turbulence kinetic energy, turbulent viscosity ra-

io, temperature, flame speed, convective heat transfer, and ther-

al conductivity were compared for laminar and turbulent simula-

ions. Jouybari et al. [33] showed that unlike the previous volume-

veraged simulations (macroscopic) which predicted a flat flame in

he porous medium, a highly curved flame anchored to the square

ylinders was detected in their study. 

Wu et al. [34] numerically simulated convective heat transfer

etween air flow and ceramic foams to optimise the volumetric

olar air receiver performances. They computed the local convec-

ive heat transfer coefficient between the air flow and ceramic

orous foam for which the flow momentum and energy balance

ere solved inside the porous ceramic foam. A sensitivity study

n the heat transfer coefficient was conducted with the poros-

ty, velocity and mean cell size parameters. The Reynolds num-

er based on the pore diameter was between 240–1600, where

art of the flow regime was laminar and the solid was kept at a

niform temperature. Wu et al. [34] stated that the difference be-

ween the laminar flow and the turbulence model was insignificant

nd therefore their study considered only a turbulent flow. The in-

et temperature was kept smaller than the constant temperature of

he ceramic foam to study the convective heat transfer coefficient
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alues. The flow field and heat transfer characteristics were anal-

sed in detail, and based on the results, a correlation for the volu-

etric local convective heat transfer coefficient was developed. 

A numerical investigation of turbulent fluid flow and heat

ransfer in porous media was carried out by Yang et al. [25] .

hey considered a T-junction mixing where a flow is vertically dis-

harged in a three-dimensional fully developed channel flow. The

overning equations were also solved at the pore level using a tur-

ulence model. An inline and a staggered arrangement of pores

ere investigated over a wide range of Reynolds numbers similar

o that of Gamrat et al. [23] . Gaseous nitrogen with a uniform free

tream velocity and a constant temperature entered a clear channel

ith a square cross-section. Similarly, nitrogen gases with uniform

elocity and constant temperature (higher or lower than the chan-

el inlet) were injected through the porous structure and mixed

ith the channel flow in a T-junction arrangement. The surfaces

f the solid porous structure were kept at a constant temperature,

qual to the channel flow whereas all other walls in the model

ere considered adiabatic. Heat transfer examination of the flow

omain revealed that the temperature distribution in the porous

tructure was more uniform for the staggered array. Yang et al.

25] further found that the average Nusselt number in the porous

edium increased drastically with increasing Reynolds number in

he flow under an in-line array, while for the staggered array, it

emained insensitive to Reynolds number. 

Kim and Ghiaasiaan [35] modelled two-dimensional laminar,

teady and pulsating flow through porous media. Their investi-

ated system included several unit cells of porous structures with

inusoidal temporal variations in inlet flow. The porous media con-

isted of periodic arrays of square cylinders with the porosity

anging from 0.64–0.84. The Navier-Stokes equations were solved

or pore-level simulations (microscopic equations) and the ob-

ained results were compared with the volume-averaged equations

macroscopic equations) such as the Darcy-Forchheimer momen-

um equation. The Reynolds number, based on the unit cell length,

f 0.1–10 0 0 was set for steady flow while, that based on the mean

uperficial velocity (0.11 and 560) was used for unsteady simula-

ions. The oscillatory flow consisted of pulsating frequencies rang-

ng between 20–64 Hz with a fixed amplitude of 0.4 for all cases.

im and Ghiaasiaan [35] stated that although the inlet velocity was

inusoidal, the calculated velocity was not exactly sinusoidal, indi-

ating the existence of a non-linearity in the behaviour of the sys-

em. They concluded that the application of the Darcy-extended

orchheimer momentum equation with coefficients representing

teady flow to pulsating flow conditions is only adequate at very

ow-flow (low frequency) conditions [35] . 

Alshare et al. [36] computed laminar steady and unsteady fluid

ows and heat transfer for a spatially periodic array of square rods

epresenting two-dimensional isotropic and anisotropic porous

edia. Uniform heat flux boundary conditions were imposed on

he solid-fluid interface where the Reynolds number was varied

etween 1 and 10 0 0. The microscopic details of the rod arrange-

ent and flow angularity were used to determine the effective

nisotropic properties of the porous medium. The flow was varied

rom 0–90 ◦ relative to the unit cell where the working fluid was

ir. Alshare et al. [36] argued that the permeability of the isotropic

edium was uniform and independent of the flow angle, while for

he anisotropic medium, the permeability varied nearly linearly be-

ween the two principal permeabilities. 

Using the same geometry as Kim and Ghiaasiaan [35] , Pathak

nd Ghiaasiaan [37] investigated solid-fluid heat transfer and ther-

al dispersion in laminar pulsating flow through porous media.

wo dimensional, laminar flows in porous media were composed

f periodically configured arrays of square cylinders with sinu-

oidal temporal disturbances on the inlet flow. Detailed numeri-

al data was obtained for porosities of 0.64–0.84, frequencies of
–100 Hz, and Reynolds numbers of 70–980. Pore-scale volume-

veraged heat transfer coefficients and the thermal dispersion term

ere found to be strong functions of porosity, Reynolds num-

er, and most importantly, the flow pulsation frequency. Based

n the obtained numerical data, correlations were developed for

he cycle-averaged, pore-scale Nusselt number and the dimen-

ional thermal dispersion term. Pathak et al. [38] presented a nu-

erical investigation of the hydrodynamics and conjugate heat

ransfer in porous media with unidirectional-steady and oscilla-

ory flows. The pore-scale simulations used helium as the in-

et fluid with steady and oscillatory flow at two amplitudes and

requencies between 0–60 Hz. The obtained data was then used

o calculate numerous parameters including the unit-cell-length-

ased Nusselt number. It was concluded that predictive meth-

ds and correlations based on unidirectional steady flow should

e avoided in the analysis of periodic flow systems in porous

edia. 

Penha et al. [22] developed a transport model subject to pe-

iodic boundary conditions that describe incompressible fluid flow

hrough a uniformly heated porous solid. The transport model used

 pair of pore scale energy equations to define conjugate heat

ransfer. To cope with the geometrically complex domains, Penha

t al. [22] developed a numerical method for solving the transport

quations on a Cartesian grid. The results obtained by Penha et al.

22] corresponded to two structured models of porous media: an

nline and a staggered arrangement of square rods on fully devel-

ped flows with isothermal walls. The approximation was mod-

lled as a three-dimensional array with a REV where the Reynolds

umber was defined with respect to the reference length of the

odel, as was the Nusselt number. The effects of various system

arameters on the Nusselt number were studied for both arrange-

ents of square rods. Reasonable agreement was shown with the

esults of Kuwahara et al. [31] and other studies for Reynolds num-

er ≥ 10 with the inline arrangement and for the staggered

rrangement, while the two models were almost identical for 10

 Reynolds number ≤ 100. 

It follows from the review of literature that the existing pore-

cale studies on unsteady heat convection in porous media are

hiefly concerned with the accurate evaluation of Nusselt number.

nsurprisingly, this demands conduction of rather extensive com-

utations which are often highly expensive and time consuming.

owever, a number of evolving technologies [9 , 12] require predic-

ion of heat transfer rates in short durations with limited compu-

ational power and under highly dynamic conditions. Hence, there

s a pressing need for the development of low-cost predictive tools

o evaluate the dynamic response of heat transfer in porous me-

ia. Yet, as of now, there exists almost no systematic study on

uch tools. The current work aims to address this issue by using

he outcomes of a pore-scale computational model for the devel-

pment of a predictive heat transfer tool introduced by the clas-

ical theory of control. The study further determines the appli-

ability range of the developed tool through evaluating the non-

inearity of the dynamic response of heat convection in porous

edia. 

The rest of this paper is organised as follows. First, the theo-

etical and numerical methods utilised by the investigation is pre-

ented. This is followed by a discussion of the results and a sum-

ary of the key findings and conclusions of the work. 

. Methodology 

Determining the heat transfer characteristics inside porous me-

ia can be a cumbersome task [39] . Unsteady, multi-dimensional,

ore-scale, simulations are necessary to understand the complex

ransport and the thermal dynamic response of these systems [40] .
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Fig. 1. General sketch of the 3-D pore scale model. 

Fig. 2. Physical model and the coordinate system (a) coordinate system in x-y plane (b) coordinate system in x-z plane (c) single pore structural unit with boundaries in x-y 

plane (d) single pore structural unit with boundaries in x-z plane. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1 

Relative Profile Change Vs Re -injection iteration at differ- 

ent Reynolds numbers. 

Relative Profile Change% 

Injection Level (-) Re L = 50 Re L = 200 Re L = 300 

1 75.6 93.6 90 

2 27.6 58.3 58.4 

3 10.1 36.9 40.6 

4 3.8 23.6 28.6 

5 1.3 15.2 19.9 

6 0.6 9.5 14.1 

7 0 6.1 9.9 

8 0 4 7.1 

9 0 2.6 5 

10 0 1.4 3.4 

11 0 1.1 2.1 

12 0 0.5 1.8 

v  

f  

t  

c  

R  

w  

m  

b  

T  

s  

p

 

e  

d  

n  
2.1. Problem configuration 

A general sketch of the system modelled in this investigation

is shown in Fig. 1 and a schematic diagram is shown in Fig. 2 . A

porous medium is represented by a series of staggered cylinders

over which the fluid flows. The working fluid enters the domain

through a uniform flow moving from left to right. The computa-

tional domain has a total length, l , height, H, while l / H = 20 and

a flow obstacle (cylinder) diameter, D , for which D/ H = 0.4. The

base configuration has a porosity, ɛ , of 0.874. However, the poros-

ity of the porous structures changes with the cylinder diameter.

The working fluids are air, hydrogen and carbon dioxide. 

Ten cylinders are employed along the x-axis. Extensive numer-

ical tests revealed that increasing the number of cylinders beyond

this number does not change the statistics of the flow, and thus

the flow at the end of the current computational domain can be

deemed fully developed. 

To determine the minimum required number of flow obstacles,

simulations were performed on a unit cell model (based on Saito

and de Lemos [41] approach) with periodic boundary conditions at

the inlet and outlet with an obstacle diameter of 0.05 m. The solid

walls were set to isothermal boundary conditions with a temper-

ature of 300 K where no slip conditions were imposed. The in-

let temperature was set to 200 K assuming uniform fluid flow. Al-

though the unit cell model is representative of the inner element

in a porous medium, its application is restricted to steady state

conditions. As a result, a carefully devised approach was taken

to generate a numerical model suitable for unsteady simulations.

This involved utilising the steady unit cell model as a foundation

and then generating a script to re-insert the velocity and temper-

ature profiles from the outlet to the inlet. These simulations were

run continuously until the variance between the inlet and outlet

fell below a designated threshold, described by the Relative Profile

Change, RP C = ( 
∑ 

prof ile 

| ψ outlet −ψ inlet | 
ψ outlet 

) × 100 in which ψ is either the
F  
elocity or temperature. Table 1 displays the results of this study

or three different values of the Reynolds number. Evidently, af-

er approximately 9 iterations and for all Reynolds numbers the

hange in RPC falls below 5%. Hence, it was decided to model the

EV using ten identical obstacles. For validation, the new model

as investigated with the exact same conditions as the unit cell

odel. The tests showed the pressure and temperature profiles to

e almost identical to the profiles after nine level of injections.

hus, a ten obstacle configuration (as shown in Figs. 1 and 2 ) was

elected to carry out the investigations reported in the rest of this

aper. 

Steady state and unsteady responses are considered for the op-

ration of the pore-scale model. This study focuses on the thermal

ynamic response at the pore level, with the introduction of si-

usoidal disturbances on the velocity fluctuations at the inlet (see

igs. 2 a, 2 b and 2 c). Two symmetry planes are imprinted above
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nd below the working model along the y -axis to reduce the com-

utational costs and time. 

The numerical simulations were conducted using STAR-CCM +
2.04.010 – a finite volume based Computational Fluid Dynam-

cs software. An unsteady, three-dimensional, laminar flow model,

oupled with the energy equation, was implemented within the

uid region for higher stability. 

The following assumptions are made throughout the current

nalysis. 

• The flow is laminar. This is justified by noting that the Reynolds

numbers used in this study remain always below 325. 
• The boundary conditions are time independent, and temporal

oscillations are imposed on the inlet flow. 
• As shown in Figs. 1 and 2 , an unconsolidated porous medium

is considered. 

.2. Governing equations, boundary conditions and numerical flow 

olver 

The conservation of mass for the fluid flow between the inlet

nd outlet is given by 

∂ρ

∂t 
+ 

∂(ρu x ) 

∂x 
+ 

∂(ρu y ) 

∂y 
+ 

∂(ρu z ) 

∂z 
= 0 , (1)

s the mass flux enters and leaves the model. Conservation of mo-

entum for the fluid flow through the pores in x, y and z direc-

ions read (
∂ u x 

∂t 
+ u x 

∂ u x 

∂x 
+ u y 

∂ u x 

∂y 
+ u z 

∂ u x 

∂z 

)
= 

− ∂ p 

∂x 
− ∂ 

∂x 

[
−2 μ

∂ u x 

∂x 
+ 

2 

3 

μ

(
∂ u x 

∂x 
+ 

∂ u y 

∂y 
+ 

∂ u z 

∂z 

)]

− ∂ 

∂y 

[
−μ

(
∂ u x 

∂y 
+ 

∂ u y 

∂x 

)]
− ∂ 

∂z 

[
−μ

(
∂ u x 

∂z 
+ 

∂ u z 

∂x 

)]
, (2a) 

(
∂ u y 

∂t 
+ u x 

∂ u y 

∂x 
+ u y 

∂ u y 

∂y 
+ u z 

∂ u y 

∂z 

)
= 

− ∂ p 

∂y 
− ∂ 

∂x 

[
−μ

(
∂ u x 

∂y 
+ 

∂ u y 

∂x 

)]

− ∂ 

∂y 

[
−2 μ

∂ u y 

∂y 
+ 

2 

3 

μ

(
∂ u x 

∂x 
+ 

∂ u y 

∂y 
+ 

∂ u z 

∂z 

)]

− ∂ 

∂z 

[
−μ

(
∂ u y 

∂z 
+ 

∂ u z 

∂y 

)]
, (2b) 

(
∂ u z 

∂t 
+ u x 

∂ u z 

∂x 
+ u y 

∂ u z 

∂y 
+ u z 

∂ u z 

∂z 

)
= 

− ∂ p 

∂z 
− ∂ 

∂x 

[
−μ

(
∂ u x 

∂z 
+ 

∂ u z 

∂x 

)]
− ∂ 

∂y 

[
−μ

(
∂ u y 

∂z 
+ 

∂ u z 

∂y 

)]

− ∂ 

∂z 

[
−2 μ

∂ u z 

∂z 
+ 

2 

3 

μ

(
∂ u x 

∂x 
+ 

∂ u y 

∂y 
+ 

∂ u z 

∂z 

)]
, (2c) 

The conservation of energy for the heat transferring flow is

ritten as 

c p 

(
∂T 

∂t 
+ u x 

∂T 

∂x 
+ u y 

∂T 

∂y 
+ u z 

∂T 

∂z 

)
= 

∂ 

∂x 

(
k f 

∂T 

∂x 

)
+ 

∂ 

∂y 

(
k f 

∂T 

∂y 

)

+ 

∂ 

∂z 

(
k f 

∂T 

∂z 

)
, (3

here all symbols have been defined in the nomenclature. 
The pertinent boundary conditions include the no-slip condi-

ion on the external surface of the cylindrical obstacles. Further,

he top and bottom of the model in the y-direction are selected as

he symmetry planes ( Fig. 2 a). The external surface of the ten ob-

tacles of the model are all set to a constant temperature of 700 K.

he outlet has an initial condition with the ambient temperature

300 K) and is under atmospheric pressure. A coupled flow solver

as used to model the fluid flow, while steady and implicit un-

teady solvers were used throughout this study. 

Under steady conditions, the fluid flow at the inlet was mod-

lled with a uniform velocity and an inlet temperature of 300 K.

he inlet flow velocity was then modulated in time by superim-

osing a sinusoidal wave with variable amplitude and period (fre-

uency): 

 ( 0 , t ) = u in · ( 1 + as in ( 2 π · f · t ) ) . (4) 

The Reynolds number based on the particle diameter is ob-

ained by the following relation. 

 e L = 

u in ρD 

μ
. (5) 

ithin the pore-scale model, heat is transferred by forced convec-

ion as per Newton’s law of cooling: 

 

′′ 
f = h o 

(
T f − T re f 

)
. (6) 

The surface-averaged time-dependant Nusselt number was cal-

ulated over each obstacle of the porous structure to evaluate the

hermal response of the system. The following relation was used

o obtain the numerical value of the Nusselt number [23] . 

 u L = 

q 
′′ 
f 
D 

k 
(
T f − T re f 

) . (7) 

A second-order discretization method was applied to all equa-

ions, and the converged solutions from the steady state simula-

ions were used as the starting point for the unsteady simulations.

he steady state simulations were performed for residual levels of

0 −6 for all equations. The base time step was designated to be

wo orders of magnitude lower than the physical time scale, and

 refined time step was implemented for unsteady cases to attain

reater precision. Additionally, a considerably large value was set

or the maximum time step in the unsteady cases. Furthermore,

he average temperature at the outlet was observed to converge in

ime. If the simulations deviated in the final 10 0 0-time steps by

ess than 0.5 K the simulations were set to be terminated. 

A parametric study was subsequently conducted in which the

eynolds numbers, porosity, working fluids and frequency of the

nlet velocity disturbances were varied systematically. Table 2

hows the operating conditions and the parameters of this study. It

hould be noted that the frequencies of the inlet disturbances are

uite low ( f ≤ 2Hz). This is because only low flow velocities are

onsidered in this work, and therefore the porous system will be

low in responding to temporal disturbances superimpose on the

nlet flow. 

.3. Validation and grid independency 

As shown in Fig. 3 , a polyhedral staggered mesh was used with

rism layers and finer spacing around the inlet, outlet and external

urfaces of the obstacles. Computational tests were performed us-

ng a mesh with varying base size to determine the grid density

hat would achieve an adequate balance between computational

ower and accuracy. The base size specifies the reference length

alue for all relative size controls such as the surface size, maxi-

um cell size, and total prism layer thickness. The value of base

ize varies depending on the model dimensions. To verify the grid

ndependency of the numerical solution, the Nusselt number over
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Table 2 

Operating Conditions. 

Other conditions 

Ambient temperature (K) T amb 300 

Frequency (Hz) f 0.25 0.5 0.75 1 1.5 2 

Reynolds Number Re L 50 150 250 

Geometry 

Pore scale model length (m) l 2.0 

Particle diameter (cm) D 4 5 6 

Porosity ɛ 0.717 0.804 0.874 

Fluid air hydrogen carbon dioxide 

Inlet temperature (K) T in 300 

Inlet pressure (MPa) p in 0.1 

Particle temperature (K) 700 

Fig. 3. Polyhedral staggered mesh of a single pore structural unit as implemented 

in the current simulations. 

Table 3 

Grid Independency. 

Cell Size (m) Number of cells 

Test 1 0.1 204,354 

Test 2 0.05 543,607 

Test 3 0.02 586,929 

Test 4 0.01 611,772 

Test 5 0.005 838,353 

Test 6 0.003 1662,417 

Test 7 0.001 15,662,124 

 

 

 

Table 4 

Validation for Nusselt Number with Torabi et al. [20] . 

Re D Nu ( ɛ = 0.717) Nu (Torabi et al. [20] ) % error 

1 6.26 6.8 8.6 

10 6.9 7 1.4 

50 10.42 10.9 4.6 

100 12.29 13 5.8 

200 15.33 15.9 3.7 
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the obstacles was investigated for seven different base sizes. This

was performed with Re L = 50 and ɛ = 0.717 and the outcomes are

summarised in Table 3 . As the mesh density is increased, the solu-
Fig. 4. a) Comparison between Nusselt Number calculated by the current simulation an

temperature at inlet (black), centre (blue) and outlet (red) for unsteady response, solid an
ion converges. The coarsest mesh, with a cell size of 0.1 m, fails to

ccurately capture the outlet temperature and Nusselt number on

ach particle. However, solutions obtained with grids consisting of

undreds of thousands of cells are reasonably accurate. Higher grid

ensities, up to a cell size of 0.001 m, yield no obvious advantage

n accuracy. Hence, for the three-dimensional pore-scale model, all

olutions presented in this work are achieved using a mesh with

 cell size of 0.005 m. Precautions were taken to ensure sufficient

esh refinement, and adequate mesh resolution. 

The current study is validated using the data reported in Ref.

20] with the use of a circular cross-section configuration, with

arying Reynolds number. The Reynolds number and Nusselt num-

er are calculated by using the Darcian velocity and the bulk tem-

erature as the reference instead of the particle diameter. Table 4

hows good agreement between the current results and those of

ef. [20] . Further, Fig. 4 depicts favourable comparisons of the cur-

ent results with the numerical data of Kawahara et al. [31] and

hen and Wung [42] . Furthermore, to evaluate the unsteady per-

ormance of the simulations, the current configuration without

ylinders was exposed to different ram p disturbances in the flow
d those reported in Refs. [31 , 42] over a single obstacle; b) Temporal variations of 

d dash-dot lines represent DNS and the current simulations, respectively. 
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Fig. 5. Spatiotemporal evolution of the flow field exposed to a sinusoidal inlet velocity disturbance. Fluid type: CO 2 , ?? = 0.874, Re L = 50, f = 0.25 Hz, a = 30%. 
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emperature. The predicted flow temperatures at different loca-

ions along the domain were compared to those predicted by di-

ect numerical simulation (DNS) of the same problem [43] . The

ery good agreement observed in Figs. 4 a and 4 b confirms the va-

idity of the current unsteady numerical simulations. 

. Results and discussion 

Fig. 5 illustrates the spatiotemporal response of the investigated

ow field to a sinusoidal velocity disturbance superimposed on

he inlet flow. The figure corresponds to a case with high poros-

ty and low Reynolds number in which the wake of each obsta-

le is shorter than the distance between two neighbouring ob-

tacles. The steady flow includes low velocity wake regions be-

ind the cylinders surrounded by relatively higher velocity regions

ormed by the passage of the flow between the cylindrical obsta-

les. As clearly shown in Fig. 5 , modulation of the inlet flow by

 sine wave results in a noticeable change in the magnitude of

he velocity around the obstacles. This alteration in the flow ve-

ocity is advected by the mean flow and thus propagates down-
ig. 6. Spatiotemporal evolution of the flow temperature and velocity fields exposed to a s

 = 30% (a) temperature field (b) velocity field. 
tream throughout the domain. Fig. 5 shows two advective sinu-

oidal disturbances. These include one shown on the left-hand side

f the figures advecting through the first few pores of the systems

marked by an arrow), while the other disturbance has already

roceeded towards the outlet. Clearly, influences of the disturbance

pon the velocity field has decayed during the downstream prop-

gation process. This is to be expected as the fluid viscosity tends

o smear out the stronger velocity gradients induced by the flow

isturbance. Modulations of the flow velocity alters the local heat

onvection coefficient, which in turn forms a temporal heat trans-

er response on the external surface of each obstacle. The dynamics

f this response will be investigated in the later parts of this sec-

ion. 

Fig. 6 shows the temperature and velocity fields of an investi-

ated porous medium exposed to sinusoidal disturbances at the in-

et velocity. Development of the steady temperature field is shown

n Fig. 6 a. This represents a typical convective system with con-

tant temperature boundaries in which the flow temperature ap-

roaches that of the boundaries towards the outlet. Introduction of

 velocity disturbance does not appear to have any obvious effect
inusoidal inlet velocity disturbance. Fluid type: H 2 , ?? = 0.717, Re L = 50, f = 0.25 Hz, 
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Fig. 7. (a) Temporal evolution of the normalised Nusselt number over three different obstacles (normalised time = time (s)/period of sine wave(s)), (b) Spectrum of Nusselt 

number. Fluid: air ɛ = 0.874 Re L = 50 f = 0.25 Hz. 
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upon the flow field. It will be shown later that this is because the

velocity disturbance in this case induces a relatively small pertur-

bation in the heat convection coefficient. Nonetheless, it will be

argued that the heat transfer and subsequently the temperature

fields are affected by the disturbance. Fig. 6 b shows the spatiotem-

poral evolution of the flow field during a full period of inlet ve-

locity modulation by a sine wave. The trends shown in this figure

are qualitatively similar to those discussed in Fig. 5 . However, the

changes in the fluid type and the porosity of the medium have

resulted in the intensification of the velocity effects of the flow

disturbance. It is worth noting that the local maximum velocity

in Figs. 6 b and 5 are well below 1 m/s (Reynolds numbers below

325) and thus the transition to turbulence in any part of the flow

remains unlikely. 

The normalised Nusselt number on each obstacle is defined as

Normalised Nu = N u L ÷ N u L where N u L is the mean Nusselt num-

ber averaged over the entire external surface area of the obstacle

in the steady flow. Fig. 7 shows the time trace of the normalised

Nusselt number when the flow is modulated by a sinusoidal dis-

turbance with a frequency of 0.25 Hz. It is clear that the temporal

response of the Nusselt number over the three examined obsta-

cles closely resembles a sine wave, while there is a significant drop

of the amplitude for those obstacles that are located farther from

the inlet. This observation is further confirmed by the spectra of

the traces of Nusselt numbers’ response (calculated through using

fast Fourier transform, FFT) shown in Fig. 7 b. The occurrence of re-

sponse at the same frequency as the input excitation is a classical

sign of a linear system [44 , 45] . It is, therefore, inferred that in this

case heat transfer in the porous medium can be approximated as

a linear dynamic system. 

The dynamics of a linear system can be readily predicted by a

transfer function, which gives information on both the amplitude

and phase of the response [44] . The transfer function of a linear

dynamical system can help predict the responses of such a system

to any input disturbance. This is because any arbitrary disturbance

at the system input can be decomposed into a series of sinusoidal

disturbances by utilising the Fourier transform. The transfer func-

tion enables predicting the system response to each of those sinu-

soids and the linearity of the system allows adding them to deter-
ine the system response to the arbitrary input disturbance. The

oncept of a transfer function is usually used for a single input,

ingle output system. Here, we consider the oscillating inlet flow as

he input of a dynamic system for which the oscillating normalised

usselt number at a given obstacle is the output. As a result, in

he current problem, ten transfer functions can be defined for the

en considered obstacles (see Fig. 2 ). The amplitude of these trans-

er functions is defined as a (ω) = | Normalised N u L i (ω) | in which

 denotes the obstacle number. The amplitude and phase of these

ransfer functions were calculated for all obstacles and two repre-

entative set of results are shown in Fig. 8 . The amplitudes of the

ransfer functions shown in Figs. 8 a and 8 b clearly indicate that the

ystem is most responsive to the lowest excitation frequencies. As

xpected, the amplitude of the response for the obstacles situated

arther from the inlet is significantly smaller than those located

pstream. This is due to the decay of disturbance throughout the

dvection process (see Figs. 5 and 6 ). As the frequency of the input

ine wave increases, the amplitude of the response drops consider-

bly. This behaviour can be consistently observed for all the obsta-

les considered in Figs. 8 a and 8 b. The strong response of the nor-

alised Nusselt number to low-frequency sinusoids is in keeping

ith those already reported for other mechanical [46] and ther-

al systems [47 , 48] . In general, low-frequency disturbances pro-

ide a longer time for a physical system to respond and thus a

arger amplitude is often obtained at low frequencies of the in-

ut disturbance. In the current case, the low-frequency sinusoidal

isturbances provide enough time for the process of heat convec-

ion on the surface of the obstacle to be completed. Yet, as the

requency of the flow disturbance increases, the available time for

he interactions between the disturbance and heat convection be-

omes shorter and thus the amplitude of the response diminishes.

lthough not shown in Fig. 8 , a simple extrapolation reveals that at

 certain high frequency, the system response drops to almost zero.

his is where the disturbance is temporally so short that the heat

onvection process essentially cannot respond to it. Once again,

his feature is analogous to those reported for other thermofluid

ystems [47 , 48] . 

Figs. 8 c and 8 d indicate that the phase of the transfer func-

ion resembles that of a classic convective lag [45] . This is the time
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Fig. 8. Transfer functions of heat convection evaluated over different obstacles (C1-C5), (a) Fluid: CO 2 , ?? = 0.874 Re L = 50– Transfer function amplitude, (b) Fluid: H 2 , 

?? = 0.804 Re L = 50– Transfer function amplitude, (c) Fluid: CO 2 , ?? = 0.874 Re L = 50– Phase of transfer function, (d) Fluid: H 2 , ?? = 0.804 Re L = 50– Phase of transfer 

function. 
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lapsed for the flow disturbance to move from the inlet to a given

article. For a system with a constant convective lag, the phase will

e a straight line. The deviation from this implies changes in the

dvective velocity of the disturbance. As already discussed, this is

ecause of the decay and annihilation of the initial disturbances

uring the process of advection over flow obstacles. Considering

hese trends, the transfer function of the thermal system including

ll ten obstacles can be approximated in two different ways. First,

he responses of all obstacles can be simply averaged. Second, the

mplitude of the thermal system can be approximated as a ‘low-

ass filter’ [49 , 50 , 51] while, the phase is governed by a convective

ag. It is well established that many thermofluid systems are prac-

ically low-pass filters [52 , 53] ; as such they respond only to low

requencies and become irresponsive to any excitation that exceeds

 certain frequency. The low-pass filter only allows low frequency

ignals from 0 Hz to a cut off frequency, f c to pass whilst blocking

hose any higher. From visual inspection, it can be seen in Figs. 8 a

nd 8 b that the cut-off frequency is around a Strouhal number of

ne. Eqs. (8a) and (8b) are the modified relations used to create

 low-pass filter for the average amplitude of the thermal system
52 , 53] . 

ow pass f ilter = ā · X C √ 

R 

2 + X 

2 
C 

, (8a)

 C = 

1 

2 π fC 
, (8b) 

here all terms are defined in the nomenclature. The low-pass fil-

er introduced in Eqs. (8a) and (8b) and illustrated in Fig. 8 repre-

ents an approximation of the heat transfer dynamics of the porous

ystem. Fig. 8 further shows that the amplitude of the transfer

unction predicted by the low-pass filter is close to the average re-

ponse. The phase of the system can be simply approximated by

hat of e i 2 π f ( t+ τ j ) in which τ j is the time taken for the disturbance

o travel from the inlet to obstacle j. 

The foregoing findings on the transfer function were entirely

ased upon the assumption of linearity of the system, as confirmed

y Fig. 7 . However, there are cases for which the system dynamics

re no longer linear. For example, Fig. 9 shows the time trace and

pectrum of the Nusselt number for a case similar to that shown in
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Fig. 9. (a) Temporal evolution of the normalised Nusselt number on three different obstacles (normalised time = time (s)/period of sine wave(s)), (b) Spectrum of Nusselt 

number. Fluid: CO 2 ?? = 0.804, Re L = 150, f = 0.25 Hz. 

Fig. 10. Phase Portrait (Lissajous pattern), (a) linear case: Air, ?? = 0.804, Re L = 50, f = 0.25 Hz, (b) mildly non-linear case: Air, ?? = 0.804, Re L = 250, f = 0.25 Hz, (c) 

non-linear case: CO 2 , ?? = 0.804, Re L = 250, f = 0.75 Hz. 
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Fig. 7 but with a different type of fluid and a higher Reynolds num-

ber. The appearance of two peaks in the spectra, particularly for

obstacles farther from the inlet, is a clear indication of deviation

from linearity. This is further supported by Fig. 10 which shows

the phase portrait (Lissajous pattern) of the normalised Nusselt

number calculated for three different cases. Fig. 10 a corresponds

to a case with a linear response in which the oval shapes in the

phase portrait are axisymmetric. However, this feature disappears

in Figs. 10 b and 10 c indicating a progressive departure from the

linear response. Fig. 10 c corresponds to a strongly nonlinear sys-

tem for which the phase portrait can become significantly asym-

metric [54] . Prediction of the dynamics of nonlinear systems is

quite involved and, in many instances, the only way to predict the

behaviour of such systems is through high-order modelling, which

can be computationally expensive. This is, of course, very differ-

ent from the linear approach discussed earlier in which the whole

dynamics could be inferred from the transfer function with little

computational cost. It is therefore essential to identify the condi-

tions under which the system can be approximated as a linear sys-

tem. This, in turn, calls for the quantification of nonlinearity. 

Here, a measure of non-linearity is introduced to evaluate the

deviation from linearity of the response. This is given by 

δ = 

n 

n − o 
, (9)
here δ is the measure of non-linearity, n , Euclidean norm of the

ormalized Nusselt number recorded at each obstacle and o is the

iscrete Fourier transform single-sided amplitude spectrum of the

ormalized Nusselt number at each obstacle [55] . Eq. (9) assigns

 value of 0 to a completely linear system and gives a value of 1 to

 completely nonlinear system. Thus, any real dynamic system will

e assigned a value between 0 and 1. Fig. 11 shows the values of

he measure of non-linearity ( δ) calculated for all ten obstacles, in-

icating that the extent of nonlinearity can vary significantly with

requency. That is to say that for a given obstacle, the Nusselt num-

er can respond almost linearly to a disturbance at one frequency

nd strongly nonlinearly to another frequency. Fig. 11 shows that

he response of all obstacles to high frequency disturbances re-

ains nearly linear. However, the response to the lowest frequency

an be strongly nonlinear. The physical origin of nonlinearly in

he present problem is the interactions between the flow distur-

ances and the boundary layers around the obstacles as well as

hose with the wake region behind the obstacle. Such interactions

re very complex, and their predictions require detailed analysis.

he current results indicate that the long duration (low frequency)

isturbances have sufficient time to go through these interactions

nd thus can render a nonlinear response. However, the short-term

igh-frequency disturbances somehow by-pass the fluid dynamic

nteractions, providing an almost linear response with a smaller

mplitude. 
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Fig. 11. The value of measure of nonlinearity of Nusselt Number over different ob- 

stacles – Fluid: Air, ?? = 0.874, Re L = 250. 

Fig. 12. The maximum value of measure of nonlinearity in Nusselt Numbers, for 

air. A) St = 0.125, C9 B) St = 0.125, C7 C) St = 0.125, C2 D) St = 0.125, C2 E) St = 0.125, C8 

F) St = 0.125, C2 G) St = 1, C2 H) St = 0.125, C6 I) St = 0.25, C2. 
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Here, the focus is on identifying the conditions for which the

onlinear response can be safely ignored and thus the dynam-

cs of heat transfer can be predicted by the straightforward trans-

er function approach. Fig. 12 shows the maximum non-linearity

actor as a function of porosity and Reynolds number for all six

nvestigated Strouhal numbers and across all ten obstacles with

he working fluid of air. This figure shows the maximum value

f the measure of nonlinearity for each combination of Reynolds

umber and porosity (total of 9). It also specifies the obstacle

umber and Strouhal number for which the maximum is reached.

his figure clearly shows that there is no monotonic trend with

eynolds number and porosity. For example, the maximum value

f the measure of nonlinearity at Re L = 50 is close to zero and

t increases to a higher value as the Reynolds number increases

o 150. However, it drops down again when the Reynolds num-

er increases to 250. This is an important result, as there is of-

en a notion that lower Reynolds numbers render linear response

nd higher Reynolds numbers contribute to nonlinearity. Such an

xpectation stems from the macroscopic models of fluid flow in
orous media (e.g. the Darcy and Darcy-Brinkmann-Forchheimer

odels) which add nonlinearity only to the higher Reynolds num-

er flows. However, the current results indicate that for a dynamic

roblem the situation can be more complicated, and the Reynolds

umber and porosity can both affect the level of nonlinearity in

 non-monotonic fashion. Fig. 12 , nonetheless, shows that, regard-

ess of the value of porosity, the level of nonlinearity always re-

ains reasonably small at the lowest investigated Reynolds num-

er ( Re L = 50). It can be postulated that for low enough Reynolds

umbers, the system is almost linear and thus the transfer function

pproach can be utilised to predict the dynamics of heat transfer.

et, increases in Reynolds number do not necessarily push the sys-

em towards a nonlinear response. 

. Summary and conclusions 

Unsteady forced convection in porous media can occur in sys-

ems subject to time-varying inlet flows. Examples of such systems

an be readily found in electrochemical systems and porous burn-

rs used for the combustion of renewable fuels. In these applica-

ions, it is necessary to predict the heat transfer response of the

ystem to arbitrary disturbances superimposed upon the inlet flow.

lthough it is possible to numerically model such responses, do-

ng so is likely to be computationally demanding. Yet heat trans-

er predictions should be made over a short period of time with

imited computational power. It is, therefore, desirable to use the

lassic methods of predicting the system dynamics without con-

ucting a detailed computational study for every disturbance that

he system may become exposed to. Nonetheless, such methods

e.g. transfer functions) are mostly limited to linear dynamical sys-

ems. This raises an important need to critically assess the linear-

ty of the dynamic response of heat convection in porous media

nd to determine the conditions under which a transfer function

pproach can be used. To address this issue, a pore-scale analy-

is of unsteady forced convection was conducted in a reticulated

orous medium consisting of several flow obstacles and subject

o a temporally modulated inlet flow by a sinusoidal disturbance.

he spatio-temporal evolutions of the flow disturbances within the

nvestigated porous medium were simulated numerically. Further-

ore, the Nusselt number on each flow obstacle was considered

s the output of a dynamic system for which linearity was subse-

uently assessed. The key findings of this study can be summarised

s follows. 

• At low Reynolds numbers, the heat transfer response remains

almost linear and therefore, a transfer function approach can

be used to predict the system dynamics. 
• The transfer functions of all obstacles are most responsive to

low-frequency excitation and nearly insensitive to higher fre-

quencies and, therefore closely resemble a low-pass filter. 
• Low-frequency disturbances appeared to be more likely to lead

to nonlinear response. This can be attributed to the availability

of enough time for the flow disturbance to interact with the

boundary layers formed around the obstacles. 
• For linear cases, the average amplitude and phase response of

the porous medium can be approximated by a low-pass filter

and a convective lag, respectively. 
• Calculation of the measure of nonlinearity revealed that, rather

counterintuitively, increases in Reynolds number do not neces-

sarily enhance the nonlinearity of the heat transfer response.

In fact, non-monotonic trends in the level of nonlinearity were

observed with respect to the Reynolds number and porosity of

the medium. 

It remains as a future task to develop low-cost models for pre-

iction of the dynamics of heat transfer when the system is non-

inear. 
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