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Abstract 

Rheological transitions from suspension flow to granular deformation and shear 

cracking are investigated in equiaxed-globular semi-solid alloys by combining synchrotron 

radiography experiments with coupled lattice Boltzmann method, discrete element method 

(LBM-DEM) simulations. The experiments enabled a deformation mechanism map to be 

plotted as a function of solid fraction and shear rate, including a rate dependence for the 

transition from net-contraction to net-dilation, and for the initiation of shear cracking. The 

LBM-DEM simulations are in quantitative agreement with the experiments, both in terms of 

the strain fields in individual experiments and the deformation mechanism map from all 

experiments. The simulations are used to explore the factors affecting the shear rate 

dependence of the volumetric strain and transitions. The simulations further show that shear 

cracking is caused by a local liquid pressure drop due to unfed dilatancy, and the cracking 

location and its solid fraction and shear rate dependence were reproduced in the simulations 

                  



using a criterion that cracking occurs when the local liquid pressure drops below a critical 

value. 

 

Keywords：Semi-solid; Dilatancy; Synchrotron radiation; Image analysis; Discrete element 

method 

 

1. Introduction 

Pressurised casting processes that deform alloys as they solidify are widely used. 

Examples include high-pressure die casting [1-4], twin-roll casting [5-7], and the soft 

reduction in the continuous casting of steel [8, 9]. However, their use is often limited by 

semi-solid deformation-induced casting defects such as macrosegregation [6, 10-16], and 

shear cracking [11, 17]. To optimize these processes and gain better control of these defects, a 

deeper understanding of semi-solid alloy deformation is required. 

Recent studies have proposed a granular mechanics framework [13, 18-22] for equiaxed 

semi-solid rheology with similarities to critical state soil mechanics in civil engineering [23-

25]. A key feature of this framework is that the packing density (solid fraction) of the grains 

changes during deformation, with grains pushing each other apart at high solid fraction 

similar to Reynolds‟ dilatancy [26] in densely packed granular materials [24]. This 

framework has been confirmed by direct observation of grain rearrangement during semi-

solid deformation using thin-sample radiography [27-34] and bulk-sample tomography [35-

37]. However, the combined influences of initial solid fraction and strain rate on semi-solid 

deformation behaviour, cracking susceptibility, and interstitial liquid flow remain unclear. 

A range of semi-solid modelling approaches have been developed including thixotropic 

viscosity-based models [38-42], finite-element models describing the semi-solid as a 

                  



viscoplastic and partially cohesive medium [43-46], and thermomechanical model for 

studying deformation-induced macrosegregation [8, 47-52]. Some models have considered 

strain heterogeneity at the grain level either by coupling a hydromechanical granular model 

with the finite element method [53-56], including local grain rearrangement and a dilatancy 

term in a constitutive strain localisation criteria [57-60], or directly adapting the shape of 

equiaxed grains to generate a numerical assembly and using this in the particulate discrete 

element method (DEM) [61, 62]. 

A challenge in semi-solid deformation modelling is spanning across rheological 

transitions; for example, a model that can handle both the suspension regime and the granular 

regime (where grains/crystals form a percolating network), while capturing strain localization 

that can become casting defects. These challenges can be addressed by using DEM coupled 

with the lattice Boltzmann method (LBM), which can simulate interstitial liquid flow, solid-

liquid interactions, and changes of local liquid pressure in response to dilation/contraction of 

the DEM grain assembly. DEM can be coupled with computational fluid dynamics (CFD). 

The main advantages of choosing LBM to couple with DEM are: (i) its ability to capture the 

interstitial liquid space without the need for remeshing, (ii) flexibility of specifying the spatial 

resolution and boundary conditions, (iii) the usage of a time-stepping algorithm which is 

similar to DEM, and (iv) a straightforward formulation of solid-liquid momentum 

interactions [63-69]. 

Previously, we presented a coupled LBM-DEM approach for simulating semi-solid alloy 

deformation and validated it against synchrotron imaging datasets of semi-solid shear [62]. 

Here, we extend the modelling approach to account for strain rate effects and demonstrate 

that it can capture the key features of synchrotron imaging experiments at shear rates 

spanning 10
-4

–10
-1

s
-1

 and solid fractions spanning 38% – 85%. The experiments and 

simulations are then combined to build the understanding of the rheological transitions that 

                  



occur with changing shear rate and solid fraction, and demonstrate that the modelling 

approach can span across these transitions. 

 

2. Methods 

2.1. Synchrotron radiography 

Ingots of Al-xCu containing 6, 8, or 15 wt% Cu were cast with an Al-5Ti-1B grain 

refiner to create fine equiaxed microstructures. Thin-plate samples with thickness 150 - 200 

µm and approximately one -Al grain thick were prepared by slicing and grinding the ingots 

with SiC paper, and were then placed in the 200 µm thick cavity of the thin-sample direct-

shear cell apparatus described in reference [30] and shown in Fig. 1a. 

In-situ experiments were conducted on beamlines BL20XU and BL20B2 at the SPring-8 

synchrotron using the in-situ heating, displacement and recording apparatus developed by 

Yasuda and co-workers [29, 70-73]. A monochromatic X-ray beam was used with energy of 

14-16keV, and the transmitted beam was captured with a CMOS-detector after a phosphor 

screen [30, 74]. Depending on the beamtime, the square FOV had side length in the range 5.1 

mm to 5.6 mm and was recorded as 1024x1024 or 2048x2048 images in 16-bit depth. 

In each experiment, the whole deformation system was heated in the furnace to a 

temperature in the solid + liquid region under vacuum level < 10Pa. A constant mean 

volumetric solid fraction throughout the sample, 𝑔𝑆
0, with globular morphology was attained 

by isothermally holding the semi-solid sample for 30 minutes (
0
 indicates parameters prior to 

deformation). Note that some particles will be ground flat when preparing a 150 - 200 μm 

slice but, during isothermal holding in the semi-solid region for 30 minutes prior to 

deformation, these particles will become rounded again due to coarsening. Isothermal shear 

deformation was then applied by the upward displacement of a mobile 150 µm thick Al2O3 

                  



push plate with a nearly constant rate 𝑑𝑢𝑦 𝑑𝑡⁄  as indicated in Fig. 1a. 

16 shear deformation experiments were conducted on semi-solid samples that had 

average grain size 𝑑̅ less than 200 µm (with 500 – 2000 grains in the FOV), with a range of 

initial volumetric solid fractions between 𝑔𝑆
0 = 44% – 85%, and a range of constant push 

plate displacement rates from 𝑑𝑢𝑦/𝑑𝑡 = 1 – 2800 m·s
-1

 (corresponding to global shear rates 

on the order 10
-4

–10
-1

s
-1

). 

An additional heating experiment “38% - 0m·s
-1

” was conducted to explore the 

transition from a solid network to a floating suspension. An Al-15Cu sample with size 10mm 

× 5mm × 0.2mm was heated in the furnace to reach 𝑔𝑆~50% and held for 30 minutes. The 

system was then heated stepwise with temperature increments of 2°C and held for ~30 

seconds at each step. The X-ray imaging continued until the whole thin sample was totally 

remelted. Note that in the 38% - 0m·s
-1

 dataset the push-plate was not moved and all grain 

motion occurred due to buoyancy. 

 

2.2. Synchrotron image processing and quantification 

The X-ray intensity processing followed the approach developed in references [27, 62] 

using an averaging approach on the fraction of solid in the beam path at each pixel based on 

the Beer-Lambert law [75]. The representative elementary volume (REV) was defined as a 

projected area of √10𝑑̅  ×  √10𝑑̅, where 𝑑̅ is the mean -Al grain size. The volumetric solid 

fraction prior to deformation 𝑔𝑆
0  was directly evaluated from the initial image for each 

dataset. 

𝐿𝑆
0

𝐿𝑎𝑙𝑙𝑜𝑦
0 =

ln 𝐼𝑆𝐿
0 − ln 𝐼𝐿

0

ln 𝐼𝑆
0 − ln 𝐼𝐿

0  (1a) 

𝑔𝑆.𝐴
0 = ⟨𝐿𝑆

0 𝐿𝑎𝑙𝑙𝑜𝑦
0⁄ ⟩

𝐴
 (1b) 

 

                  



where 𝐼𝑆𝐿
0  is the intensity of the transmitted beam through the solid-liquid mixture, 𝐼𝐿

0 is the 

transmitted intensity through 100% liquid, and 𝐼𝑆
0 is the transmitted intensity through 100% 

solid. To measure the global 𝑔𝑆
0, the averaging area 𝐴 was chosen to be close to the FOV. 

The transmitted X-ray intensity through a sample during deformation, 𝐼𝑆𝐿
𝑛 , is affected by 

small changes in the sample thickness field 𝐿𝑎𝑙𝑙𝑜𝑦
𝑛  in addition to the distribution of the solid 

and liquid phase (
n
 indicates parameters at frame n during deformation). 𝐿𝑎𝑙𝑙𝑜𝑦

𝑛  can be 

expressed as: 

𝐿𝑎𝑙𝑙𝑜𝑦
𝑛 = 𝐿𝑎𝑙𝑙𝑜𝑦

0 +
ln(𝐼𝑆𝐿.𝑚𝑖𝑛

0 /𝐼𝑆𝐿.𝑚𝑖𝑛
𝑛 )

𝜇𝐿
+
(𝜇𝐿 − 𝜇𝑆)(𝐿𝑆.𝑚𝑖𝑛

𝑛 − 𝐿𝑆.𝑚𝑖𝑛
0 )

𝜇𝐿
 (2) 

 

Eq. (2) is useful when the local minimum thickness of the solid phase 𝐿𝑆.𝑚𝑖𝑛
𝑛  can be 

evaluated (e.g., 𝐿𝑆.𝑚𝑖𝑛
𝑛 = 𝐿𝑆.𝑚𝑖𝑛

0  in a negligibly-deformed region, or 𝐿𝑆.𝑚𝑖𝑛
𝑛 = 0 for any REV 

with a fully liquid region in the beam path). Alternatively, 𝐿𝑎𝑙𝑙𝑜𝑦
𝑛  can be evaluated from the 

transmitted intensity through regions of nearly 100% solid through Eq. (3): 

𝐿𝑎𝑙𝑙𝑜𝑦
𝑛 =

ln 𝐼𝑆
0 − ln 𝐼𝑆

𝑛

𝜇𝑆
+ 𝐿𝑎𝑙𝑙𝑜𝑦

0  (3) 

 

The volumetric solid fraction field for radiograph 𝑛, 𝑔𝑆.𝑅𝐸𝑉
𝑛 , was then obtained from the 

𝐿𝑎𝑙𝑙𝑜𝑦
𝑛  and 𝐼𝐿

𝑛 fields: 

𝐼𝐿
𝑛 = 𝐼𝐿

0𝑒−𝜇𝐿(𝐿𝑎𝑙𝑙𝑜𝑦
𝑛 −𝐿𝑎𝑙𝑙𝑜𝑦

0 )
 (4a) 

𝑔𝑆.𝑅𝐸𝑉
𝑛 = ⟨

𝐿𝑆
𝑛

𝐿𝑎𝑙𝑙𝑜𝑦
𝑛 ⟩

𝑅𝐸𝑉

= ⟨
ln 𝐼𝑆𝐿

𝑛 − ln 𝐼𝐿
𝑛

𝐿𝑎𝑙𝑙𝑜𝑦
𝑛 (𝜇𝐿 − 𝜇𝑆)

⟩

𝑅𝐸𝑉

 (4b) 

 

The REV-averaged solid fraction fields 𝑔𝑆.𝑅𝐸𝑉
0  and 𝑔𝑆.𝑅𝐸𝑉

𝑛  were used to derive the 

volumetric strain field 𝜀𝑣𝑜𝑙
𝑛  caused by changes in solid packing density, giving the volumetric 

                  



strain of any REV: 

𝜀𝑣𝑜𝑙
𝑛 =

𝑔𝑆.𝑅𝐸𝑉
0

𝑔𝑆.𝑅𝐸𝑉
𝑛 − 1 (5) 

 

2.3. Theoretical formulations for coupled LBM-DEM simulations 

The simulations involved a coupled LBM-DEM approach in two-dimensions (2D) 

where the starting microstructures and boundary conditions were taken from thin-plate 

experiments. In this work, an LBM code was written in the FISH scripting language within 

the DEM program PFC2D Ver. 5.0 (Itasca Consulting Group, Inc). The coupled LBM-DEM 

approach is summarised in Fig. 2 and is explained in detail next.  

The particulate discrete element method (DEM) reproduces a disordered grain assembly 

in contact (light grey particles in Fig. 1b and c), and models interactions between two DEM 

particles/grains by a specified mechanical contact model [76, 77]. Through updating positions 

and orientations of the DEM grains at discrete time intervals under dynamic equilibrium, the 

local changes in packing density due to grain rearrangement arise naturally as emergent 

phenomena. The lattice Boltzmann method (LBM) [78-83] was used to model the interstitial 

liquid (dark grey in the interstices in Fig. 1b and c). This method evaluates the evolution of 

the physical quantities of liquid flow by calculating the discrete Boltzmann equation across a 

discretised space (i.e. the regular blue grid in Fig. 1c and d).  

In the DEM model, each globular -Al grain is modelled as a pair of overlapping circles 

(Fig. 1c, and magnified view Fig. 1d) that interact with neighbouring grains through contact 

forces. For example in Fig. 1d, circle A1 (a sub-grain circle of grain A) and circle B2 (a sub-

grain circle of grain B) are in contact. A finite amount of grain overlap (𝑈𝑛 in Fig. 1d) at this 

contact determines a contact force by a constitutive contact law; positions and orientations of 

grain A are updated from the average of contact forces and using an explicit Verlet type time 

                  



integration algorithm [84]. The constitutive contact law used in this paper is comprised of 

four components: (i) an elastic part, (ii) a damping part, (iii) a rolling resistance part, and (iv) 

a plastic force-displacement relationship. The first three parts are standard for DEM 

simulations on quasi-rigid particles. The fourth part was introduced to capture grain plasticity 

using the contact force-displacement relationship of an ideal plastic solid with very little 

work hardening [85] after a yielding contact force (effectively, the flow stress) 𝐹𝑦 is reached, 

and including strain-rate sensitivity to the flow stress of the solid at T/Tm~1, similar to that 

previously measured in solid alloys at high homologous temperature [86]: 

𝐹𝑦 − 𝐹0 ≈ 2.40 × 10−8 ∙ [
𝑑𝑢𝑦
𝑑𝑡

 ]

0.26

 (6) 

 

where 𝐹0 is the average contact force magnitude prior to deformation. The coefficients for the 

contact model are summarized in Table 1, where 𝑘, 𝜇, and 𝜇𝑟  were optimised and validated 

against in-situ semi-solid deformation experiments in reference [62] using the same shear cell 

and alloy. Greater detail of the constitutive contact law used is given in SI Section 2. 

Fig. 1c and d show that both the DEM grain and interstitial space are covered by 

discretised regular lattice nodes, and each node (with position 𝐱𝑖 ) accommodates fictive 

liquid that is allowed to move along 9 discretised directions (𝐞0…𝐞8, termed the LBM D2Q9 

model [87]). The quantity of fictive liquid under equilibrium condition 𝑓 
𝑒𝑞
= 𝑓 

𝑒𝑞
(𝐱𝑖, 𝑡) is: 

𝑓 
𝑒𝑞
= 𝑤 𝜌[1 + 3

𝐞 ∙ 𝐮

𝑐2
+
9

2

(𝐞 ∙ 𝐮)
2

𝑐4
−
3

2

𝐮 ∙ 𝐮

𝑐2
] (7) 

 

where 𝑤  is a weighting factor, 𝜌 = 𝜌(𝐱𝑖, 𝑡) is the macroscopic liquid density of the node 𝐱𝑖, 

𝐮 = 𝐮(𝐱𝑖, 𝑡) is the macroscopic liquid velocity vector, and 𝑐 is the lattice speed defined as the 

ratio of the lattice node spacing δ𝑥 (shown in Fig. 1d) to the LBM calculation timestep δ𝑡. 

The discretised velocities, 𝐞 , and weighting factor, 𝑤 , in the D2Q9 model can be 

                  



represented as [87]: 

𝐞0 = 𝑐(0,0);𝑤0 = 4/9 

𝐞 = 𝑐 (cos [
(α − 1)𝜋

2
] , sin [

(α − 1)𝜋

2
]) ;𝑤 =

1

9
      𝛼 = 1 − 4 

𝐞 = √2𝑐 (cos [
(2α − 1)𝜋

4
] , sin [

(2α − 1)𝜋

4
]) ; 𝑤 =

1

36
      𝛼 = 5 − 8 

(8) 

 

Non-equilibrium distribution functions 𝑓 = 𝑓 (𝐱𝑖, 𝑡) for each node and the interaction 

between nodes are processed by collision and streaming schemes. The collision scheme 

operates within each node 𝐱𝑖  locally to get updated distribution functions 𝑓 (𝐱𝑖, 𝑡 + δ𝑡). This 

research used an immersed boundary scheme (IBS) originated by Noble and Torczynski [64] 

to consider the moving obstacle (DEM grains) affecting the liquid flow: 

𝑓 (𝐱𝑖 , 𝑡 + δ𝑡) = 𝑓 (𝐱𝑖 , 𝑡) + 𝐵𝛺 
𝑆𝑗𝑘

−
1

𝜏
(1 − 𝐵)[𝑓 (𝐱𝑖 , 𝑡) − 𝑓 

𝑒𝑞(𝐱𝑖, 𝑡)] (9) 

 

where 𝜏 is a dimensionless relaxation factor; 𝜏 = 𝜆/δ𝑡 (𝜆 is relaxation time). 𝛺 
𝑆𝑗𝑘

 refers to 

collision terms between circle 𝑘 in grain 𝑗 and liquid nodes associating with this circle shown 

in Fig. 1d. 𝐵 is a weighting function expressed as: 

𝐵 =  𝐵(𝑓𝑆.𝐱𝑖 , 𝜏)  =
𝑓𝑆.𝐱𝑖(𝜏 − 0.5)

(1 − 𝑓𝑆.𝐱𝑖) + (𝜏 − 0.5)
 (10) 

 

𝑓𝑆.𝐱𝑖  is the 2D solid fraction in the associated area [65] shown in Fig. 1d. The IBS evaluates 

the collision term 𝛺 
𝑆𝑗𝑘

 based on the concept of “bounce-back” of the nonequilibrium part of 

the PDF [88]: 

𝛺 
𝑆𝑗𝑘

= 𝑓− (𝐱𝑖, 𝑡) − 𝑓 (𝐱𝑖 , 𝑡) + 𝑓 
𝑒𝑞(𝜌, 𝐮𝑆𝑗𝑘) − 𝑓− 

𝑒𝑞(𝜌, 𝐮) (11) 

 

where 𝐮𝑆𝑗𝑘  is the velocity of the circle 𝑘 in grain 𝑗. −𝛼 indicates the direction opposite to 𝛼. 

                  



For example, the opposite of 𝑓7 is 𝑓5. Note that this LBM-IBS framework has been widely 

used in ref. [65, 67, 89-92], and 𝐵 = 0 will reduce Eq. (9) to typical LBM collision following 

the BGK model [93], which ensures mass and momentum conservation (equivalent to energy 

conservation for incompressible flows) [94]. The updated PDFs 𝑓 (𝐱𝑖, 𝑡 + δ𝑡)  after the 

collision operation on each node should be streamed for the propagation of fluid packets to its 

neighbouring nodes 𝐱𝑖 + 𝐞 δ𝑥: 

𝑓 (𝐱𝑖 + 𝐞 δ𝑡, 𝑡 + δ𝑡) = 𝑓 (𝐱𝑖, 𝑡 + δ𝑡) (12) 

 

Finally, the macroscopic liquid flow quantities (mainly liquid density 𝜌 = 𝜌(𝐱𝑖, 𝑡) , 

momentum 𝐣 = 𝐣(𝐱𝑖, 𝑡), and flow velocity 𝐮 = 𝐮(𝐱𝑖, 𝑡)) are updated based on the calculated 

non-equilibrium PDFs: 

𝜌(𝐱𝑖 , 𝑡) = ∑𝑓 (𝐱𝑖, 𝑡)

8

  0

 (13a) 

𝐣(𝐱𝑖 , 𝑡) = ∑𝑓 (𝐱𝑖, 𝑡)𝐞 

8

  0

 (13b) 

𝐮(𝐱𝑖, 𝑡) = 𝐣(𝐱𝑖, 𝑡)/𝜌(𝐱𝑖, 𝑡) (13c) 

 

The resulting momentum transfer 𝛺 
𝑆𝑗𝑘
𝐞  in the bounce-back process (Eqs. (9) - (11)), 

together with momentum transfer calculated for the other circle in grain 𝑗, is used to compute 

the drag force 𝐅𝑗
𝑑 and moment 𝑀𝑗

𝑑 from all LBM liquid nodes (1. . . 𝑖) acting on grain 𝑗 with 

centroid 𝐱𝑆𝑗: 

𝐅𝑗
𝑑 =

(δ𝑥)2

δ𝑡
(∑[∑𝐵𝑖

𝑖

∑𝛺 
𝑆𝑗𝑘
𝐞 

8

  0

]

2

𝑘 1

) (14a) 

𝑀𝑗
𝑑 =

(δ𝑥)2

δ𝑡
{∑ [∑(𝐱𝑖 − 𝐱𝑆𝑗) ×

𝑖

(𝐵𝑖∑𝛺 
𝑆𝑗𝑘
𝐞 

8

  0

)]

2

𝑘 1

} (14b) 

                  



 

It has been proven that the LBM collision and streaming schemes can simulate the fluid 

behaviour with kinematic viscosity 𝜈 (the ratio of dynamic viscosity 𝜇 to fluid density 𝜌) [69, 

95, 96]: 

𝜈 = δ𝑡 ∙ 𝑐𝑠
2 ∙ (𝜏 − 0.5) (15) 

 

where 𝑐𝑠 = 𝑐/√3 is the sound speed in the LBM domain. It should be noted that the LBM 

formulation is based on slightly compressible fluids at the incompressible limit [87] 

corresponding to low "computational" Mach number Ma defined as: 

Ma =
max (|𝐮(𝐱𝑖, 𝑡)|)

𝑐𝑠
 (16) 

 

He et al. [94] suggested that Ma  should be lower than 0.1, which can be achieved by 

specifying 𝜏 in Eq. (15) to be close to 0.5. Finally, from the equation of state of an ideal gas, 

the fluid pressure field 𝑝(𝐱𝑖 , 𝑡) can be derived from the fluid density field: 

𝑝(𝐱𝑖, 𝑡) = 𝜌(𝐱𝑖 , 𝑡) ∙ 𝑐𝑠
2 (17) 

 

Unlike real 3D materials, in 2D grain assemblies the solid and liquid phases cannot both 

form percolating networks at the same time. To address this difference, we follow past work 

on interstitial liquid flow and permeability in 2D simulations of packed granular materials 

and porous media [97-99], and used a hydrodynamic radius of 𝑟𝑕𝑑 = 0.8. Note that this 

reduced radius of solid obstacles was applied only in the LBM steps (e.g. circle C1 in Fig. 

1d), and the full particle radius was used in all the DEM steps. 

 

                  



2.4. Computational procedure 

Polydisperse two-circle grains were generated in PFC2D by inputting 20 grain 

templates, which were defined by measuring the grain size and shape distribution of a real 

thin-plate experiments. These grains with initial 𝑘𝑛 = 1 × 104 N ∙ m−1  were isotropically 

compressed by a rectangular box, whose size was the same as the experiment. A servo-

controlled mechanism was applied during isotropic compression until the four side walls 

reached a target 2D stress of 500 N ∙ m−1. 

Since thin-plate semi-solid samples were constrained by surface tension at the free 

surfaces rather than by reaction forces from the outside Al2O3 walls, a moveable membrane 

boundary similar to ref. [62, 100, 101] was created to replace the four walls. This membrane 

boundary (red grains in Fig. 1b) was comprised of parallel-bonded grains, and each surface 

grain received a constraint force, 𝐅𝐍, with direction inward to the assembly if the length of 

grain displacement outward was higher than 50 µm. Creation of a DEM grain assembly was 

completed when a DEM calculation cycle reached 2 × 106 and all grain velocities were less 

than 10−7 m ∙ s−1 . Different initial 2D packing fractions were then generated from this 

sample. Lower initial solid fractions were created by slightly reducing the radius of all grains 

and/or by deleting some grains. Higher initial solid fractions were created by slightly 

increasing the radius of all grains and/or by adding smaller grains into some interstices. 

The mass density of DEM grains, 𝜌𝑆, in Table 1 was slightly adjusted for samples with 

different 𝑓𝑆.𝑝𝑘
0  to account for the changes in -Al composition and temperature at different 

solid fraction using equations from ref. [102], but the simulated results would not be 

significantly altered if a single density had been used. Table 2 summarises the coupled LBM-

DEM simulations included in this paper. All boundary conditions were selected to be as close 

to the individual experiments as possible, based on direct in-situ imaging of the loading 

geometry and microstructure, and taking account of the fact that the samples never made 

                  



contact with the Al2O3 bounding walls for the small push-plate displacements (10𝑑̅) modelled 

here. 

In „step 1‟of the flow diagram (Fig. 2), the DEM grain assembly with DEM cycle 

number 𝑛0 = 2.5 × 106 was obtained. All samples were covered by LBM nodes with spacing 

40 µm in „step 2‟, and the LBM grid was larger than whole DEM sample to accommodate the 

deformation of the DEM membrane without the need to re-define the grid. 

The key LBM parameters (listed in Table 3) were defined in „step 2‟: liquid density, 𝜌𝐿 , 

in correspondence to 𝜌𝑆  and calculated from ref. [102], dynamic viscosity, 𝜇𝐿 , from ref. 

[103], and LBM liquid calculation timestep, δ𝑡, which was specified to ensure calculation 

efficiency and low computational Mach number (Eq. (16)). After selecting a suitable ∆𝑡 (in 

Table 1) and δ𝑡  (in Table 3), an integer parameter “LBM-DEM timestep ratio”, 𝑟δ𝑡/∆𝑡 =

δ𝑡/∆𝑡, naturally evolves to explicitly define the number of DEM cycles required before 

implementing an LBM cycle, as listed in Table 3. 

Adjustment of 𝜌𝐿  and 𝜇𝐿  relating to different 𝑑̅  and 𝑓𝑆.𝑝𝑘
0  among simulations gave the 

liquid kinematical viscosity 𝜈 = 𝜇𝐿/𝜌𝐿 in the narrow range 5.72-6.75×10
-7

 m
2
∙s

-1
, showing 

the increase of solute concentration in the liquid with the rise of 𝑑̅ and 𝑓𝑆.𝑝𝑘
0  does not have a 

significant effect on liquid flow. The weighting function 𝐵 for the LBM collision process was 

evaluated using Eq. (9) in „step 3‟, and all nodes were initialised to have liquid density 𝜌𝐿  

(Table 3), zero flow velocity, and 𝑓 = 𝑓 
𝑒𝑞

 in „step 4‟. 

A DEM calculation cycle was then implemented corresponding to steps 5 – 8 in Fig. 2. 

Note that in „step 7‟, gravity was not included in all shear deformation simulations as the 

movement of grains in the experiment is observed to be majorly controlled by physical 

contacts. „Step 9‟ checked if the DEM dynamic calculation has been implemented 𝑟𝛿𝑡/∆𝑡 

times. If so, a LBM calculation cycle is implemented corresponding to steps 10 – 17 in Fig. 2. 

The momentum transfer at a solid-liquid interface is solved in this two-way coupled LBM-

                  



DEM model since the velocities of DEM grains („step 8‟) influence the LBM collision 

process („step 13‟) by including the collision term 𝛺 
𝑆𝑗𝑘

 in Eq. (9), while the drag force and 

moment of the LBM liquid („step 17‟) acting on the DEM grains (Eq. (14)) are included in 

the calculations of accelerations of DEM grains („step 7‟). 

In „step 15‟, all LBM boundary nodes were specifically treated to adapt to the changing 

shape of the DEM assembly: the LBM nodes outside of the DEM membrane boundary or 

overlapping with the push-plate were identified as an effective “solid zone” to inhibit liquid 

Al from flowing out of the DEM sample. When the DEM sample deforms, the LBM solid 

zone is adapted from the new shape of the membrane and the position of push-plate. A 

simulation was complete when the push-plate displacement 𝑢𝑦  reached 10𝑑̅ as checked in 

„step 18‟.  

To simulate the heating experiment and the transition from a solid network to a floating 

suspension, a Float - 0µm·s
-1

 sample was created using grain shapes and specimen size (10.0 

mm × 5.0 mm) from the 44% - 30µm·s
-1

 and 38% - 0µm·s
-1

 datasets. A DEM grain assembly 

with 𝑓𝑆.𝑝𝑘
0 ≈ 78% was created, and LBM-DEM calculation cycles (Fig. 2) were applied. To 

simulate the partial melting of solid grains, before the LBM grid covering the DEM assembly 

was applied („step 2‟ in Fig. 2), the area of each two-circle grain was reduced by 10%. During 

the DEM simulation of grain floating, all grains were influenced by a buoyancy field 

(1 − 𝜌𝐿/𝜌𝑆)𝐠 in „step 7‟ to simulate floating suspension behaviour under non-percolating 

conditions. The simulation stopped when the velocity magnitude of all grains was less than 

10−7 m ∙ s−1 (i.e., a stable percolating assembly reformed). The procedure was then repeated 

to simulate the heating experiment, whereby the area of each two-circle grain was further 

reduced by 10% to remove all force-transmitting contacts. The LBM liquid was re-initialised 

through steps 3 and 4 in Fig. 2. Additional dynamic calculations were implemented to reform 

a loosely packed assembly again under the buoyancy field. 

                  



  

2.5. Post-simulation analysis 

The total volumetric strain of the sample, 𝜀𝑣𝑜𝑙
DEM, at a given time was calculated from the 

area of the sample prior to deformation 𝐴0, and the current area, 𝐴𝑑𝑒𝑓 . 

𝜀𝑣𝑜𝑙
DEM = ln (

𝐴𝑑𝑒𝑓
𝐴0

) (18) 

 

𝐴𝑑𝑒𝑓  was obtained from the area of the polygon joining the centroids of all membrane grains 

minus the push-plate penetration area. 

The heterogeneous strain field was evaluated through a continuum-based triangulation 

approach [104-106] which outputs strain components 𝜀𝑥𝑥, 𝜀𝑦𝑦 , and 𝛾𝑥𝑦  [104]. The volumetric 

strain for each element was defined as 𝜀𝑥𝑥 + 𝜀𝑦𝑦 , and the shear strain 𝜀𝑥𝑦 was approximated 

as 0.5𝛾𝑥𝑦. These strain fields were further smoothed using a √10𝑑̅  ×  √10𝑑̅ average filter. 

The change of liquid pressure ∆𝑝(𝐱𝑖 , 𝑡) at each LBM node was derived from the change 

of liquid density for each LBM node 𝜌(𝐱𝑖, 𝑡) by re-writing Eq. (17). 

∆𝑝(𝐱𝑖, 𝑡) = (𝜌(𝐱𝑖 , 𝑡) − 𝜌0)𝑐𝑠
2 (19) 

 

  

                  



3. Results and Discussion 

3.1. Semi-solid deformation map from the radiographic datasets 

In all 17 X-ray imaging experiments spanning solid fractions from 38% – 85% and 

displacement rates from 1 – 2870 µm·s
-1

 (approximately = 10
-4

 – 10
-1

 s
-1

 strain rate for 

homogeneous shear), the semi-solid deformation behaviour could be classified into one of 

four categories: floating suspension, shear-induced contraction, shear-induced dilation, and 

shear cracking. Typical examples are shown in Fig. 3. Each deformation behaviour can be 

defined as follows: 

1. Suspension: the solid fraction is lower than a critical value, such that the grain assembly 

does not form a percolating network. In the absence of forced convection, if the solid 

and liquid have different densities, the solid packs itself via grain settling/buoyancy 

without external loading. 

2. Shear-induced contraction: within a percolating solid network, shear deformation pushes 

grains closer together leading to a reduction of total interstitial space (Fig. 3a and d). 

Liquid is expelled. 

3. Shear-induced dilation: within a percolating solid network, shear deformation causes 

initially tightly-packed grains to push one another apart leading to expansion of the 

interstitial spaces (Fig. 3b, e, and Fig. 4). Liquid is drawn in. 

4. Shear cracking: the generation of cracks during shear where the remaining liquid phase 

fails to flow into the expanding interstices (Fig. 3c and f). This often occurs by a 

meniscus being drawn into the liquid between grains in response to a decreasing liquid 

pressure. 

The contraction or expansion of liquid interstices corresponds to volumetric strains in 

the grain assembly, which are quantified using Eq. (5) to plot volumetric strain maps 𝜀𝑣𝑜𝑙
𝑛  in 

Fig. 3g-i. The 𝜀𝑣𝑜𝑙
𝑛  field for the shear-induced contraction dataset in Fig. 3g is mostly 

                  



contractive (blue) ahead of the push plate, while for the shear-induced dilation dataset in Fig. 

3h, there is a small compaction zone (blue) and a large zone undergoing shear-induced 

dilation (red). This dilating region corresponds to expanding liquid interstices as shown in 

more detail in Fig. 4, where the liquid is more attenuating and appears black and the grains 

(grey) can be seen to become less tightly packed during (isothermal) deformation. 

Fig. 3i shows the 𝜀𝑣𝑜𝑙
𝑛  map of a radiograph before shear cracking has started at 𝑢𝑦 =

3.9𝑑̅ (which is a much smaller push-plate displacement than Fig. 3f which is after severe 

cracking has developed). Fig. 3i shows a narrow band of positive volumetric strain 

approximately parallel to the parting plane due to localised shear-induced dilation. 

Note that the negative 𝜀𝑣𝑜𝑙
𝑛  regions (blue) to the bottom-right of the FOV in Fig. 3h, and 

the top-right of the FOV in Fig. 3i represent local contraction due to the liquid being sucked 

away to the dilating regions in the sample. This liquid flow phenomenon results in an 

increase in transmitted X-ray intensity as can be seen in the bottom-right of the FOV in Fig. 

3e and 4. 

Fig. 3j is a map of deformation behaviour using 𝑔𝑆
0 as the horizontal axis, 𝑑𝑢𝑦/𝑑𝑡 as the 

vertical axis, and indicating the deformation behaviour by different colours. Each datapoint 

represents one radiography dataset. The initial void ratio 𝑒0  on the top axis has been 

converted from 𝑔𝑆
0 using the relationship 𝑒0 = (1 − 𝑔𝑆

0)/𝑔𝑆
0, and the shear rate on the right 

axis is evaluated from dividing 𝑑𝑢𝑦/𝑑𝑡 by the sample width. Note that, within a net dilative 

(green) or contractive (black) sample, there was often both local dilation and local contraction 

and the deformation map plots the net behaviour. The transitions between different 

behaviours are shown qualitatively by drawing boundary lines on the deformation map. In 

Fig. 3j, the vertical 𝑔𝑆
0 = 38%  line is the suspension-to-percolating-network transition 

obtained from the 38% - 0µm·s
-1

 dataset. The transition from shear-induced contraction to 

dilation line is inclined such that higher 𝑑𝑢𝑦/𝑑𝑡 encourages dilation. The transition to shear-

                  



cracking is strongly rate-dependent, occurring at lower solid fraction at higher 𝑑𝑢𝑦/𝑑𝑡. These 

transitions are explored in turn in the remainder of this paper. 

 

3.2. The transition from a suspension to a percolating assembly 

The suspension behaviour of the sample in the stepwise heating X-ray experiment is 

illustrated in Fig. 5a-d. In Fig. 5a, 𝑔𝑆
0 ≈ 38% was measured on a radiograph just before the 

onset of grain floating using the FOV as the averaging area. During stepwise heating, the solid 

fraction decreased, the percolating network was lost and grains became buoyant and floated 

until they packed into a new solid network with neighbouring grains at the top of the sample, 

leaving a fully liquid region at the bottom. This can be seen in Fig. 5b and c. To study the 

packing density of the solid network created by floating grains, the region of the packed area 

was defined as the region, 𝐴 = 𝑃𝐾, in which all grains had displacement < 2 µm within the 

previous 10 seconds. The solid fraction in this region, 𝑔𝑆.𝑃𝐾
𝑛 , was measured as indicated in 

Fig. 5b and c. 20 pairs of 𝑔𝑆.𝐹𝑂𝑉
𝑛  and 𝑔𝑆.𝑃𝐾

𝑛  were measured from radiographs during remelting 

and are plotted in Fig. 5d against the experiment time after the grains first became buoyant. It 

can be seen that the solid fraction of the packed layer remains near-constant as the overall 

solid fraction decreases, with 𝑔𝑆.𝑃𝐾
𝑛 = 37%± 1%, which is close to the 𝑔𝑆

0 ≈ 38% when 

grains first became buoyant. Thus, for the globular grain morphology studied here, 38% is 

the approximate percolation threshold for a solid network. This is related to the dendrite 

coherency point measured in previous work which marks the onset of resistance to shear and 

compressive deformation [107, 108]. The coherency point is known to be strongly dependent 

on the crystal shape, ranging from ~10% for highly branched dendrites with a high liquid 

fraction within dendrite envelopes [108] to ~55% for fully-globular crystals [107, 108]. With 

consideration of the non-spherical grain shape, the 38% percolation threshold measured is 

comparable to the onset of measurable shear resistance of irregular globular microstructures 

                  



from past studies [109-111]. 

The onset of floating in the heating experiment (Fig. 5a-d) was explored by a LBM-

DEM suspension simulation, as shown in Fig. 5e-h. The initial microstructure shown in Fig. 

5e represents DEM grains after 10% reduction of the area of each two-circle grain so that the 

percolating network is lost and the grains can move under the buoyancy field. During the 

floating simulation where all DEM grains are under a buoyancy field (1 − 𝜌𝐿/𝜌𝑆)𝐠, a liquid 

flow pattern was created by the drag of many DEM grains on the liquid (Fig. 5f). A 

percolating assembly then formed naturally within the simulation with a packing fraction 

𝑓𝑆.𝑝𝑘.𝑃𝐾
𝑛 ≈ 77% (Fig. 5g). 

After measuring 𝑓𝑆.𝑝𝑘.𝑃𝐾
𝑛 ≈ 77% at 𝑡DEM =  20.0 seconds (Fig. 5h), the overall packing 

fraction 𝑓𝑆.𝑝𝑘.𝐹𝑂𝑉
𝑛  was changed to 64% by a further 10% area reduction of grains, and a 

percolating assembly with 𝑓𝑆.𝑝𝑘.𝑃𝐾
𝑛 ≈ 76% formed by 𝑡DEM =  40.0 seconds (Fig. 5h). Five 

pairs of 𝑓𝑆.𝑝𝑘.𝐹𝑂𝑉
𝑛  and 𝑓𝑆.𝑝𝑘.𝑃𝐾

𝑛  in the packed zone are plotted in Fig. 5h and suggest a 2D 

percolation limit 𝑓𝑆.𝑝𝑘.𝑃𝐾
𝑛 ≈ 77% in the loosely packed assembly comprised of two-circle 

grains. This result is similar to the random loose packing fraction (≈77%) of simulated 2D 

frictional bidisperse discs in past work [112, 113].  

Note that packing in 2D is more efficient than in 3D. For example, (i) hexagonal ordered 

close packing of uniform discs/spheres have packing fraction of 91% in 2D [113] and a face 

centred cubic packing has a packing fraction of 74% in 3D [113]; (ii) disordered loose 

packing of polydisperse discs/spheres have a packing fraction of ≈77% in 2D [112] and ≈54% 

in 3D [114]; and (iii) the packing fraction for uniform perfect disks on a square lattice is 79%, 

while the packing fraction for a single layer of perfect spheres on a square lattice is 52% (The 

simulations consider 2D disk clusters, while the single layer of spheres is analogous to the 

thin layer of crystals considered in the experiments here). The grain shape is also known to 

have a strong influence on the packing fraction [61, 115, 116]. Therefore, the difference 

                  



between the 2D simulated packing fraction of 77% and the 3D experimental packing fraction 

of ~38% is due to both 2D vs 3D effects and the more complex and irregular shape of the real 

grains. 

A large body of past work on the rheology of metallic suspensions has involved strong 

forced convection [117-119] where settling/floating does not occur. This study shows that, 

without forced convection and given enough time, the semi-solid suspension floats (inverse 

settling) into a packed layer with solid fraction close to the percolation limit, and that the 

LBM-DEM approach is well-suited to modelling this behaviour. 

 

3.3. The transition from net contraction to net dilation 

For samples containing a percolating grain network, the transition from shear-induced 

contraction to shear-induced dilation is the boundary between green and black datasets in Fig. 

3j. This transition was studied at constant displacement rate in our previous work [62] using 

four of the datasets in Fig. 3j (44% 50%, 66%, 71% solid at 30µm·s
-1

) with our previous rate 

insensitive LBM-DEM model [62]. It was shown in ref. [62] that the simulations and 

experiments were in good quantitative agreement. Grains in the low solid fraction alloys 

(44% and 50% solid) were pushed closer together during deformation, resulting in a solid 

fraction increase and net-contraction. Grains in the high solid fraction alloys (66% and 71% 

solid), on the other hand, pushed one another apart during grain rearrangement under the 

action of compressive and shear contact forces, causing solid fraction decrease and net-

dilation. 

Fig. 3j also contains a net contraction-dilation transition at constant initial solid fraction 

with increasing shear rate (the 50% solid datasets at 30µm·s
-1

, 1310µm·s
-1

 and 2870µm·s
-1

). 

These datasets were compared quantitatively with the new rate sensitive LBM-DEM model 

after digitising the initial microstructures and sample geometries from the 𝑔𝑆
0 = 50% 

                  



experiments. Here, the comparison between the localised 𝜀𝑣𝑜𝑙
𝑛  field from the experiments 

(Fig. 6a) and the 𝜀𝑥𝑥 + 𝜀𝑦𝑦  field from simulations (Fig. 6b) is simplified by the conversion 

from two-dimensional strain fields to averaged one-dimensional line profiles by averaging 

along x or y within a ROI. In Fig. 6c, e, and g (plots with red axes), the solid lines correspond 

to experimental 𝜀𝑣𝑜𝑙
𝑛  measurements and the dash-dot lines correspond to LBM-DEM 

simulated 𝜀𝑥𝑥 + 𝜀𝑦𝑦  taken from the red ROI (box outlined by the red-dahsed line in Fig. 6a 

and b, which is averaged along y). The red ROI was selected to investigate the development 

of heterogeneous volumetric strain across the parting plane. Fig. 6d, f, and h (plots with blue 

axes), correspond to the blue ROI ahead of the push-plate (box outlined by blue-dashed line 

in Fig. 6a and b, which is averaged along x). The blue ROI was selected to investigate the 

transitions of contraction-to-dilation response ahead of the push plate. A detailed description 

on the definition of ROI positions and averaging on strain maps are in SI Section 3. 

As shown in Fig. 6c-h, there is good agreement between experiments and simulations. 

Both the 50% - 30µm·s
-1

 experiment and simulation I (Fig. 6c and d) show net-contraction in 

front of the push plate, and negative volumetric strain to 𝑦 ≈ 12𝑑̅ in the blue ROI (Fig. 6d) 

and at 𝑥 < 3𝑑̅ in the red ROI (Fig. 6c) is captured. For deformation at higher 𝑑𝑢𝑦/𝑑𝑡 of 

1310µm·s
-1

 shown in (Fig. 6e and f), the volumetric strain profiles in the 50% - 1310µm·s
-1

 

experiment and simulation II are still net-contractive, but the volumetric strain ahead of the 

push plate is notably less negative than Fig. 6c and d. There are two locally dilative zones 

with peaks at 𝑥 ≈ 0 and 𝑥 ≈ 8𝑑̅ in Fig. 6e, which are due to the complex heterogeneous 

liquid flow phenomena during the deformation experiment. Fig. 6g and h show that 

deformation at the higher push-plate displacement rate of 2870µm·s
-1

 gives rise to a net-

dilative response with a distinctive zone of positive volumetric strain (−1.5𝑑̅ < 𝑥 < 6.5𝑑̅ or 

7.5𝑑̅ < 𝑦 < 22.5𝑑̅ with a nearly 0.2 volumetric strain peak) and a slight contraction field 

near the push plate front. Simulation III also captures another negative volumetric strain 

                  



region to the right of the red ROI (Fig. 6g) starting at 𝑥 ≈ 6.5𝑑̅ in the 50% - 2870µm·s
-1

 

experiment due to the liquid being drawn away to feed dilation near the parting-plane. A 

similar phenomenon is observed at 𝑦 > 17.5𝑑̅  in the 50% - 1310µm·s
-1

 experiment and 

simulation II (Fig. 6f). 

A key result in Fig. 6 is that, in addition to important features in the volumetric strain 

field, the simulations also correctly reproduce the transition from net contractive deformation 

(at 30 and 1310µm·s
-1

) to net dilative deformation (at 2870µm·s
-1

 ) when the displacement 

rate increases keeping the initial solid fraction constant. While the simulations are 2D, the 

thin-sample experiments can be considered to be 2.5D thick with interactions from the 

confining walls. The quantitative agreement between the experiments and simulations is 

because only a small change of sample thickness of <0.1𝑑̅ occurred in the experiments which 

makes the assumption of in-plane deformation reasonable. In future, it will be valuable to 

perform time-resolved 3D tomography experiments coupled with 3D LBM-DEM 

simulations. 

It is then of interest to study the rheological transition from shear-induced contraction to 

shear-induced dilation in a matrix of simulations using the same starting geometry to remove 

any effects due to differences in the starting microstructure. Fig. 7 shows simulated 

deformation microstructures for the 4×3 matrix of solid fractions and shear rates, where the 

starting microstructure was the same at each shear rate. Some localisation phenomena can be 

seen across this matrix. First, the light-grey regions immediately ahead of push-plate in Fig. 7 

correspond to a reduction of the mean distance between adjacent grains partly due to 

viscoplastic deformation of the solid phase ahead of the Al2O3 push-plate (similar to the 

experiments, e.g. Fig. 3d-e and Fig. 4). The simulations with a higher displacement rate have 

a smaller compacted zone at the push-plate front, and the dark-grey liquid interstices in Fig. 7 

tend to localise along the parting plane when both 𝑓𝑆.𝑝𝑘
0  and 𝑑𝑢𝑦/𝑑𝑡 are high especially for 

                  



the 93%PK - 2150µm·s
-1

 and 95%PK - 2150µm·s
-1

 simulations. 

The simulated volumetric strain field, 𝜀𝑥𝑥 + 𝜀𝑦𝑦 , and the total volumetric strain, 𝜀𝑣𝑜𝑙
DEM, 

for each LBM-DEM simulation in the same 4×3 matrix are shown in Fig. 8. A transition from 

net contraction (black) to net dilation (green) can be seen in the simulations which follows a 

similar trend to the “inclined” contraction-to-dilation transition in the shear deformation 

experiments (the black-green line in Fig. 3j).  

For the volumetric strain field 𝜀𝑥𝑥 + 𝜀𝑦𝑦  in Fig. 8, increases in 𝑓𝑆.𝑝𝑘
0  and 𝑑𝑢𝑦/𝑑𝑡 

generally encourage dilation and reduce the contractive zone ahead of the push-plate. For 

example, among the four 𝜀𝑣𝑜𝑙
DEM < 0 (black) simulations with high compaction on an initially 

loose assembly and viscoplastic deformation of the solid phase ahead of the push-plate, there 

are some pockets of local dilation along the parting plane in the 81%PK - 2150µm·s
-1

 and 

84%PK - 1µm·s
-1

 simulations. The other eight 𝜀𝑣𝑜𝑙
DEM > 0  (green) simulations develop a 

dilation zone from the parting plane to the left side of the FOV farther from the push-plate. 

The 93%PK - 2150µm·s
-1

 and 95%PK - 2150µm·s
-1

 simulations even show dilation 

immediately ahead of push-plate because grains still push each other apart after grain-level 

viscoplastic deformation. These net-dilation simulations also contain some local contraction 

regions in the right side of the FOV where liquid is drawn away to feed dilating interstices in 

the red regions. This phenomenon is also found in the shear deformation experiments (e.g., 

the blue region in Fig. 3h). 

Fig. 9 shows simulated shear strain fields 𝜀𝑥𝑦 from triangulation on the same 4x3 matrix. 

A positive 𝜀𝑥𝑦 (red) region is generally localised above the top-right corner of the push plate 

across the whole 4×3 matrix of simulations. The formation of negative 𝜀𝑥𝑦  (blue) regions 

near to the left boundary of the FOV is due to the left parting plane above the top-left corner 

of push-plate. 

The change in the liquid pressure ∆𝑝(𝐱𝑖, 𝑡) in response to shear deformation is shown in 

                  



Fig. 10. Interstitial liquid that is red has a positive change in pressure, blue has a negative 

change in pressure, and yellow has a pressure drop that exceeds a critical negative value (of -

0.03 Pa that will be explained and discussed in the final section of the paper). Comparison of 

the liquid pressure change fields in Fig. 10 with the volumetric strain in Fig. 7, gives insights 

into the coupling between the changing packing density of the solid, liquid flow and the 

change in interstitial liquid pressure. The datasets with net-positive change in liquid pressure 

(red) in Fig. 10 have net contractive volumetric strains (𝜀𝑣𝑜𝑙
DEM < 0) in Fig. 8. Conversely, 

datasets with net-negative change in liquid pressure (blue) in Fig. 10 have net dilative 

volumetric strains (𝜀𝑣𝑜𝑙
DEM > 0) in Fig. 8. However, the liquid pressure field ∆𝑝(𝐱𝑖, 𝑡) does not 

simply mirror the local volumetric strain (𝜀𝑥𝑥 + 𝜀𝑦𝑦) field. This is mainly because, in addition 

to the volume change of the liquid interstices, both the permeability of the grain assembly and 

the dissipation of excess liquid pressure contribute to the evolution of the ∆𝑝(𝐱𝑖, 𝑡) field. For 

example, the 1µm·s
-1

 simulations have sufficient time (more than 1000s to reach 10𝑑̅ 

deformation) to dissipate the change of liquid pressure, resulting in nearly uniform ∆𝑝(𝐱𝑖, 𝑡) 

fields, and 81%PK simulations have higher permeability for liquid flowing between the 

grains. The dissipation of excess liquid pressure becomes limited in high 𝑓𝑆.𝑝𝑘
0  and 𝑑𝑢𝑦/𝑑𝑡 

simulations. 

 

3.4. Understanding the strain rate dependence of the contraction/dilation transition 

The strain rate sensitivity has three main components: (i) the strain rate sensitivity of the 

plastic flow stress of the solid grains, (ii) rate effects of interstitial liquid flow, and (iii) 

inertial effects of grain rearrangement in a dense granular assembly. To explore the 

importance of the viscoplastic deformation of the solid phase to the rate sensitivity, the 

simulations for the 84%PK case were repeated with the strain rate sensitivity of the solid 

turned off (using a constant solid flow stress of 𝐹𝑦 − 𝐹0 = 1.6 × 10−9 N  at all rates), as 

                  



shown in Fig. 11. With the strain-rate sensitive grains (left column of Fig. 11), the 1µm·s
-1

 

simulation shows high local contraction (vol. strain -0.25) ahead of the push-plate, and the 

compaction zone becomes less contractive with increasing displacement rate (vol. strain -0.18 

in 30µm·s
-1

 and -0.05 in 2150µm·s
-1

) and a larger area undergoing dilation (red regions). 

When the strain-rate sensitivity is removed (middle column of Fig. 11), the magnitude of 

contraction in the compaction zone ahead of the push-plate is less sensitive to the 

displacement rate. These simulations show that, for strain rate sensitive grains, the lower flow 

stress at low shear rate gives more viscoplastic deformation of the grains. This has most 

influence just ahead of the push-plate where the stresses are highest; here more viscoplastic 

deformation of the solid phase expels more liquid similar to the compressive deformation of a 

liquid-saturated sponge and appears as high contraction in the volumetric strain fields. This 

can also be seen in Fig. 7. 

To further understand the rate effects of interstitial liquid flow, three simulations without 

strain-rate sensitivity to the flow stress of solid were repeated without the interstitial liquid 

(i.e., with LBM turned off, skipping calculations from step 9 to step 17 in Fig. 2, resulting in 

no liquid drag force or moment on DEM grains). As shown in the right column of Fig. 11, the 

magnitude of contraction ahead of the push-plate is ~ -0.2 for all displacement rates when 

taking out the effects of interstitial liquid flow. The greater contraction in the compaction 

zone for the dry 30µm·s
-1

 and 2150µm·s
-1

 simulations in comparison to the coupled LBM-

DEM simulations (the middle column of Fig. 11) is because the effect of the interstitial 

liquid, which suppresses further deformation by local liquid pressure increase, was removed. 

Besides, the simulations without liquid have a band of dilation (red) enclosing the 

compaction zone ahead of push-plate instead of multiple pockets of dilatant regions in 

coupled LBM-DEM simulations, especially at 2150µm·s
-1

. Some contraction in the far-right 

side of FOV for 30µm·s
-1

 and 2150µm·s
-1

 LBM-DEM simulations, which is due to the 

                  



suction of liquid away to the dilating regions along the parting plane, becomes less 

contractive in the no liquid (no-LBM) simulations. 

At the same time, it is clear in Fig. 11 that removing the strain rate sensitivity of the 

solid and the effects of interstitial liquid does not eliminate the strain rate dependence of the 

contraction/dilation behaviour. Especially, the volumetric strain field 𝜀𝑥𝑥 + 𝜀𝑦𝑦  and total 

volumetric strain 𝜀𝑣𝑜𝑙
DEM  in 2150µm·s

-1
 simulations are still more positive (dilative) than 

30µm·s
-1

 simulations. This phenomenon can be related to the “inertial effect” of granular 

assemblies investigated in 2D DEM simple shear tests [120] and annular shear experiments 

on spherical polystyrene beads [121] previously. Those studies proposed that grain-grain 

interactions in granular materials at high deformation rate are dominated by binary collisions 

rather than forming a well-defined force chain network as in low-rate granular deformation. 

Such rate-dependent rheology of granular materials can be quantified using a dimensionless 

“inertial number”, 𝐼𝛾̇ [120]: 

𝐼𝛾̇ = 𝛾̇√
𝑚grain

𝑃
 (20) 

 

where 𝛾̇  is the shear rate, 𝑚grain  is the mass of individual grains, and 𝑃  is the confining 

pressure in 2D. Granular deformation is in the “quasistatic critical state” regime if a system 

has 𝐼𝛾̇ ≤ 10−3 which corresponds to low shear rate deformation where the confining pressure 

dominates over inertial effects. When 𝐼𝛾̇ ≥ 10−1  deformation is in the “collisional flow” 

regime corresponding to high shear rate deformation where inertial effects are dominant. This 

regime has distinctively lower critical solid fraction for the transition from net contraction to 

net dilation, 𝑓𝑆.𝑝𝑘
𝑐 , than the quasistatic regime, and a linear decrease of 2D critical solid 

fraction against 𝐼𝛾̇ in the intermediate “dense flow regime” (10−3 ≤ 𝐼𝛾̇ ≤ 10−1) was found 

[120], which is named a “dynamic dilatancy” law: 

                  



𝑓𝑆.𝑝𝑘
𝑐 (𝐼𝛾̇) ≈ 𝑓𝑆.𝑝𝑘

𝑐.𝑚𝑎𝑥 − 𝑎𝐼𝛾̇ (21) 

 

where 𝑓𝑆.𝑝𝑘
𝑐.𝑚𝑎𝑥 ≈ 81% and 𝑎 ≈ 0.3 for ±20% polydispersity, quasi-rigid circlular DEM grains 

with contact friction coefficient 𝜇 = 0.4 [120]. For the simulations in this paper, the inertial 

number in Eq. (20) can be calculated with the assumption of 𝛾̇ ≈
𝑑𝑢𝑦/𝑑𝑡

10mm
; taking the effective 

mean stress acting on the solid, 𝑝’, from the simulations as the pressure; and taking 𝑚grain ≈

0.25𝜌𝜋𝑑̅2. With this approach, the 1µm·s
-1

 and 30µm·s
-1

 simulations all have 𝐼𝛾̇ ≤ 0.002 and 

can be regarded as quasi-static. The 2150µm·s
-1

 simulations have 𝐼𝛾̇ ≈ 10−1, which falls into 

the “dense flow” regime with intrinsically lower critical solid fraction for the transition from 

net contraction to net dilation, 𝑓𝑆.𝑝𝑘
𝑐 . 

We note that this study has been conducted in the shear rate range 10
-4

 ≤ 𝛾̇ ≤ 10
-1

 s
-1

 

and deformation in semi-solid processing and pressurised casting processes can be 

significantly higher than this. While further work is required to confirm the mechanisms at 

higher shear rate, it is likely that higher shear rates will further suppress individual grain 

deformation, increase interstitial liquid pressure gradients, and encourage collisional flow. 

 

3.5. The transition to shear cracking 

All six shear cracking datasets (red experiments in Fig. 3j) involved either (i) the growth 

of a meniscus perpendicular to the X-ray beam from a pre-existing free surface or pore 

(“mechanism A” in Fig. 12a), and/or (ii) the growth of a meniscus parallel to the X-ray beam 

from the free surface (“mechanism B” in Fig. 12b). The underlying cause of both is the liquid 

pressure drop due to unfed shear-induced dilation. These two shear-cracking mechanisms can 

be seen in the two ROIs in the 57% - 2150µm·s
-1

 dataset shown in Fig. 12c, where the red 

ROI corresponds to “mechanism A” and the blue ROI to “mechanism B”. As shown in Fig. 

                  



12c and d, the “mechanism A” crack initiates from a pre-existing pore, and grows into a 

liquid-filled fissure by the propagation of a liquid-air meniscus. In the 𝑢𝑦 = 12.9𝑑̅ snapshot 

in Fig. 12d, the meniscus touches a liquid fissure and soon grows into it (𝑢𝑦 = 15.3𝑑̅). Note 

that the time from 𝑢𝑦 = 12.9𝑑̅  to 𝑢𝑦 = 15.3𝑑̅  is only 0.12s, which limits the process of 

liquid feeding from adjacent semi-solid regions. 

The “mechanism B” crack shown in Fig. 12c and e starts from a liquid-filled fissure 

(𝑢𝑦 = 6.0𝑑̅  and 9.0𝑑̅  snapshots). The liquid then gradually becomes brighter from 𝑢𝑦 =

12.0𝑑̅ , indicating a reduction of liquid thickness through the X-ray beam direction in 

response to the decreasing liquid pressure. Note that in both the shear-cracking examples in 

Fig. 12d and e the grains adjacent to the crack do not detach from each other or fall under 

gravity because the meniscus generates a grain-grain suction force to minimise the gas-liquid 

surface area. Thus, the material is now in a partially saturated or unsaturated state to use the 

soil mechanics terminology [122], which is different from the cohesionless and fully-

saturated regions away from cracking regions. 

To understand the cracking process in Fig. 12e, an X-ray intensity line scan spanning the 

fissure/crack was studied, as indicated in Fig. 12f. The corresponding transmitted X-ray 

intensity profiles along this line from prior to deformation (𝑢𝑦 = 0𝑑̅) to 𝑢𝑦 = 24𝑑̅ are shown 

in Fig. 12g, where the middle of the opening liquid fissure is set to have relative 𝑦 = 0 and 

the intensity profiles change from a cold to a hot colour with increasing displacement. The 

shape of the meniscus (similar to Fig. 12b) was found by calculating the thickness of the 

semi-solid sample, 𝐿𝑎𝑙𝑙𝑜𝑦
𝑛 , from the X-ray intensity derived using Eq. (2) and defining the 

nominal relative z-position as: 

𝑧(𝑥vert, 𝑦) = ±
𝐿𝑎𝑙𝑙𝑜𝑦
𝑛 (𝑥vert, 𝑦)

2
 (22) 

 

                  



where 𝑥vert is the x-position of the yellow vertical line in Fig. 12f. Fig. 12h shows the result 

from this approach: both a significant localised reduction in thickness, and a smaller 

reduction in thickness in the bulk semi-solid from 𝐿𝑎𝑙𝑙𝑜𝑦
0 ≈ 150μm to 𝐿𝑎𝑙𝑙𝑜𝑦

𝑛 ≈ 140μm are 

observed. The reduction of the radius of curvature, 𝑅, of the meniscus in the y-z plane offers 

insights into the drop of liquid pressure ∆𝑝 using the Young-Laplace equation: 

∆𝑝 ≈ −
2𝛾

𝑅
 (23) 

 

where 𝛾 is the liquid-air interfacial energy ≈ 0.7 J/m2 [123]. Fig. 12h shows that the radius 

of curvature at 𝑢𝑦 = 12.0𝑑̅ is ≈400 µm corresponding to ∆𝑝 ≈ – 1.75kPa, and the radius of 

curvature then reduces to ≈100 µm when 𝑢𝑦 = 24.0𝑑̅ with a drop of ∆𝑝 to –14.00kPa. The 

evaluated Young-Laplace pressure ∆𝑝 of –14 kPa is comparable to a shear-cracking example 

measured in high solid fraction steel previously [32, 124], in which the change in liquid 

pressure of –10 kPa was estimated. 

It was found that a reasonable criterion for shear cracking in the simulations is that the 

first meniscus is drawn-in when the liquid pressure drop reaches a critical value, set here as 

∆𝑝𝑐 = −0.03Pa for the 2D LBM (Fig. 10). The change of the liquid pressure ∆𝑝(𝐱𝑖 , 𝑡) in 

Fig. 10 shows that the 4x3 matrix of simulations reproduce the main phenomena from the 

experiments. For example, the location where the critical pressure drop is first reached is 

adjacent to or above the top-right corner of the push-plate, in good agreement with the first 

cracking location in the experiments (Fig. 12j). This region has more positive local 

volumetric strain (𝜀𝑥𝑥 + 𝜀𝑦𝑦, Fig. 8) and shear strain (𝜀𝑥𝑦, Fig. 9) as well. Also, taking the 

critical pressure drop as the criterion for cracking, it can be seen that: (i) for the same initial 

solid fraction, a transition from no-cracking to cracking occurs as the shear rate increases; (ii) 

the critical shear rate for the cracking transition is lower for higher initial solid fraction; and 

                  



(iii) for the same displacement rate, a transition from no-cracking to cracking occurs as the 

initial solid fraction increases, each in agreement with the experiments. For the 30µm·s
-1

 and 

2150µm·s
-1

 simulations, the transition from no-cracking to cracking occurs when the total 

(dilatational) volumetric strain 𝜀𝑣𝑜𝑙
DEM > 5%. The 1µm·s

-1
 simulations and experiment are less 

susceptible to cracking within 𝑢𝑦 < 10.0𝑑̅  unless the solid fraction is very high (e.g., 

𝑔𝑆
0 = 93% in ref. [35]). The concept of a threshold ∆𝑝𝑐 used here is essentially similar to the 

critical “cavitation pressure” in the Rappaz-Drezet-Gremaud (RDG) hot-tearing criterion 

[125] although, here, the samples are under compressive deformation. 

 

4. Conclusions  

The transition of semi-solid deformation behaviour from suspension flow to granular 

deformation, and the onset of shear cracking have been investigated by radiographic imaging 

of the deformation of thin samples of equiaxed globular Al-Cu alloys at 38 − 85% volumetric 

solid fraction under strain rates in the interval 10
-4

 − 10
-1

 s
-1

. X-ray intensity processing was 

used to analyse a range of semi-solid deformation phenomena such as the percolation of the 

α-Al grains, contraction or dilation of the assembly in response to loading, and the drop of 

liquid pressure during the shear-cracking process. These phenomena were further explored 

using a 2D LBM-DEM model created using the initial microstructures quantified in the 

experiments. From the deformation microstructures observed under various solid fractions 

and strain rates, the following conclusions can be drawn: 

 The percolation threshold of equiaxed globular grains in the experiments is ~38 

vol%; similar packing phenomena were modelled in the coupled LBM-DEM 

approach using buoyant grains, which gave a 2D packing limit of ~77%. 

 In addition to the role of initial solid fraction on contraction/dilation response that 

                  



has been linked to the critical state framework for soil behaviour previously, the 

contraction-to-dilation transition is shown here to be strain-rate dependent. Shear 

deformation experiments and simulations both show that a higher strain rate will 

lead to additional shear-induced dilation. 

 Simulations show that the rate effects have at least three components: (i) the strain-

rate sensitivity to the flow stress of the solid, (ii) rate effects of interstitial liquid 

flow, and (iii) inertial effects of grain rearrangement with higher rates increasing 

the possibility of binary grain-grain collisions similar dense gases under strong 

agitation. 

 The location of the first cracking observed in the shear deformation experiments is 

adjacent to or above the top-right corner of the push-plate, which is in good 

correlation with the location where highly positive volumetric strain, shear strain, 

and more drop of liquid pressure occur in simulations. 

 Both experiments and simulations show that the critical shear rate for the cracking 

transition is lower for higher initial solid fractions, and the cracking transition is 

highly strain rate dependent. This indicates the significant influence of time-

dependent dissipation processes of the excess liquid pressure on the onset of shear 

cracking. 
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Fig. 1. (a) Schematic of the shear deformation cell sandwiched between two Al
2
O

3
 windows. 

Sample is 7.5 mm × 10.0 mm × ~0.2 mm. The dashed yellow square indicates the X-ray 
imaging field of view (FOV). (b) Simulated 2D grain assembly (light grey) saturated with 
liquid (dark grey), constrained by a push-plate and membrane (red). (c) Close-up view of the 
simulation sample. Both solid and liquid phases are overlain by LBM nodes (square blue 
dots). (d) Magnified view from the dashed blue rectangle in (c) showing contacting sub-grain 
circles A1 and B2 with centroids 𝒙A1.and 𝒙B2. The nine discretised velocities in LBM, 𝒆  

(𝛼 = 0 ~ 8), are shown. 𝑟𝑕𝑑 = 0.8 here was used to reduce the radius of solid obstacles only 
in the LBM calculations. An associated area of an LBM node is drawn with corresponding 
local solid fraction 𝑓𝑆.𝒙𝑖 = 0.74. 

                  



 

Fig. 2. Flow chart of the LBM-DEM coupling system. Blocks with white background indicate 
for DEM calculations to determine grain motion, and blocks filled by grey indicate the LBM 
calculations to determine the fluid flow and pressure. 

                  



 
Fig. 3. (a-i) Examples of semi-solid deformation behaviours. Radiographs (a-c) are before 

shear, (d-f) are snapshots after a 10𝑑̅ increment of push-plate displacement (𝑢𝑦 = 10𝑑̅), and 

(g-i) volumetric strain field, 𝜀𝑣𝑜𝑙
𝑛 , measured by X-ray intensity processing. (a,d,g) correspond 

to shear-induced contraction (44% - 30μm·s
-1

); (b,e,h) to shear-induced dilation (74% - 

1μm·s
-1

), and (c,f,i) to shear cracking (60% - 820μm·s
-1

). Pre-existing pores are indicated 

with cyan. Note that (d-h) are at 𝑢𝑦 = 10𝑑̅, whereas (i) is at 𝑢𝑦 = 3.9𝑑̅, i.e. just before 

cracking initiated. (j) A semi-logarithmic plot showing the influence of initial volume fraction 

of solid 𝑔𝑆
0 and rate of push plate displacement 𝑑𝑢𝑦/𝑑𝑡 on deformation behaviour where 

“suspension” is indicated as grey, “shear-induced contraction” as black, “shear-induced 

dilation” as green, and “shear cracking” as red. 

                  



 
Fig. 4. Synchrotron radiography of shear-induced dilation during deformation at 74% - 

1μm·s
-1

. Liquid is dark, grains are bright. 

                  



 

Fig. 5. (a-c) Radiographs showing the melting and floating of grains during in-situ heating 

experiment “38% - 0µm·s
-1

”: (a) a radiograph taken at the onset of grain floating (𝑡EXP =
0 s). A dashed red ROI marking the region for measuring 𝑔𝑆.𝐹𝑂𝑉

0 . (b) During the heating 

experiment (𝑡EXP = 271 s), the blue ROI indicates the approximate position of the packed 
zone (defined as a zone including grains having displacement < 2 µm within 10 seconds), and 

(c) a later stage of heating when 𝑡EXP = 470 s. The measuring area 𝐴 = 𝐹𝑂𝑉  was fixed, 
while 𝐴 = 𝑃𝐾 is adjusted to follow the packed zone position. (d) Measurements of 𝑔𝑆.𝐹𝑂𝑉

𝑛  
and 𝑔𝑆.𝑃𝐾

𝑛  against experiment time, 𝑡EXP. (e-g) LBM-DEM simulation of floating movement 

(Float - 0µm·s
-1

): (e) the initial assembly before the buoyancy field affected the DEM grains, 

(f) a snapshot of the floating simulation with liquid velocity field overlapped (𝑡DEM = 8.0 s), 
and (g) a packed assembly regenerated by floating grains. Only the left side of the simulated 
sample is shown in (e-g). (h) Measurement of 𝑓𝑆.𝑝𝑘

𝑛  against simulation time, 𝑡DEM. 

                  



 

Fig. 6. Direct comparison of volumetric strain profiles from 𝑔𝑆
0 = 50%  datasets and 

simulations I-III after 10𝑑̅ increment of push-plate displacement, at three displacement rates. 
(a-b) The definition of two regions of interest (ROIs), red and blue, used to study volumetric 

strain. In (a) the 50% - 2870µm·s
-1

 experiment is used as the background, in (b) simulation 

III is used. (c-h) Comparison of volumetric strain profiles between (c-d) 50% - 30µm·s
-1

 

experiment and Simulation I; (e-f) 50% - 1310µm·s
-1

 experiment and Simulation II; and (g-h) 

50% - 2870µm·s
-1

 experiment and Simulation III. Net “shear-induced contraction” behaviour 
is indicated in black, and net “shear-induced dilation” is indicated in green. Profile plots with 
red axes correspond to the red ROI; plots with blue axes correspond to the blue ROI. 
Volumetric strain was measured in experiments by X-ray intensity processing (XIP), and in 
simulations as (𝜀𝑥𝑥 + 𝜀𝑦𝑦) from triangulation (TRI). 

                  



 

Fig. 7. Simulated deformation microstructures from LBM-DEM simulations when 𝑢𝑦 = 10𝑑̅. 

A similar FOV to the experimental radiographs is used. The liquid-filled interstices are 
coloured black. 

 

Fig. 8. Plots of volumetric strain (𝜀𝑥𝑥 + 𝜀𝑦𝑦 ) field from triangulation (averaged over a 

√10𝑑̅ × √10𝑑̅ REV) from LBM-DEM simulations when 𝑢𝑦 = 10𝑑̅. The same FOV is used 

as in Fig. 7. 𝜀𝑣𝑜𝑙
DEM denotes the total volumetric strain. The net “shear-induced contraction” 

(𝜀𝑣𝑜𝑙
DEM < 0) simulations are outlined in black, and the net “shear-induced dilation” (𝜀𝑣𝑜𝑙

DEM >
0) simulations are outlined in green. 

                  



 

Fig. 9. Plots of shear strain (𝜀𝑥𝑦) field from triangulation (averaged over a √10𝑑̅ × √10𝑑̅ 

REV) from LBM-DEM simulations when 𝑢𝑦 = 10𝑑̅. The same FOV is used as in Fig. 7. The 

net “shear-induced contraction” (𝜀𝑣𝑜𝑙
DEM < 0) simulations are outlined in black, and the net 

“shear-induced dilation” (𝜀𝑣𝑜𝑙
DEM > 0) simulations are outlined in green. 

  

                  



 

 

Fig. 10. Comparison liquid pressure changes as calculated in the simulations. DEM grains are 
coloured semi-transparent grey, and the same FOV is used as in Fig. 7. The net “shear-

induced contraction” (𝜀𝑣𝑜𝑙
DEM < 0 ) simulations are outlined in black, and the net “shear-

induced dilation” (𝜀𝑣𝑜𝑙
DEM > 0) simulations are outlined in green. Regions coloured yellow 

indicate a liquid pressure drop ∆𝑝 < ∆𝑝𝑐, where ∆𝑝𝑐 = −0.03Pa was chosen, and 𝑢𝑦.min  is 

the minimum normalised push-plate displacement when ∆𝑝 < ∆𝑝𝑐 first occurs. For the seven 

simulations showing 𝑢𝑦 = 10𝑑̅, no ∆𝑝 < ∆𝑝𝑐 regions developed for 𝑢𝑦 ≤ 10𝑑̅. 

                  



 

Fig. 11. Plots of volumetric strain ( 𝜀𝑥𝑥 + 𝜀𝑦𝑦 ) field from triangulation (averaged over 

√10𝑑̅ × √10𝑑̅ REV) for 84%PK simulations. The same FOV is used as in Fig. 7. The net 

“shear-induced contraction” (𝜀𝑣𝑜𝑙
DEM < 0) simulations are outlined in black, and the net “shear-

induced dilation” (𝜀𝑣𝑜𝑙
DEM > 0) simulations are outlined in green. Plots in the leftmost column 

correspond to 84%PK simulations with strain-rate sensitivity to the flow stress of solid, 
followed by simulations without strain-rate sensitivity to the flow stress of solid (centre), and 
then simulations without strain-rate sensitivity and without interstitial liquid (i.e. no LBM) 
(right). 

                  



 

Fig. 12. (a-b) Schematic illustrations of shear cracking: (a) mechanism A, crack propagation 
from a free surface with a liquid meniscus in the x-y plane; (b) mechanism B, cracking from 

menisci in the y-z plane. (c) A radiograph of 57% - 2150µm·s
-1

 sample before deformation 
indicating the two regions, A and B. (d) “mechanism A” cracking in Region A, and (e) 
“mechanism B” cracking in Region B. (f) Yellow scanning line used to draw the profile of 
transmission intensity and nominal z position in Region B. (g-h) Evolution of (g) X-ray 
transmission intensity and (h) sample thickness along the yellow scanning line to 𝑢𝑦 =
24.0𝑑̅. (i) Summary of the push-plate displacement, 𝑢𝑦, when the first crack formed for all 

six shear cracking datasets. (j) Summary of the crack positions for each dataset; the crack 
initiation sites are highlighted by a star. 
  

                  



Table 1 DEM parameters used during shear deformation stage. 
Symbol Property Unit Value 

ρ Grain density kg m-3  

     81%PK Simulations  2600 

     84%PK Simulations  2606 

     93%PK and 95%PK Simulations  2629 

     Simulation I, II, and III  2658 

     Float - 0µm·s-1  2634 

𝑘𝑛,𝑒 Elastic normal stiffness N m-1 4 × 10-3 

𝑘𝑛,𝑝 Slope of plastic flow regime N m-1 1 × 10-7 

𝑘𝑛,𝑔−𝑤 Grain-wall normal stiffness N m-1 31.1 

𝑘𝑛,𝑚𝑒𝑚 Membrane circle normal stiffness  N m-1 0.013 

𝑘𝑛,𝑏𝑜𝑛𝑑 Mem. bonding normal stiffness  N m-2 13 

𝜍𝑏𝑜𝑛𝑑 Tensile strength of mem. bonding N m-1 2 × 1010 

𝑐𝑏𝑜𝑛𝑑 Cohesion of mem. bonding N m-1 1 × 1010 

𝜆̅𝑏𝑜𝑛𝑑 Mem. bonding radius multiplier − 0.5 

𝜅 Normal-to-shear stiffness ratio − 2.0 

𝐹0 Avg. contact force magnitude N  

     81%PK Simulations  2.52 × 10-9 

     84%PK Simulations  7.20 × 10-9 

     93%PK and 95%PK Simulations  4.32 × 10-8 

     Simulation I, II, and III  2.52 × 10-9 

     Float - 0µm·s-1  0 

𝑈0 Mean overlap prior to def.  m 𝐹0/𝑘𝑛,𝑒  

𝐹𝑦 Yielding contact force  N  

     1µm·s-1 Simulations  𝐹0 + 6.6 × 10-10 

     30µm·s-1 Simulations  𝐹0 + 1.6 × 10-9 

     Simulation II (1310µm·s-1)  𝐹0 + 4.2 × 10-9 

     2150µm·s-1 Simulations  𝐹0 + 4.9 × 10-9 

     Simulation III (2870µm·s-1)  𝐹0 + 5.2 × 10-9 

     Float - 0µm·s-1  𝐹0 + 1.6 × 10-9 

𝑈𝑦 Yielding contact overlap N 𝐹𝑦/𝑘𝑛,𝑒 

𝐹𝑁 Normal force on membrane N 0.25∙ 𝐹𝑦 

𝜇 Friction coefficient − 0.05 

𝜇𝑟 Rolling friction coefficient − 0.5 

Δ𝑡 Simulation timestep s  

     1µm·s-1 Simulations  5.00 × 10-5 

     30µm·s-1 Simulations  6.66 × 10-6 

     Simulation II (1310µm·s-1)  1.53 × 10-7 

     2150µm·s-1 Simulations  9.30 × 10-8 

     Simulation III (2870µm·s-1)  6.97 × 10-8 

     Float - 0µm·s-1  6.66 × 10-6 

  

                  



Table 2 A summary for coupled LBM-DEM simulations. 

Simulation dataset 
Geometry adapted 

from experiment 

# of grains, 

𝑁grain
DEM  

Min.:avg.:max. 

grain size, 

𝑑𝑚𝑖𝑛
DEM:𝑑̅:𝑑𝑚𝑎𝑥

DEM 

[µm] 

81%PK - 1µm·s-1 66% - 30µm·s-1 5083 100:120:149 

81%PK - 30µm·s-1 5083 100:120:149 

81%PK - 2150µm·s-1 5083 100:120:149 

84%PK - 1µm·s-1 5224 102:120:151 

84%PK - 30µm·s-1 5224 102:120:151 

84%PK - 2150µm·s-1 5224 102:120:151 

93%PK - 1µm·s-1 5224 116:135:171 

93%PK - 30µm·s-1 5224 116:135:171 

93%PK - 2150µm·s-1 5224 116:135:171 

95%PK - 1µm·s-1 5788 116:135:171 

95%PK - 30µm·s-1 5788 116:135:171 

95%PK - 2150µm·s-1 5788 116:135:171 

Simulation I 50% - 30µm·s-1 7054  91:120:165 

Simulation II 50% - 1310µm·s-1 6019  89:120:154 

Simulation III 50% - 2870µm·s-1 6055  86:120:157 

Float - 0µm·s-1 44% - 30µm·s-1 

38% - 0µm·s-1 

7907 057:075:094* 

*The grain size in the first floating test 

  

                  



Table 3 Liquid parameters used in coupled LBM-DEM simulations. 
Symbol Property Unit Value 

𝜌𝐿  Liquid density,  kg m-3  

     81%PK Simulations  2673 

     84%PK Simulations  2709 

     93%PK and 95%PK Simulations  2830 

     Simulation I, II, and III  2948 

     Float - 0µm·s-1  2856 

𝜇𝐿 Liquid dynamic viscosity Pa s  

     81%PK Simulations  1.53 × 10-3 

     84%PK Simulations  1.58 × 10-3 

     93%PK and 95%PK Simulations  1.77 × 10-3 

     Simulation I, II, and III  1.99 × 10-3 

     Float - 0µm·s-1  1.82 × 10-3 

δ𝑡 LBM Simulation timestep s  

     1µm·s-1 Simulations  1.00 × 10-3 

     30µm·s-1 Simulations  6.66 × 10-4 

     Simulation II (1310µm·s-1)  1.53 × 10-4 

     2150µm·s-1 Simulations  9.30 × 10-5 

     Simulation III (2870µm·s-1)  6.97 × 10-5 

     Float - 0µm·s-1  6.66 × 10-4 

𝑟𝛿𝑡/∆𝑡 LBM-DEM timestep ratio −  

     1µm·s-1 Simulations  20 

     30µm·s-1 Simulations  100 

     Simulation II (1310µm·s-1)  1000 

     2150µm·s-1 Simulations  1000 

     Simulation III (2870µm·s-1)  1000 

     Float - 0µm·s-1  100 
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