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One of the key frameworks for developing the theory of light–matter interactions in modern optics and photonics is
quantum electrodynamics (QED). Contrasting with semiclassical theory, which depicts electromagnetic radiation
as a classical wave, QED representations of quantized light fully embrace the concept of the photon. This tutorial
review is a broad guide to cutting-edge applications of QED, providing an outline of its underlying foundation and
an examination of its role in photon science. Alongside the full quantum methods, it is shown how significant dis-
tinctions can be drawn when compared to semiclassical approaches. Clear advantages in outcome arise in the pre-
dictive capacity and physical insights afforded by QED methods, which favors its adoption over other formulations
of radiation–matter interaction. © 2020 Optical Society of America

https://doi.org/10.1364/JOSAB.383446

1. INTRODUCTION

Formulations of theory represent the foundation for describing
and interpreting all forms of optical interaction with matter. As
such, they not only represent the basis for technical and quan-
titative descriptions; they also offer frameworks for conceiving
and understanding the nature of such interactions, and their
underlying mechanisms. In a wide-ranging field of applications
in optics and photonics—including the science and technology
of optical materials, spectroscopic analysis, optical sensors, laser
frequency conversion, nanoscience, photophysics, photochem-
istry, and photobiology—one may observe that two essentially
different kinds of theory are commonly applied.

The most prevalent is semiclassical theory (SCT), a framework
in which light is treated classically, usually as a sinusoidal wave,
and matter is treated by methods based on quantum mechanics
[1]. Such a formulation formally entails classical electrodynam-
ics based on wave optics, as it has been taught for well over a
century. Sustained by its remarkably broad applicability, SCT
has found wide acceptance in the successive generations of
textbooks from which practitioners usually learn the basics, with
the tacit assumption that it is easier to grasp than full quantum
theories. Indeed, much of the theory in physical optics is almost
entirely classical, in the sense that material parameters such as
bulk optical susceptibilities are treated phenomenologically,
in terms of scalar or tensor parameters whose mathematical
constructs are not always of direct concern. However, it would

have to be acknowledged that the correct form and quantita-
tive behavior of those parameters are ultimately only derivable
from quantum mechanical representations. Of course, even
the band structures of bulk materials can be interpreted in no
other way—but these primarily concern materials, not light.
Despite its shortcomings, an SCT formulation of optics can still
be considered serviceable.

The other mainstream representation of theory for optical
interactions is quantum electrodynamics (QED) [2–10]. Here,
both matter and radiation are treated with the full rigor of quan-
tum mechanics, and as such they naturally express processes and
interactions in terms of light quanta, i.e., photons [11]. In the
sphere of optics, this cast of theory is commonly applied in a
formulation that treats space and time nonrelativistically, since
none of the salient charges move at anything approaching the
speed of light. Just as with SCT, this framework too is based on
Maxwell’s equations for the electromagnetic fields, but here,
those fields are promoted from regular variables to acquire the
status of quantum operators, which act on radiation field state
vectors. In consequence, quantum principles are consistently
applied to the entirety of each and every system, whether or not
charges or photons are present. In particular, for applications
in optics, this version of theory intrinsically subsumes both
quantum optics and quantum mechanics.

It is significant that, while the notion of photons is invariably
deployed at some stage in describing even the simplest optical
processes, such as the electronic transitions that result from
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absorption—even in SCT—the photon is strictly a concept
that is at odds with the assumptions of that theory. The Planck
relation between energy and frequency is clearly not a construct
that can be elicited from any classical wave representation.
Nonetheless, conventional SCT treatments of absorption and
emission afford neat, tractable introductions to the applica-
tions of time-dependent perturbation theory [12–14], while
the development of higher-order responses leads gently into
nonlinear optics [15–17]. As such, this branch of theory has
become an almost incidental assumption, frequently sustained
in the descriptions of experimental phenomena, even at the
research level.

One of the most important reasons for the sustained popu-
larity of SCT is that, when it is allowed the logically inconsistent
deployment of the Planck relation in judicious places, it often
provides results that are in correct agreement with experiment,
and with QED, to the level of experimental error. Yet SCT is
flawed at a fundamental level—not just because the world of
light and matter is, in fact, comprehensively quantum mechani-
cal, but for several other reasons. Where failures of SCT arise,
they are found not only in some obvious departure of agreement
with experiment in relatively exotic or high-precision physics,
where QED has scored some of its most celebrated successes
(calculations of the fine-structure constant, relativistic effects in
heavy atoms, and fine-structure level splitting afford significant
examples [18–20]). Despite notable attempts by Jaynes and
co-workers [21,22], it proves impossible to elicit a correct repre-
sentation of spontaneous emission [5,23], the generic term for
all familiar forms of fluorescence, phosphorescence, and lumi-
nescence. This is the most striking and ultimately unacceptable
manifestation of a fundamental flaw in SCT.

In SCT, any electronic excited state secured as a solution of
the time-independent Schrödinger equation is necessarily a
stable, stationary state: there is no system operator to act as a
perturbation and provide for state decay, unless, of course, light
of the appropriate wavelength is present, as in the special case
of stimulated emission. Thus, isolated excited atoms might
incorrectly be expected to have an infinite excited state lifetime,
precisely because they are stationary eigenstates of the atomic
Hamiltonian. Under SCT, the electric field of radiation e is zero
when no light is present, whereas in QED, a multipolar coupling
operator such as −µ · e representing an electric dipole (E1) µ
engaging with an electric field vector e is never zero, because
µ and e are both operators, one acting on the states of the matter
and the other on the radiation field. The same applies when this
dipole coupling is more formally expressed (as we do later) in
terms of the electric displacement field. Moreover, the system
Hamiltonian in QED comprises not only terms for the matter
and multipolar (or other) coupling to radiation, but also a radi-
ation Hamiltonian that is always present [5,8]. Consistent with
the finite ground state of every quantum mechanical harmonic
oscillator, the physical corollary is that vacuum fluctuations
perturb every material excited state, providing a mechanism for
decay transitions to occur.

Terms such as “vacuum fluctuations” or “vacuum field”
might, incidentally, be considered unfortunate, being suggestive
of exotic phenomena that can be identified only in regions of
space devoid of matter, whereas they are, in fact, universally
present [24]. However, they represent only one form of physical

interpretation of the relatively simple mathematics; it is not
entirely necessary to deploy such a viewpoint to attain the cor-
rect QED form of spontaneous emission. Loose terminology
is always a problem: as a counterargument, it could be said that
several terms more widely used in the semiclassical literature
can also be misleading, such as the common description of an
absorber as an “oscillator” or a “dipole,” without identifying the
key distinction between static and transition forms of oscillation
and dipole.

There are two widely held misconceptions concerning QED.
One is a common perception that the subject is substantially
more difficult and complicated to apply than SCT. In fact, it is
easy to demonstrate that, in describing common optical proc-
esses, QED is no more difficult than SCT: the latter is scarcely
any simpler even when the complexities and assumptions of
classical wave theory are hidden away, as is often the case in text-
book treatments. A second objection is that (despite its unique
success with spontaneous emission) the application of QED
is required only for high-precision calculations [25]. Both the
premise and conclusion of such logic are, of course, spurious;
the success of QED in calculating the fine-structure constant
and other such quantities, with unmatched precision, serves to
underscore its complete scientific validity.

An unwarranted and unnecessary gulf thus seems to have
become established, principally for historical reasons, between
the fully quantized formalisms of quantum optics, and the
largely semiclassical treatments of atomic and molecular inter-
actions with light. It is legitimate to pose the question of why one
should choose to deploy kinds of theory that do not correctly
reflect the quantum nature of light, for the problems and faults
of SCT presented above are not its only deficiencies. At a time
when the whole sphere of technology is being transformed by
engineered photonics (a field commonly called “quantum tech-
nologies”), and science has moved into what has already been
dubbed the “century of the photon,” the attraction of framing
theory in a formulation that duly represents the quantum nature
of electromagnetic radiation is increasingly evident. The photon
concept is clearly a requisite for understanding and correctly
representing operations in quantum technology. While SCT
often provides extremely similar results to QED for systems with
large quantum numbers, it is important to bear in mind that any
such notion of large numbers makes sense only with regard to
a specified interaction volume, a few implications of which are
discussed in Appendix A.

A comparison of QED and SCT is widely available in both
textbooks, such as Ref. [1], and the literature, including the
in-depth review article by Milonni [26]. Without heavy repeti-
tion of the earlier work, this tutorial review aims to objectively
illustrate not only applications—primarily in the sphere of
condensed phase optics and photonics—but also insights into
mechanisms afforded by a photon-based perspective. Several
recent examples are drawn from the fields of optical manipu-
lation and structured light. While the nature of the subject is
of course mathematical, and demands the language of math-
ematics, our intention is to keep equations to a minimum, in
order to focus on physical and interpretive aspects. The height-
ened predictive power of QED is also exhibited in areas where
there are evident shortcomings in theory cast in a classical or
semiclassical guise.
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2. BASIC FORMULATIONS

To address the mathematical detail, it will be helpful to begin
with a summary of key differences in the foundational equations
of QED and SCT. The most substantial difference between
these theories is encapsulated in their distinct forms of system
Hamiltonian, exemplified in the following analysis. Here, we
shall use the term “molecule” in a generic sense, to signify any
material entity that is electrically neutral, and which has an
identifiable electronic integrity. As such, the description in
principle applies to free atoms, molecules, chromophore groups
within molecules, and even larger systems with extended quan-
tum behavior such as “quantum dots.” With care, application
can also be made to guest species in a host lattice—notably,
rare-earth dopants in crystal media with significantly different
absorption features.

First, we consider the optical interactions of any such
single “molecule.” The SCT and counterpart QED system
Hamiltonians are cast as

HSCT
sys = Hmol + Hint; (1)

HQED
sys = Hmol + Hrad + Hint. (2)

Here, in both equations, Hmol represents the molecular
Hamiltonian, while in the second expression, Hrad repre-
sents a Hamiltonian for the radiation field. In both cases, the full
Hamiltonian is expressible in the form H = H0 + Hint, where
the interaction Hamiltonian term provides for perturbations
that allow transitions within a basis set of states, which are the
eigenstates of H0. Nonetheless, a difference of meaning in H0

in each of these interpretations signifies that the corresponding
eigenstates take a significantly different form in the two theories.

In the case of SCT, the basis states are simply eigenstates of
Hmol, expressible in the form |mol〉 = |E ξ

m〉 for a molecule ξ
in its mth electronic state: additional labels may be inserted
within the ket, as necessary, to specify other internal degrees
of freedom. Formally, these quantum states are formulated
in a Hilbert space. However, with Hrad included in the treat-
ment from the outset in QED theory [5,8], the unperturbed
Hamiltonian H0 comprises the sum of Hmol and Hrad. This
means that the basis states employed in this construct are
separable molecule-field product states, given in general by
|mol〉|rad〉 = |mol; rad〉 = |E ξ

m; n(k, η)〉, i.e., products of
Hilbert states for the material and Fock states for the radiation.
Here, number state representations are used to specify the
electromagnetic field, n(k, η), with n designating the number
of photons of wave vector k and polarization index η: the latter
two variables together designate a plane-wave photon mode.
While the radiation field may be described in other ways, for
example as a coherent state, the number state approach usually
enables a more direct connection to the light quanta: it also has
the advantage of being the simplest basis, in terms of which any
other can in principle be expressed. For example, variations in k
vector are accommodated in the quantum description of struc-
tured light (a point we shall return to in Section 5). Notably,
in the QED formulation, Hint is an operator in the space of
both matter and radiation states, and therefore it is always part

of the system Hamiltonian, whereas it only features in SCT if
electromagnetic radiation is present.

By extension to an assembly of molecules, individually distin-
guished by a label ξ , the QED multipolar Hamiltonian takes a
particularly simple form, when deploying the standard, Power–
Zienau–Woolley (PZW) formulation [9,27–29],

HQED
sys =

∑
ξ

Hmol + Hrad +
∑
ξ

Hint. (3)

This equation deserves a number of comments before we go
further. It is striking that, while QED was first formulated to
tackle the interactions of fundamental charges and photons, the
subsequent development of molecular QED wrought this beau-
tiful simplicity to the interactions of larger, electrically neutral
species—interactions both with light, and among themselves.
Notably, there is no direct interaction between “molecules” in
the exact multipolar form of system Hamiltonian, as is evident
from the lack of any double-sum in the structure of Eq. (3).
In this formalism, intermolecular interactions operate only
through mediation of the electromagnetic field, which in the
quantum formulation has to mean photons (whether real or
virtual, with the latter being unobserved).

To be clear, the lack of any intermolecular terms in Eq. (3)
relating to direct Coulombic interactions formally signifies
that such static or “longitudinal” fields cancel out exactly, in
the detailed multipolar form [3]. All forms of electrodynamic
coupling between molecules are necessarily mediated by the
exchange of photons [5,8,9]. (The differences that arise in
the “minimal-coupling” formulation are well documented in
these three references and elsewhere: they are not relevant to
the comparisons with SCT, and they lie beyond the scope of the
present review.) This does not mean, however, that the effects
of static fields cannot be accommodated in the theory. In fact,
while externally applied static electric and magnetic fields can
be treated as additional zero-frequency perturbations—see,
for example, Refs. [30,31]—their effect can also be correctly
identified as the result of virtual photon coupling with static
multipoles of the corresponding electric or magnetic kind.
Adopting this form of coupling enables proper account of the
influence of local molecular dipoles and surface potentials, as for
example in a recent study of the fluorescence energy transfer at
membrane surfaces [32].

The requirements for using a molecular QED formulation
are principally that the component particles are slow-moving,
and electronically distinct. These constraints preclude only
direct application (without due modifications being imple-
mented) to particles moving at relativistic speeds, or those with
wave function overlap leading to exchange integral energies.
Somewhat misleadingly, the term “dilute gas” is sometimes
deployed to signify insignificant overlap between the wave func-
tions of component particles. In practice, the notion of distinct
electronic integrity suffices, enabling perfectly sound applica-
tions to be made to real gases, and to most liquids and solutions.
By interpreting the “molecular” Hamiltonian appropriately, it is
entirely possible to take into account both electronic and nuclear
motions, most commonly through a Born–Oppenheimer sepa-
ration of intramolecular vibrations. Hence, for example, many
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studies of the molecular Raman effect have been pursued using
QED methods; see, for example, Refs. [5,33–38].

With limitations, molecular solids are also valid objects of
such theory: here, the constraint on direct applicability simply
means nonconductivity, and an exclusion of delocalized phonon
or polariton excitations. By a logical extension, the formulation
of molecular QED can be further applied to regular dielectric
solids, for which the elementary components may be regarded
as comprising unit cells [39,40]. Indeed, the foundations of
“classical” nonlinear optical susceptibility are based on an
exactly similar premise of dependence on atom density in most
classic texts; see, for example, Refs. [17,41,42]. Nonetheless,
there is a caveat here, for it is evident that departures from the
simplicity of a conventional molecular QED formulation
must start to be apparent whenever coupling occurs between
the intraparticle eigenstates of Hmol and delocalized states of
the condensed phase bulk. Such coupling can engender ther-
malization and dissipation processes, some most obviously
manifest as damping [43]—a topic we shall shortly return to in
another connection.

Returning again to Eq. (3), we now focus on the middle term.
In the second quantized representation, the Hamiltonian for the
radiation field may be written as

Hrad =
∑
k,η

{
a †(η)(k)a (η)(k)+

1

2

}
~c k, (4)

and described as a collection of harmonic mode oscillators
with circular frequency ω= c k. The noncommuting oper-
ators a (η)(k) and a †(η)(k) are lowering (annihilation) and
raising (creation) operators, respectively. In the case of the
number states, which are exact eigenstates of the radiation
Hamiltonian, these operators serve to decrease or increase
by one the number of photons of mode (k, η) in the radia-
tion field, via a (η)(k)|n(k, η)〉 = n1/2

|(n − 1)(k, η)〉 and
a †(η)(k)|n(k, η)〉 = (n + 1)1/2|(n + 1)(k, η)〉. The ordered
product a †(η)(k)a (η)(k) is called the number operator, n(k, η)
signifying an integer number of photons. For some types of laser
beam, to correctly represent a number that is subject to fluc-
tuation and aspects of photon statistics, it is expedient to employ
other forms of radiation state containing a suitable superposi-
tion, typically, the previously mentioned coherent states. From
Eq. (4), it is apparent that the entire energy of the radiation
field is identical to that of the populated subset of an infinite
set of quantum harmonic oscillators, Hrad = (n + 1/2)~ω,
n = 0, 1, 2, . . ., where the second term denotes the zero point
energy of the vacuum, meaning n = 0, i.e., an absence of
photons.

Before proceeding further, it is interesting to observe an
immediate conclusion that can be drawn from a compari-
son between the forms of Eqs. (1) and (2). The radiation
Hamiltonian, Hrad, of Eq. (4) does not commute with Hint,
whose leading terms have a linear dependence on the photon
creation and annihilation operators. (As we shall see, each indi-
vidual engagement of the electric or magnetic field operators
necessitates the involvement of one or other of these boson
operators.) Consequently, stationary states of HSCT cannot be
stationary states of the complete HQED. This, in a nutshell, is
why SCT ultimately fails to correctly account for spontaneous

emission, among much else. In fact, since the photon creation
operator acts on the radiation vacuum state to give a nonzero
result—as follows from the equations above with n = 0—it is
a simple matter, using methods to be detailed in the next sec-
tion, to derive a correct expression for the rate of spontaneous
emission,

〈0〉 =
ω3

3πε0~c 3
|µm0
|
2. (5)

The above result, a textbook example [5], represents the rate
for an isotropic source undergoing an E1 allowed transition,
from the mth excited state down to the ground state, subject
to energy conservation Em0 ≈ ~ω, where ω= c k is the cir-
cular frequency. The result, Eq. (5), can be easily extended to
incorporate the influence of a dielectric medium [39,40].

In the next section, we outline the formal components for
a QED development of theory, providing the formal basis for
both simple and substantially more intricate forms of optical
interaction. This establishes the rigorous basis for such a devel-
opment; it will then be unnecessary to rehearse the entire basis in
each and every implementation.

3. DEVELOPING QED THEORY FOR
APPLICATIONS TO SPECIFIC OPTICAL
PROCESSES

It is not unreasonable to assert that every formulation of theory
in the realm of optics has, at its roots, one or more of Maxwell’s
equations. As observed earlier, this is just as true for SCT as
for QED; the key difference is that, in the latter, the fields
appearing in those equations are promoted to operator sta-
tus. Since Maxwell’s work represents an accepted common
ground, we shall begin the following development at a higher
level: interested readers may find the underlying develop-
ment, beginning with Maxwell’s equations, in the standard
textbooks [1,5,8,44–47].

A. Field Expansions

To elicit the mechanistic form of optical interactions, it is
necessary to represent the fundamental nature of the engage-
ment between light and matter. Once again, there is a widely
accepted representation (though, in this case, an understood
acknowledgement that it is inexact): the E1 approximation.
Physically, this may be argued on the basis that, at least for
dielectric materials, the electric field of any optical radiation
will be the dominant influence, acting upon local charge distri-
butions to produce shifts in the equilibrium centers of positive
and negative charge. Although this E1 approximation does not
have to be applied either in QED or in SCT, light–molecule
interactions mediated by an E1 are much more efficient than
those for an electric quadrupole (E2), any other higher-order
electric multipole, or even a magnetic dipole (M1)—although
both M1 and E2 forms of coupling become important in studies
on chirality [48–51]. Therefore, for ease of explanation, we
will restrict ourselves to the E1 approximation. In this case, the
interaction (PZW) Hamiltonian is expressible as [5,8]

Hint =−ε
−1
0 µi (ξ)d⊥i , (6)
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where µi (ξ) is the electric-dipole moment operator. The Latin
subscript denotes a Cartesian component with an implied
summation convention for repeating indices. Moreover, d⊥i is a
component of the transverse electric displacement operator for a
plane wave, expressible (in its Fourier mode expansion form) as

d⊥i (r)= i
∑
k,η

(
~c kε0

2V

) 1
2

×

{
e (η)i (k) a (η) (k) ei k·r

− ē (η)i (k) a †(η) (k) e−i k·r
}

.

(7)

Here, e (η)i (k) is the electric polarization unit vector with the
complex conjugate variable denoted by an overbar, r is an
arbitrary position in space, and V is an arbitrary quantization
volume. Here, the linear dependence on photon creation and
annihilation operators, alluded to earlier with respect to Hint, is
clearly obvious. In passing, it is worth noting that the magnetic
induction field of the radiation field, signifying the counterpart
field in electromagnetic radiation, has an exactly analogous
expansion, also linear in a (η)(k) and a †(η)(k) [5,8,10]. In conse-
quence, every interaction of light has to involve the annihilation
or creation of photons—or both. (Where these interactions
involve virtual photons, the creation and annihilation always
occur as paired events [49]).

B. Perturbation Theory

A frequently used analytical method for tackling time evo-
lution in all but the simplest complex quantum systems is
time-dependent perturbation theory. For SCT, this appears to
be a natural consequence of partitioning the Hamiltonian into
unperturbed, H0, and perturbed parts, according to whether or
not light (and hence, in this interpretation, Hint) is present. In
QED, the distinction is equally effective, but its basis is perhaps
more subtle, since none of the operators can be identified with
zero: as should be the case in any quantum theory, the operators
are not to be defined in terms of a specific state of the system.
Nonetheless, in the realm of application of both formulations,
the coupling between electromagnetic radiation and matter,
represented by the interaction Hamiltonian, Hint, is associated
with energies that are small (due to weak fields) relative to the
Coulomb binding interactions within the molecule itself (which
arise from a much higher field strength).

Before proceeding with the detail, it is worth observing that
in high-field optics, for both SCT and QED, perturbation
theory breaks down at high levels of optical intensity. The
threshold for departures from perturbation theory is com-
monly around 1017 Wm−2; at such intensities, molecular bonds
typically begin to break and electrons detach. Under these cir-
cumstances, one common approach is Floquet theory, which
provides an exact solution to the time-dependent Schrödinger
equation for a Hamiltonian that is periodic in time [52]. In an
SCT framework it has, for example, been applied to the study
of short laser pulses of high intensity interacting with atoms
[53], in particular multiphoton resonances, high-harmonic
generation, and above-threshold ionization processes. For
quantum fields, Floquet theory is less commonly employed,

but examples include application to high-order harmonic
emission and hyper-Raman spectra [54], and the dynamics of
strong field coupling [55]. For a two-level system interacting
with a single-mode quantum radiation field, the well-known
Jaynes–Cummings model illustrates the intricate convolutions
necessary to secure a result using SCT [56]. Much more recently,
there has been renewed interest in the dynamical solution to this
model, in the context of the breakdown of perturbation theory
and the rotating-wave approximation (RWA) at the onset of the
ultrastrong coupling regime [57].

Let us return to the more widely adopted perturbation
theory methods. By employing the standard techniques of
time-dependent perturbation theory, the influence of the
perturbation in causing the total system to evolve from some
initial state, |i〉, to some final state, | f 〉, may readily be evalu-
ated. The probability amplitude for the transition | f 〉← |i〉 is
expressible in terms of a transition operator, T, whose matrix
elements are usually written as M f i = 〈 f |T|i〉. The operator
T is itself expanded as a series in powers of the perturbation
operator [58,59],

T = T(1)
+ T(2)

+ T(3)
+ T(4)

+ . . . , (8)

with

T(1)
= Hint, (9)

T(2)
= Hint

1

E i − H0 + iε
Hint, (10)

and so forth, where E i is the energy of state |i〉. Notice again
that H0 and its eigenenergies differ according to the defini-
tion of the system in SCT and QED. The introduction of an
infinitesimal quantity ε ensures analyticity, understanding that
it is to be taken in the limit ε→ +0. Commonly, line-shape
factors associated with damping and dissipative losses are not
included in formulations at this level, primarily because they are
associated with material components and local fields beyond the
compass of the system under study, and commonly associated
with temporally stochastic or heterogeneous forms of interac-
tion. As such, these may, for example, include coupled motion
in structural vibrations, or the electronic influence of neigh-
boring matter: only in the case of atomic gases at low pressure
can it be assumed that radiative decay properly accounts for any
experimentally determined linewidth.

It is incorrect to assume that the arbitrary infinitesimal can
simply be replaced by any all-encompassing phenomenologi-
cal damping factor: such factors can be assimilated into the
theory, but they are not in general amenable to tractable ana-
lytic expression. Any inclusion of a generic phenomenological
representation of damping must therefore be essentially a prag-
matism, for either SCT or QED. Its introduction can certainly
obscure the rigor at the core of the QED formulation, since
breaking the symmetry of time-reversal leads unavoidably to
a non-Hermitian Hamiltonian [60,61]. The implications are
indeed more easily understood from the QED perspective, since
to secure real expectation values for the radiation fields—and
molecular state energies—the corresponding quantum opera-
tors in each respect have to be Hermitian. The eigenfunctions
of such operators cannot accommodate beam dissipation or
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Table 1. Four Possibilities for Matrix Element
Evaluation

a

↓ Hilbert Space\
Fock Space → | f 〉rad = |i〉rad | f 〉rad 6= |i〉rad

| f 〉mol = |i〉mol potential energy rate of parametric
process, e.g., SHG

| f 〉mol 6= |i〉mol rate of molecular
process, e.g., RET

rate of spectroscopic
process, e.g., MPA

aOnly one possibility leads directly to an energy, i.e., when neither radiation
nor matter states undergo change. All other possibilities, which relate to off-
diagonal matrix elements, serve as probability amplitudes. SHG denotes second
harmonic generation; RET is resonance energy transfer; MPA is multiphoton
absorption; |i〉 and | f 〉 are initial and final states, respectively.

excited state decay without incorporating real exponential
decay, breaking time-reversal symmetry. Attempts to circum-
vent the problem generally require an atomic gas assumption,
where damping is due only to radiative processes [62–64].

C. Rates and Energies

It is important to note an important distinction between rates
and energies, in which the QED treatment clarifies an issue
that is sometimes obscure in other representations. Clearly, it
is possible for the initial and final states in any calculation to be
identical, or to differ. When we account for both the Hilbert
states of matter and Fock states of the radiation, four possibilities
arise (as shown in Table 1), signifying evaluations that are either
diagonal, or off-diagonal, in each quantum basis. Failure to
explicitly consider the quantized nature of radiation can pro-
duce confusion, in particular, over correct usage and distinctions
between the matrix elements involved in optically parametric
processes and energy evaluations.

For cases where the initial and final states are identical, which
can be understood as phenomena rather than processes, only
diagonal elements of the matrix element, Mi i , are significant;
the result delivered by computation of Eq. (8) thus represents
an expectation value with respect to the operator T [65]. Here,
there is no transfer of energy (or linear or angular momentum)
between the radiation field and matter. This signifies that the
occupancy of each radiation mode is unchanged, as also is
the population of each molecular state. In this situation, the
calculations are essentially those of time-independent pertur-
bation theory, since both the molecular and radiation states are
identical in the initial and final states, and a physically mean-
ingful potential energy 1E , is identified with the real part of
Mi i . It should be emphasized, however, that the evaluation of
such diagonal matrix elements does not preclude their indi-
rect involvement in processes. In nonuniform fields, where
the energy of interaction with material particles varies with
position—as, for example, in optical trapping—then mechani-
cal motions may arise in response to the associated potential
energy surface.

In contrast, when the initial and final states differ, off-
diagonal elements arise. Consequently, the physical observable
is no longer represented by an energy shift, but by a time-
dependent rate. Securing the analytical form of the matrix
element, M f i , enables all of the related observable quantities
to be calculated straightforwardly. This is commonly achieved

directly from Eq. (8) via Fermi’s “Golden Rule” for determining
a process rate,0, for an overall system transition | f 〉← |i〉 [66],

0 =
2π

~

∣∣∣∣∣∣
∑
ξ

M f i (ξ)

∣∣∣∣∣∣
2

ρ f , (11)

where ρ f signifies the number density of states per unit energy
interval. In general, for both QED and SCT, this emerges
as a convolution of state densities over the linewidths of the
initial and final states of the matter, and of the radiation, com-
monly reducing in effect to the highest of those four individual
densities of state [67]. The appearance ofρ f in Eq. (11) is a con-
sequence of energy conservation between initial and final states,
with the latter forming a continuum of levels, and a discrete sum
over final states converted to an integral formula. Alternatively,
the rate may be written in terms of a delta function, which
ensures conservation of energy by the system as a whole [1]. For
optical processes such as absorption that involve uncorrelated
processes in individual molecules ξ , the summation in Eq. (11)
can be extracted from the modulus square, and the result reduces
to a simple multiplication by the number of molecules in the
system. Cross-terms arise where coherence holds sway, as we
shall see in the example of second-harmonic generation (SHG)
in the next section.

Consistent with the time-dependent perturbation approach,
the above form of result is regarded as applicable at times beyond
the scale of the rapid quantum oscillations that occur at optical
frequencies. (Alternatively, in cases where Rabi oscillations
occur—usually limited to systems comprising simple particles
with discrete energy levels—the matrix element feeds into a
time-dependent rate cast in a different form; see, for example,
Ref. [68]). The range of optical processes for which Eq. (11)
can be applied includes those where both material and radia-
tion change state, as well as those in which the radiation alone
changes (parametric interactions such as optical harmonic
generation and frequency mixing) and also those where it is
only matter that changes (as, for example, in resonance energy
transfer (RET)). It is worth observing that, even in the presence
of saturation, or other changes in state populations affecting
the measured rate of a collective, the above rule holds for each
individual molecule.

It is interesting to observe another substantial difference
in operation between the SCT and QED theories, readily
illustrated by reference to simple absorption. In the realm
of SCT, reference is frequently made to a “rotating-wave
approximation,” RWA. This premise is used to discard cer-
tain terms in the derivation of Fermi rule rates, on the basis
of ultrafast oscillation averaging to zero over experimentally
meaningful times. Consider an excitation transition m← 0, for
example, where the excitation energy is within a linewidth of the
input photon energy, i.e., Em0 ≈ ~ω, andω= c k is the circular
frequency of the optical input. Theory based on a classical treat-
ment of the radiation—see, for example, the standard treatment
given in Ref. [69]—produces two quantum amplitude terms,
one featuring the phase factor exp[i{(Em0/~)−ω}t] at time
t , and the other, a phase factor exp[i{(Em0/~)+ω}t]. The
latter term is generally discarded on RWA arguments, since it
oscillates around zero with a frequency around 2ω. However, in
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the QED representation, the Heisenberg equation of motion
for operators reveals that the photon annihilation and raising
operators, a (η)(k) and a †(η)(k), carry temporal phase factors
exp[−iωt] and exp[+iωt], respectively. It then becomes evi-
dent that the latter can never contribute to absorption because
it corresponds to an upward transition accompanied by the
emission, not absorption, of a photon. The RWA need never be
invoked; any supposedly additional terms would contravene
energy conservation and are, therefore, never experimentally
measurable. In passing, we note that the Heisenberg picture
can offer calculational advantages and insights [70], afforded
by operator equations of motion resembling those of classical
mechanics [8,71], but in the course of most applications it is the
interaction representation, presented in this review, that proves
most expedient. In this representation, state amplitudes are cast
in a form that is time-independent when interaction terms are
absent [72].

D. Time-Ordered Diagrams

To facilitate computation of the matrix element, especially in
QED treatments of nonlinear optical processes [5,7] and also
for intermolecular interactions [5,8,73], it is convenient to draw
time-ordered diagrams to depict the coupling of electromag-
netic radiation with matter via individual photon creation and
annihilation events, and any concomitant changes in the state of
the molecules. Conventionally, these depictions are constructed
as analogs of the Feynman diagrams employed to great effect
in evaluating pathway sums in quantum field theory [74]. All
possible time-ordered sequences that link prescribed initial and
final states must again be entertained in nonrelativistic QED
theory. Any individual diagram corresponds to a contributory
term of the quantum amplitude in the determination of a given
measurable. A more recent diagrammatic development, known
as a state-sequence diagram [75], combines the complete set of
interaction sequences into a single representation; this approach
will be illustrated in Section 4.

In addition to aiding computation, the complete set of
diagrams for a given overall interaction provides a visual
representation of the physical process under consideration,
enhancing understanding: example diagrams will be given when
applications are examined below. The depiction of specific
photon absorption and emission events and sequences, which
allows the evolution of the total system to be easily followed,
contrasts with the conventional figurative representation of
radiation–matter interactions in terms of primitive energy-level
diagrams. An obvious major drawback of the latter schemes is
that it generally conceals the significance of many terms arising
from application of the perturbation theory formalism. More
subtly, the depiction on an energy-scale diagram, of any process
beyond simple photon absorption or emission, usually implies a
specific sequence of interactions; see, for example, a comparison
for the case of Rayleigh scattering shown in Fig. 1. In QED, the
mathematics specifically requires considerations of all possible
time sequences, making proper allowance for the consequences
of quantum uncertainty. Moreover, in any calculation that
entails two or more different pathways, interferences in the
associated matrix elements duly represent quantum coherence
effects [43].

Fig. 1. Nonforward Rayleigh scattering. Top, two time-ordered
diagrams; bottom, their energy level equivalents. In the time-ordered
diagrams, the vertical line represents the molecule and wavy lines the
input and output photons; 0 and r denote ground and virtual interme-
diate states, respectively, time progressing upwards. (a) Input photon
is annihilated, then output photon is created; (b) output photon is
created, then input photon is annihilated. To correctly derive the
matrix element, and hence the correct dependence on polarizability,
both sequences must be included in the calculations, whether in QED
or SCT. Underneath the Feynman diagrams are the corresponding
energy level figures, (a) as usually depicted, and (b) its seldom-shown
counterpart that lacks conventional interpretation, wrongly indicating
negative energies.

E. Order and Phase

Across the electromagnetic spectrum, the character of material
response to phase is strongly influenced by the degree of order,
most particularly within the span of a wavelength, within or
at the surface of the material. In the electromagnetic region
of optical wavelengths 100 nm to 1 mm, the most prominent
manifestations of phase lie in interference phenomena, and in
corresponding differences between coherent and incoherent
phenomena.

For optical processes, rate equations derived from the modu-
lus square of the quantum matrix element primarily apply to
radiation that is propagating in a direction fixed relative to the
positions and orientation of one or more material particles.
This holds for processes involving absorption and/or stimulated
emission of one or more photons, whether from one or many
beams. Even for spontaneous emission from a single fixed-
location source, producing radiation that is spatially distributed
according to the dipolar nature of the emission, there may be a
specific orientational disposition with respect to a direction of
observation. However, to obtain results for more extended but
isotropic systems, such as most liquids, solutions or gases—or
condensed phase samples that have truly random local order—
usually requires that a free orientational average be carried out
[76]. Here, since the property of isotropy relates to the bulk, it is
appropriate to exploit the ergodic theorem, which dictates that
the time-averaged response of any single center, under equilib-
rium conditions, equates to the ensemble average. This aspect of
theory arises equally under SCT or QED formulations.
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The primary (E1) contributions to the rate equation for an
incoherent (non-wave-vector conserving) process involving
q photons entail tensor orientational averages of rank 2q , or
q , if the process is coherent [7]; any significant involvement of
higher-order multipoles will often generate additional terms
of higher (including odd) ranks. General results are known for
averages up to the eighth rank [77], while results for special cases
are known up to the eleventh rank [78–80]. Explicit averag-
ing procedures are most readily performed by expressing the
directional properties of external radiation, and the response
it induces in the material system, in terms of Cartesian tensors
whose components are referred to space- and body-fixed frames
of reference, respectively. Accordingly, the necessary orienta-
tional averages can be performed in terms of a rotational average
of the two corresponding Cartesian frames. Working with
Cartesian coordinates affords particular advantages for optical
interactions: the material response may thereby have reference
to intrinsic axes and planes of symmetry, readily connecting
with spectroscopic selection rules; equally, radiation parameters
such as wave vectors and polarization vectors can be referred to
experimentally designed configurations on an optical table.

As we saw in Eq. (11), the matrix element typically com-
prises a sum of terms for each of the N component molecules
or electronically distinct optical centers. Each contribution
carries a local phase, arising from the product of phases in each
of the distinct photon interactions. For example, in a frequency-
doubling process involving a set of molecules (or other centers),
each labeled ξ , positioned at Rξ , this product takes the form
ei(2k−k′)·Rξ ≡ ei k·Rξ × ei k·Rξ × e−i k′·Rξ , where k is the wave
vector for each input photon, k′ for the output. The individual
phases in this product simply arise from the corresponding
annihilation and creation terms in the field expansion [Eq. (7)].
For N active centers, the rate expression therefore contains,
in principle, N2 terms: there are N “diagonal” terms collec-
tively representing the response of individual molecules, and
N(N − 1) “off-diagonal” terms arising from the interference of
matrix elements for molecules at different locations. The topic
of correctly dealing with randomly positioned scatterers is neatly
introduced in a classic text by Marcuse [81].

Since each diagonal term arises from the modulus square
of an individual amplitude, phase information disappears
and, on average, each of the N results is the same. These terms
hence signify an additive, incoherent response, contributing a
rate that scales linearly with the material’s optical density. The
off-diagonal interference terms average to zero, except in one
very special case: when the phase of each matrix element is itself
zero. For example, in the frequency-doubling illustration given
above, fulfilling the SHG wave-vector matching condition
2k− k′ = 0 ensures that there can be coherent addition of all
the interference terms and, in consequence, the rate essentially
has a quadratic dependence on optical density. Equally, for the
theory, this signifies that the matrix elements for the process can
be rotationally averaged prior to their addition and squaring.
Physically, such phase-matching corresponds to conserva-
tion of photon linear momentum by the radiation field alone.
However, under any other condition (such that there is some
momentum transfer to each material component, e.g., where
the harmonic is not collected in the forward direction but at
some other angle), the coherent terms net to zero. The process

Fig. 2. Degenerate downconversion, two of several mechanisms
involving more than one optical center in the conversion process.
Optical input is from the left, output to the right, and wavy lines
denote photons. Left-hand case, the ancillary unit is essentially coupled
into the process through a static interaction (dashed line), which means
that no energy is transferred between the centers. Right-hand case,
dynamic coupling, which does involve energy migration, is mediated
by a virtual photon (green wavy line). Adapted from Ref. [88].

is accordingly governed by the fewer remaining, incoherent
rate terms, in this case associated with the much weaker process
known as hyper-Rayleigh scattering [82–87].

Other, more intricate possibilities also arise. Where multicen-
ter interactions occur, a simple reduction of the rate according to
Eq. (11) may need correction. For coherent interactions, it can
become necessary to sum a matrix element over a large ensemble
of mutually coupled material centers, in the sense that each cen-
ter experiences a local electronic environment that is influenced
by electrodynamic and electrostatic fields due to its neighbors.
Formally, any such form of interaction engages the components
in virtual transitions. An example that has received recent inter-
est is degenerate frequency downconversion, 2ω→ω+ω,
primarily mediated by a three-interaction matrix element M(3)

f i

that corresponds to T(3) in Eq. (8).
Understanding the overall nature of the conversion proc-

ess, it is readily observed from Fig. 2 that any ancillary optical
centers in the bulk may participate in such optically parametric
processes in a variety of ways (a more complete set is identified
in a recent publication [88]). Significantly, when such centers
undergo no lasting change in electronic state, there is no limit
on how many of them can participate, subject, of course, to the
sharply dropping effectiveness of the retarded (virtual photon)
coupling with increasing distance, which means that near-
neighbors play the most prominent role. In the development of
the quantum amplitude from higher-order terms of the transi-
tion operator [Eq. (8)], care therefore has to be taken with the
implicitly introduced use of the completeness relation identity,
which for an N-element system must now be cast as

1= (N − 1)−1
N−1∑
q 6=A

∑
r

|r (ξq )〉〈r (ξq )|. (12)

Here, A signifies any of the optical centers where input photons
are annihilated, and r is a generic label for an intermediate state.

Finally, for processes that necessarily engage concerted pho-
ton interactions with coupled molecules, each matrix element
may engage an irremovable phase dependence on the mutual
separation vector, necessitating a phased orientational average
[89]. Another frequently encountered case, also requiring a
special type of averaging process, occurs when dealing with
anisotropic media. This is dealt with by a method closely related
to the phase averaging just described, but which has a real
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instead of an imaginary argument in a weighting exponential
factor. An example is provided by the action of a static electric
field, E 0, on a polar fluid characterized by permanent electric
dipoles,µ0, leading to the inclusion of a temperature dependent
Boltzmann-weighting factor of the form e−µ0·E 0/kB T in the
orientational average of the ensemble, where T is the absolute
temperature and kB is Boltzmann’s constant.

4. COMPARISON OF THE TWO THEORIES IN
APPLICATION

Before examining and comparing specific light–matter inter-
actions in both the SCT and QED points of view, it is worth
observing that, due to SCT commonly being the default theory,
many optical phenomena are often cast in such terms. A clear
advantage of QED methods at a more fundamental level is that
it can be cast in terms of the PZW Hamiltonian, that is, a gauge-
independent quantum Hamiltonian that couples the multipole
transition moments of the matter (E1 and M1, E2, and so on)
directly to the physical electromagnetic fields, and automati-
cally accounts for all intermolecular Coulombic interactions
[9]. In contrast, SCT often invokes the minimal-coupling
Hamiltonian, where light–matter interactions are described
in the much more physically unintuitive vector potential and
canonical momentum variables, include a separate potential
energy for Coulombic interactions, and for any multiphoton
process require computation of an additional term that is quad-
ratic in the vector potential. Although it is possible to construct
a semiclassical interaction Hamiltonian of E1 form, Woolley
(and others [90]) has highlighted a widely underappreciated
fact that even the notion of the ubiquitous dipole coupling
is in fact unsupported by classical wave theory, and multipo-
lar descriptions of light–matter interactions of any order are
only rigorously defensible within a fully quantized framework
[91,92]. In this context, it is perhaps worth recalling that the
multipolar Hamiltonian of QED can itself be secured by apply-
ing a unitary transformation (the PZW transformation) to the
minimal-coupling Hamiltonian [9,27,28].

As examples to compare SCT and QED, we now examine
two types of mechanisms: process rates, exemplified by SHG,
and optically induced energies, focusing on optical binding.

A. SHG

To appreciate the origin of optical properties in any medium
entails the development of theory to elicit the detailed electronic
behavior of the material under the influence of electromagnetic
radiation. Standard introductions to optical nonlinearity extend
a simple SCT formulation of linear response to an applied
electric field—a response whose nature is considered to be
the induction of a polarization field (comprising individual
dipole moments)—on the grounds that this presents only an
approximation to the true response of many materials. When
such a field is oscillatory, as in the optical case, it is reasoned
that the correction terms associated with nonlinear response are
responsible for the generation of optical harmonics, i.e.,

Pi = ε0

{
χ
(1)
i j E j + χ

(2)
i j k E j Ek + χ

(3)
i j kl E j Ek E l + . . .

}
, (13)

which represents component i of a vector “electric polarization”
P for the material, E is the applied electric field, and χ (q) is
the q th-order electric susceptibility with the status of a (q + 1)
rank tensor, as denoted by the number of indices. The above
expression again adopts the convention of implied summation,
on a Cartesian set, over repeated indices. From the semiclassical
perspective, the electromagnetic radiation is considered to be a
wave varying sinusoidally with frequencyω over time t , namely,

E (t)= E0 cosω t, (14)

where E0 is the electric field amplitude of the light wave.
Inserting this expression into Eq. (13) gives the result:

Pi (t)= ε0χ
(1)
i j E0 j cosω t +

ε0

2
χ
(2)
i j k E0 j E0k(1+ cos 2ω t)

+
ε0

4
χ
(3)
i j kl E0 j E0k E0l (3 cosω t + cos 3ω t)+ . . . .

(15)

The first correction term to the linear response, i.e., the second
term of Eq. (15), is thus considered the source of an optical
second harmonic 2ω; the next correction is deemed the origin of
a third harmonic, and so on. To derive the detailed structure of
the linear and nonlinear susceptibilities, one usually has recourse
to essentially prescriptive methods in a form first proposed by
Ward [93]. A similar cast of expression applies at the level of
individual molecules, whose net effect (subject to local field
effects and cascade processes) gives rise to the bulk linear and
nonlinear susceptibilities.

There are many reasons, some delineated in more detail
elsewhere [7], why the above description is unsatisfactory.
For example, Eq. (15) logically implies that a medium with a
nonvanishing χ (2) will always generate some amount of second
harmonic, even at intensity levels that would correspond to only
one photon of input, whereas, of course, energy conservation
requires two input photons for every second-harmonic photon
that is produced. This fault in SCT directly owes its origin
to the representation of the optical field by a classical wave, a
description that makes no provision for quantum limits. It is,
in fact, simple and instructive to show that the statistical prob-
ability of two photons arriving together leads to the observed
quadratic dependence on intensity [94]. Other, commonly
overlooked problems with the semiclassical approach are its
implicit (but in SCT, mathematically unjustified) rejection
of terms such as the unity in the second “SHG” term, which
in fact signifies an entirely different process: here, the linear
electro-optic effect [95], entirely unrelated to SHG. Moreover,
the fact that the modulus square of the polarization is deemed
to represent an observable signal is complicated by the fact
that the resulting cross-terms have no physical significance:
they would signify energy nonconserving interference. It is
noteworthy that the semiclassical rationale for the emergence
of a second harmonic, Eq. (15), is based on the assumption
of quadratic response, and use of the simple trigonometric
identity cos2ω t = 1

2 (1+ cos 2ω t). A similar logic applies for
sum-frequency generation (SFG).

A photon-based foundation, based on QED, for describing
nonlinear optical phenomena presents none of these difficulties.
For example, no cross-terms of the kind discussed above arise,
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precisely because different processes are associated with different
radiation state transitions in the radiation field. Quantum
theory requires that quantum amplitudes are added only for
processes that connect the same pair of initial and final states
of the system. This means that only one leading component of
the transition operator [Eq. (8)] is required for a given process,
according to the number of light–matter interactions involved;
for instance, only T(1) is required for one-photon emission, T(2)

for two-photon absorption and T(3) for SHG (two photons in
and one out).

Reinforcing this point, we now examine the QED derivation
of the SHG signal intensity [96,97]. As is commonly known,
SHG involves the concurrent absorption of two photons of fre-
quency ω at a molecule, along with emission of a single photon
at double the frequency, so that 2ω=ω′; the molecule remains
in the same quantum state, while the radiation changes state.
This, as indicated earlier, enables the wave-vector matching
condition 2k− k′ = 0. The starting point, in general, amounts
to no more than clearly identifying the initial and final states
for each instance of the fundamental interaction. This means
defining the optical radiation mode and representative material
components that are involved, and identifying their initial
and final states. For SHG, the initial |i〉 and final | f 〉 states are
|E A

0 ; n(k, η), 0(k′, η′)〉 and |E A
0 ; (n − 2)(k, η), 1(k′, η′)〉,

respectively, which denotes molecule A remaining in its ground
state (subscript 0) and two photons of one radiation mode
converting into one photon of the other state. By linking the
initial to the final state, a full set of topologically distinct time-
ordered Feynman diagrams can be constructed or, even more
expediently (especially for more complicated mechanisms, such
as the one discussed next), a single state-sequence diagram that
assimilates the information content of the entire Feynman set
[75].

By analyzing the time-ordered diagrams of SHG (Fig. 3), or
its equivalent single state-sequence diagram (Fig. 4), the three
routes from the initial to the final state can be visualized, and
the virtual intermediate states can be fully identified (Table 2).
These three channels within the state-sequence diagram are
represented in Table 3; the relative efficiency of each of these
channels, for a given input frequency, is developed elsewhere
[98]. Since SHG involves three light–matter interactions,
as shown by these diagrams, the T(3) term of Eq. (8) is solely
employed (which contrasts with SCT). Therefore, since the
completeness relation |r 〉〈r | = 1, |s 〉〈s | = 1 are used, and H0

operates on virtual intermediate states |r 〉 and |s 〉 to produce
eigenvalues Er and E s , the following expression is generated
from Eq. (8):

M f i =
∑
r ,s

〈 f |Hint|s 〉〈s |Hint|r 〉〈r |Hint|i〉
(E i − Er )(E i − E s )

, (16)

where the summation is over the intermediate states identified
in Table 2. However, it is noteworthy that three terms (not four)
will arise from Eq. (16), which is apparent because Fig. 4 has two
boxes that are not linked, which means that a fourth channel
(and a fourth term) is not possible.

The next step is to insert the explicit form of each quantum
state and its corresponding energy, provided by Table 2 (with the
knowledge that one route, thus one term, does not exist)—along

Fig. 3. Time-ordered diagrams for SHG, where r and s denote the
virtual intermediate states. (a) Two input photons are annihilated, then
an output photon is created; (b) an input photon is annihilated, then
an output photon is created, then an input photon is annihilated; (c) an
output photon is created, then two input photons are annihilated.

Fig. 4. State-sequence diagram for SHG, in which the initial and
final states are on the left- and right-hand sides of the diagram, respec-
tively; the four possible intermediate system states are in the center,
and the virtual intermediate molecular states are filled circles. Green
and purple lines denote photon annihilation and creation, respectively,
going from left to right. Note that ω = c k and ω′ ≡ c k ′; v is the step
number.

Table 2. System States Decomposed into Molecule
and Radiation States, and Their Corresponding
Energies for SHG

a

System State |r l
v〉 |mol〉|rad〉 Energy

|r 1
0 〉 ≡ |i〉 |E0; n, 0〉 E0 + n~ω
|r 1

1 〉 ≡ |r 〉 |E r ; n − 1, 0〉 E r + (n − 1)~ω
|r 2

1 〉 ≡ |r 〉 |E r ; n, 1〉 E r + n~ω+ ~ω′
|r 1

2 〉 ≡ |s 〉 |E s ; n − 2, 0〉 E s

|r 2
2 〉 ≡ |s 〉 |E s ; n − 1, 1〉 E s + (n − 1)~ω+ ~ω′
|r 1

3 〉 ≡ | f 〉 |E0; n − 2, 1〉 E0 + (n − 2)~ω+ ~ω′
aHere, v is the step number and l the vertex number (defined from Fig. 4).

For SHG, the initial and final energies are identical, since ~ω′ = 2~ω.

with Hint given by Eq. (6)—into Eq. (16). Here, µ operates on
the molecular states and d⊥ onto the radiation states; remember
that only the first or second term of Eq. (7) is necessary, depend-
ing on whether Hint relates to photon annihilation or creation,
respectively. Therefore, for a molecule ξ subject to a laser beam
containing n photons, we find that

M f i =−
i
2

(
~ω
ε0V

)3/2

nē (
η′)

i

(
k′
)

e (η)j (k) e (η)k (k)
∑
ξ

βi j k (ξ),

(17)
in which n ≈ n − 1 is assumed for an input laser with large
n. The assumption of wave-vector matching removes any
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Table 3. Three Channels for Traveling from the Initial
State |r10〉 to the Final State |r13〉 in the State-Sequence
Diagram of Fig. 4

Channel Sequence Mode Occupancy Figure

1 |r 1
0 〉→ |r

1
1 〉→

|r 1
2 〉→ |r

1
3 〉

(ω, ω)→ (ω)→

( )→ (ω′)

3(a)

2 |r 1
0 〉→ |r

1
1 〉→

|r 2
2 〉→ |r

1
3 〉

(ω, ω)→ (ω)→

(ω, ω′)→ (ω′)

3(b)

3 |r 1
0 〉→ |r

2
1 〉→

|r 2
2 〉→ |r

1
3 〉

(ω, ω)→

(ω, ω, ω′)→

(ω, ω′)→ (ω′)

3(c)

molecule-specific phase factor, as we discussed in Section 3.E.
The explicit form of the hyperpolarizability tensor, βi j k , is
given by

βi j k =
∑
r ,s

(
µ0s

i µ
s r
j µ

r 0
k

(E s 0 − 2~ω) (Er 0 − ~ω)

+
µ0s

j µ
s r
i µ

r 0
k

(E s 0 + ~ω) (Er 0 − ~ω)

+
µ0s

j µ
s r
k µ

r 0
i

(E s 0 + 2~ω) (Er 0 + ~ω)

)
. (18)

A simpler QED method to determine nonlinear optical
response tensors of this type, which is equally applicable for
much more complicated processes, can be found elsewhere
[99]. In passing, we note the implications of including damp-
ing factors in the energy denominators, notwithstanding the
difficulties identified in Section 3.B for both QED and SCT
applications. It is gratifying that the issue of the sign on the
damping correction terms has proven to have no discernible
effect on the dispersion behavior of SHG conversion in the
wings of either a single- or a two-photon resonance [100,101].

The second-harmonic emission rate may be obtained from
the Fermi Golden Rule (11), and an orientational average per-
formed to yield the rate for a fluid sample. On the assumption
that there is no orientational correlation between different
optical centers, the second-harmonic radiant intensity I (for a
sample containing N molecular scatters) may be obtained from
this rate and written as

I =
Ī 2
0 g (2)k4 N2

72π2ε3
0c

∣∣∣εi j k ē (
η′)

i

(
k′
)

e (η)j (k) e (η)k (k) ελµνβλµν
∣∣∣2,
(19)

where Ī0 is the mean irradiance of the input beam, g (2) =
〈n(n − 1)〉/〈n〉2 is the degree of second-order coherence,
reflecting the absorption of two photons of the same mode,
which need not necessarily be represented by a number state,
εi j k is the Levi–Civita alternating tensor, and Greek subscripts
refer to Cartesian tensor components in the molecule-fixed
frame. Equation (19) leads to the well-known result that the
second-harmonic signal intensity vanishes for a randomly ori-
ented source. It is a special case of the general result that for all
multipole moments, the intensity is zero for coherent generation

of even harmonics. A clear advantage is afforded by the micro-
scopic treatment of the phenomenon by way of QED theory,
relative to descriptions in terms of the nonlinear polarization
that only identify the coherent contribution [102].

B. Optical Binding

Outside of nonlinear optical processes, the techniques of QED
are equally adept when applied to other forms of phenomena
that involve light–matter interactions. An interesting example is
the energy shift (the origin of an optical force) that arises when
an off-resonant beam of sufficient intensity irradiates a pairwise
molecular system [103,104]; this is known as optical binding.
Strictly, as detailed earlier, this is not a process: the Fermi rate is
replaced by an expression, which determines the energy shift,
that takes the real part of the matrix element only [65]. This
optical binding mechanism is much more complicated than
the previous case of SHG because it involves two molecules
interacting with input, output, and mediating photons. In cases
such as these, it makes more sense to apply the state-sequence
diagram only (Fig. 5) since 24 channels are involved; thus, 24
time-ordered diagrams are required to depict the same mecha-
nism. In fact, another state-sequence diagram (or another 24
time-ordered diagrams) is required to completely describe
optical binding, i.e., for the cases where the two molecules are
interchanged. To derive the expression for the energy shift1E ,
the T(4) term of Eq. (8) is used so that we eventually determine

1E =
(

n~c k
ε0V

)
Re
{

e (η)i (k) ē (
η′)

l

(
k′
)
αA

i j V j k (k, R) αB
kl e

i k·R
}
,

(20)

Fig. 5. State-sequence diagram for optical binding, in the center of
which 14 possible intermediate states are present. In each box, the left-
and right-hand circles are molecules A and B, respectively; an empty
circle is an unexcited molecule, and a filled circle denotes a virtual
intermediate state; k is a photon relating to the irradiating beam; p is a
mediating photon that couples A and B. Represented by a line between
the boxes, one of four events are possible: (i) laser photon annihilated
at A (green line); (ii) mediating photon created at A (orange line);
(iii) mediating photon annihilated at B (blue line); or (iv) laser photon
created at B (purple line). The order in which these events arise is the
whole basis for the diagram and the 24 channels from initial to final
state (from left to right). Each channel has a unique time-ordered
diagram equivalent.
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where αi j is a polarizability tensor, V j k(k, R) is the dipole–
dipole coupling tensor (in the E1 approximation) that
represents virtual photon exchange between molecules A
and B, and ei k·R is a phase factor that arises because the emission
and absorption events occur at separate locations, with relative
displacement vector R.

The same energy shift result could be obtainable by using
SCT, but the method is much more physically ambiguous
and less rigorous. It works on the principle that the oscillatory
electromagnetic field of the input radiation produces motions
in the charge distributions of the molecules it encounters. Such
motions lead to corresponding oscillating electric dipoles,
whose phase is determined by that of the input radiation at each
molecule. For two molecules in close proximity, the interactions
between their oscillating dipoles are dependent on the relative
phase of the optical field at the two locations; it is also subject to
the sharp decline of such an interaction with separation. From
such a physical picture, one can surmise the physical existence
of an optically induced force that exhibits a strongly damped
oscillatory dependence on the separation of the molecular pair.
Moreover, for particles larger than the wavelength of the input
light, it is the classical Lorenz–Mie formalism that should be
applied [105–109]. Such microparticles are usually modeled
in the ray optics regime and typically involve Mie scattering, in
which the input light undergoes internal refraction, leading to
an optical force that acts towards the beam center [110].

Beyond the contact region, where individual molecular
orbitals significantly overlap, it emerges that these inter-
molecular binding forces may considerably “override” the
intrinsic Casimir–Polder (dispersion) force between molecules.
(Notably, the latter itself was derived directly from QED the-
ory by Casimir and Polder, who showed the emergence of an
inverse-seventh power distance dependence in the far-zone—
again associated with the fleeting presence of “virtual” photons
between the molecules [111].) Most significant is the capacity
for multiple molecules to be held together by the input light in
stable and noncontact arrays of varying geometries [112–114].
For these intricate systems, the complexity of the optical binding
theory quickly escalates. Nevertheless, a considerable amount of
groundwork has been accomplished, leading to the mapping of
potential energy landscapes [115–117]. Within such energy sur-
faces, the molecules reside in the minima, at positions where the
optical binding force is null, so that certain stable arrangements
can be maintained with fixed separations. This feature enables
optical self-assembly, driven by optical binding forces. A clear
example of the powerful predictive capacity of QED is that opti-
cal binding was originally predicted by Thirunamachandran
using QED methods [118], almost a decade before it was first
observed experimentally [119]. Further QED studies concerned
with optical forces have highlighted discriminatory trapping
and binding forces that offer novel possibilities for separating
enantiomers by all-optical means [48–50,120,121]. A review on
the latest research on such binding forces at the nanoscale is to be
found in Ref. [122].

Previous sections aimed to illustrate the power and rigor of
applying QED methods. However, one of the virtues of using
such procedures is the unnecessary rehearsal of calculations on
every application, nor to verify afresh their robust validity. In
practice, therefore, one can move quite swiftly from a formulaic

representation of a process of interest to a full-fledged calcula-
tional implementation. In fact, once the derivations of QED
expressions are fully understood, the form of expressions, such as
Eq. (20), can be quickly predicted. In the present case, for exam-
ple, molecules A and B are each associated with one input and
one output photon (identical to Rayleigh scattering) that cor-
responds to a polarizability tensor. The coupling tensor always
arises when two molecules are coupled by a mediating virtual
photon [8,123,124], while the polarizations of the laser field,
phase factor, and the premultiplier arise directly from Eq. (7).

5. PREDICTIVE CAPACITY OF QED IN OPTICS

In a general comparison of the predictive capacities of QED
with SCT, there are several distinct categories: first, there
are cases where SCT unequivocally fails, and QED has to be
employed, as, for example, with spontaneous emission, and as
we have seen in previous sections. Then there is another cat-
egory, where SCT delivers results for some optical interactions
that are extremely similar to QED theory, though perhaps lend-
ing each a different physical insight. Furthermore, there is also
a surprising range of phenomena that, while they might indeed
have been formulated using SCT, were never envisaged by users
of that framework; instead, they were conceived and brought to
the fore using QED methods. In addition, one might say that
there are, occasionally, conjectured forms of optical interaction
where theories based on SCT and on QED lead to apparently
different predictions, but where experimental studies have yet
to clearly vindicate either theory. The unprecedented success
of QED across all of its wider spheres of application to date—
experiments have never yet failed to resolve any dispute in favor
of QED—strongly suggests the likely nature of the outcome.

One instance of the first category is spontaneous emission,
as we have seen. It is not only important as an example that
undermines SCT and justifies QED because of its simple
and fundamental importance; it also provides the underlying
framework for understanding a multitude of other optical
phenomena. For light–matter interactions in general, processes
that spontaneously generate new frequencies of light generally
require quantum theory: all such processes stem from spon-
taneous emission of new modes of light, which can only be
explained by quantum methods. With this in mind, it is there-
fore easy to understand why SCT gives near-identical results
as QED for processes like single-photon absorption [125],
where no modes are spontaneously generated in the processes.
However, when one takes into account the discrete quantum
structure and energy levels of atoms and molecules, it becomes
obvious that light–matter interactions described in terms of
discrete quanta of light—photons—offer a much clearer physi-
cal understanding than an incident classical wave or classical
particle; only the photon concept correctly incorporates the
wave–particle duality of light. We now focus on the differences
in perspective of the two theories, and the original predictions
of QED.

A. Differences in Perspective

One of the many important areas of theory to arise primarily
from SCT studies is optical activity [126], signifying optical
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interactions of chiral molecules that differ, to some degree,
for left- and right-handed opposite forms. In natural optical
activity, chiral molecules of each kind interact differently with
left- or right-handed circularly polarized light; i.e., a right-
handed molecule will absorb left-handed light at a different
rate than right-handed light, and this particular chiroptical
process is known as circular dichroism. Other important forms
include optical rotation and circular-differential scattering .
The latter of these is also known as Rayleigh or Raman optical
activity (ROA), depending on the type of scattering taking
place. While Rayleigh optical activity has so far seen little
application, ROA is an extremely important chiral spectros-
copy, where it has been used to characterize the structures of
important biomolecules such as nucleic acids, viruses, and even
molecules as large as insulin [127–131]. ROA was an effect
first predicted using SCT methods [132,133], with Barron
going on to significantly develop the theory and pioneer the
first experimental studies [131,134]. Although SCT was used
in its prediction, the QED derivation of the ROA signal comes
in an arguably more direct and straightforward manner, due to
the way the theory is cast [5] (the situation is similar for circular
dichroism too [135]). Importantly, however, both give equal
results, though QED proved more amenable to a determina-
tion of the scattering-angle dependence of circular-differential
scattering [136].

Among the most prominent successes of molecular QED has
been its development of theory for RET–the ostensibly radia-
tionless mechanism through which electronic excitation energy
acquired by a donor molecule migrates to any acceptor with
suitable spectral overlap [137–140]. This is a topic of wide rel-
evance to a host of materials, including photosynthetic systems.
The long-standing semiclassical treatment encapsulated in the
well-known Förster theory is based on a nonretarded description
of electromagnetic fields [141], which was shown to strictly fail
to conform to the demands of causality [142,143]. By correctly
describing the interaction between the transition moments of
the donor and acceptor in terms of virtual photon propagation,
it emerges from QED analysis that the short- and long-range
mechanisms previously considered radiationless and radiative,
respectively, are simply two asymptotic limits of a unified the-
ory of energy transfer, fully accommodating both retardation
and quantum uncertainty effects [123,124,144–148]. Inter
alia, the QED analysis also showed that the two supposedly
different mechanisms can never compete in determining the
distance-dependent dynamics of energy transfer. The results,
which have now become standard textbook material in the field
of nano-optics [45], have found recent applications on energy
transfer in engineered nanoscale structures [149,150].

Even when SCT gives almost identical results to the QED
picture, such as in multiphoton absorption [151–153], it is
of course true that the former cannot adequately capture the
coherence and nonclassical properties of input laser light, which
become important through the n-photon coherence factor
g (n) 6= 1 [6]. Quantum electrodynamical studies have also iden-
tified a more general nonlocalized mechanism for parametric
nonlinear phenomena [88,154]. In the case of spontaneous
parametric downconversion, the output can accommodate
entangled photon pairs produced at distinct and spatially sepa-
rated optical centers in the nonlinear crystal. This is a result that

potentially impacts fundamental resolution in those imaging
techniques that use downconverted photon pairs [155], as well
as supplying a design and fabrication criterion for an enhanced
conversion rate in judiciously synthesized nanostructures.
One very recent further instance of the distinct clarity afforded
by QED methods is a means of characterizing the quadratic
diamagnetic coupling to the electromagnetic field, an often
neglected or unknown interaction term that is required to secure
gauge-independent results [156,157]. Specifically, it is the
multipolar formalism of QED that has enabled the diamagnetic
contributions to nonlinear spectroscopy [158] and intermo-
lecular interactions [8,159,160] to be most readily extracted,
along with the highlighting of their unique, dispersion-free
characteristics.

B. Original Predictions of QED

The added physical insight afforded by casting optical inter-
actions explicitly in terms of photons coupling to matter, as in
QED, has led to numerous predictions of new phenomena.
This category includes a surprisingly diverse range. Returning
to chiral phenomena in relation to a previous example, one
might consider induced circular dichroism (ICD), first pre-
dicted by Craig, Power, and Thirunamachandran over 40 years
ago [161]. In ICD, a locally chiral environment, as may for
example be produced in a chiral solvent, can essentially break
the local symmetry of achiral solute molecules, giving rise
to circular differential absorption by the latter species. The
effect has developed significant applications; see, for example,
Refs. [162–164]. Another phenomenon first predicted by QED
is hyper-Rayleigh (and Raman) optical activity [165], which has
only recently been observed experimentally [86,166].

In another connection, QED methods have also blazed a
distinctive trail in the search of mechanisms for all-optical con-
trol , all-optical switching , and optical transistor action. It was
shown that a range of novel optically nonlinear effects can arise
in conventional processes such as absorption, emission, and
energy transfer, subjected to the simultaneous throughput of
an off-resonant laser beam that itself emerges unchanged [167–
173]. The laser-assisted (optically controlled) effect on RET,
for example, displays a fundamental mechanism closely related
to the experimentally well-established phenomenon of optical
binding. In a sense, the off-resonant beam here acts as an optical
catalyst, conferring a new dimension of optical nonlinearity
upon photoactive materials. The field, now ripe for technical
development, has been surveyed in a recent review [174].

Also in the sphere of nonlinear optics, two-photon fluores-
cence RET involves the transfer of energy resulting from the
absorption of two photons by a molecule acting as donor. This
allows for the application of fluorescence RET (FRET) using
low-energy incident light that minimizes photodestruction of
living tissues. Therefore, biological uses, such as photodynamic
therapy and bioimaging, number prominently among the
experimental applications that followed, soon after the initial
QED-based prediction [175]; see, for example, Refs. [176–
187]. A more exotic nonlinear effect discovered using QED is
SHG mediated by six-wave mixing [188,189], which affords
coherent second-harmonic production in isotropic media where



1166 Vol. 37, No. 4 / April 2020 / Journal of the Optical Society of America B Tutorial

second-harmonic conversion is generally forbidden. QED the-
ory has also predicted the existence of a six-wave mixing process
with optical vortices [190]. Both of these six-wave mixing
phenomena have been vindicated by subsequent experimental
evidence [191,192].

Short-range cooperative effects between molecules were also
discovered using QED, whereby a mutual pairwise interaction
between molecules leads to cooperative two-photon absorption
(also termed mean-frequency absorption) [193–195]. This
mechanism results in entirely new features in the absorption
spectrum, allowing for transitions that are forbidden without
any such mutual interaction between molecules. Here, the
effect was subsequently experimentally observed in matrix-
isolated solids, liquids, gases, and molecular beams [196–202].
Attention has recently been drawn to the connection between
providing accurate descriptions of short-range interactions and
making due allowance for causality, the latter emerging again,
naturally, through the retarded field formulation that is intrinsic
to QED [203]. Another perspective recently given by Li et al.
[204], re-emphasizing the issue of spontaneous emission in the
QED and SCT treatments of theory, has focused on important
implications for aspects of chemical computation.

While the spontaneous emission of a photon has been
brought up repeatedly as a canonical example to highlight one
essential difference between SCT and QED, it still has contem-
porary relevance. For example, the QED theory of interatomic
Coulombic decay has recently been developed [205]—a phe-
nomenon in which an outer electron of an initially-ionized
atom relaxes, spontaneously, into the lower-lying vacancy
within its inner electron shell, and the resultant excess energy
is transferred to a second atom [206]. Taking account of the
retardation effects, it has been shown that QED predictions of
interatomic Coulombic decay generate rates that may be orders
of magnitudes higher than those expected on the basis of other
theories.

In eliciting the physics for the majority of applications dis-
cussed above, it has generally proved sufficient to use plane-wave
representations of the quantum radiation modes, together
with their polarization properties. Nonetheless, the same QED
methods are highly amenable to application in the sphere of
structured light [207], leading, for example, to the discovery
that it is possible to deliver vortex photons by direct emission
from suitably excited arrays [208–210] and so paving the way
for a range of technical developments and implementations
[211–216]. Whether the optical orbital angular momentum
(OAM) of structured light could be transferred to the internal
electronic degrees of freedom of an atom or molecule has been
a well-debated topic, with highly significant implications in
spectroscopy [217]. The first attempt at tackling this ques-
tion utilized QED methods and determined that, for dipole
transitions, the OAM of light is transferred to the mechanical
motion of particles only; the lowest-order interaction required
for OAM to be transferred to an electron is through E2 transi-
tions [218]. While certain other non-QED analyses argued for
OAM transferral in the dipole approximation, this failed to be
observed in experiments [219,220]. Very recently, the QED
theory was experimentally vindicated in the observation of
modified selection rules for absorption of OAM light in which
two units of angular momentum, 2~, were transferred to the

Fig. 6. Representative Feynman diagrams (in each case one of the
full set of distinct time-orderings) depicting the QED mechanisms
of (a) RET; (b) optically controlled RET (for all-optical switching);
(c) two-photon fluorescence RET; (d) cooperative two-photon absorp-
tion; and (e) six-wave mixing. In all but (e), two centers represented
as vertical lines are connected by a wavy line denoting virtual photon
coupling: all other wavy lines denote real photons.

valence electron of a 40Ca+ ion through an E2 transition—one
quantum of angular momentum from the spin angular momen-
tum, and one from the OAM [221]. Alongside this recent
accomplishment, there has also been a proof, again via QED,
that the optical OAM of twisted light can produce chiroptical
phenomena dependent on the direction of an optical vortex
twist in both chiral and achiral matter [37,38,222–225]. With
these successes—some illustrated in Fig. 6—and more, QED
continues to make ongoing advances in the present day.

6. CONCLUSION

The legitimacy and requirement of the photon concept in
optics is never in doubt, and when dealing with light–matter
interactions at the atomic and molecular level, QED is the
only theory in which the concept of the photon is completely
valid. All we ever learn about light is through such interactions
with matter: indeed our universe—matter and radiation—are
unequivocally subject to quantum laws. There is a forceful logic,
therefore, that QED ought always to be the default theory of
choice. Nonetheless, it can be acknowledged that SCT is still
more prevalent, and it is considered by many researchers to be
easier to understand and deploy. As we have seen, this theory
represents the electromagnetic radiation as a classical wave, but
often it must still bolt on the additional requirement that light
does indeed convey its energy in the form of quanta.

To reflect a broader context for the relative applicability of
QED and semiclassical theories, it is worth pointing out a sub-
stantial difference in operation beyond the usual sphere of optics
when concerning the dynamic modeling of material systems.
It is true that, in certain situations, SCT can provide almost
identical results as QED and, in many-body computational sim-
ulations, SCT may be preferable due to the much lower number
of operations required. In this respect, there are two main rea-
sons why SCT can be favored. In quantum theory, composite
systems scale as the product of the dimensions of their individual
Hilbert spaces, constructed through a tensor product [226].
By way of contrast, the corresponding number of dimensions
in classical mechanics is a sum of the separate Hilbert space
dimensions. Second, the time evolution of a quantum system
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requires evolving the unitary operator with the Hamiltonian as
a complex exponential. Although it is possible to numerically
evolve wave functions, commonly by expanding the unitary
operator in a power series, the implementation dramatically
scales upwards in computational time with every increase in
order of perturbation. A common avoidance strategy is to trans-
form to Hamilton’s equations using semiclassical assumptions,
and then treat the time-dependence classically.

As we have seen, a major downfall of SCT is its failure to cor-
rectly predict spontaneous emission. This phenomenon is not
an intrinsic property of the material alone, but that of the mate-
rial coupled to the quantum vacuum. It has been proven that,
by incorporating boundaries to the quantum vacuum, this cou-
pling can be manipulated, which leads to the field of cavity QED
[227]. The latter is a distinctively separate field from the optical
QED of interest to this review, but it does highlight another area
of light–matter interactions that are specifically dependent upon
the quantum nature of light. For further insight into the role
that the vacuum field plays in spontaneous emission, alongside a
historical overview of the differing physical interpretations, we
refer the reader to the classic treatise by Milonni [24].

Producing theory that provides results to match previous or
future empirical experimental analysis is, of course, the foremost
criterion when judging the merit of any theory. To this end, it is
clear that, with its broad compass in the physical sciences, QED
has next to no competition. A secondary criterion is the level
of physical insight that the theory allows, which has a distinct
role to play in the predictive capacity of the ensuing theory.
This deeper physical insight may also allow for the possibility
of hitherto unrecognized optical phenomena to be conceptual-
ized and visualized. In this respect, another distinct advantage
of QED over SCT is the simplicity (though fully subject to
quantum rigor) afforded through all light–matter interactions
being cast through photon creation and annihilation events.
Of course, what is most important from the technical view-
point is the ability to recognize which framework is best suited
for the problem at hand. This is why QED has furnished the
underlying framework for a vast range of newly predicted and
realized optical phenomena. Indeed, one other very recent study
has underscored the interpretive power of this formalism to
elicit the complex interplay of light and matter in numerous
experimentally observed effects, as well as providing a route to
new experiments at the interface between quantum chemistry,
nanoplasmonics, and quantum optics [228].

In conclusion, for the robust formulation of theory for light–
matter processes, it is evident that a QED formalism proves
simplest and neatest to implement. This framework works for
all known forms of optics and photonics, and provides accurate
physical insights. A strong case can be made that QED should
be the theory of choice, since SCT has proven to fail in certain
cases, even though, in many other applications, SCT will often
produce the same results as QED. In our opinion, the mixing of
theories that is seen in the literature is unwarranted, and obfus-
cates an already complex subject. QED can secure a dependable
foundation for any optical process in optics and photonics,
affording complete confidence in the resulting predictions.

APPENDIX A: LARGE QUANTUM NUMBER
ARGUMENTS

Arguments based on large numbers of photons approaching
classical behavior often prove specious since, unless one moves
into the ultrahigh field regime, photon densities are seldom as
high as might be supposed. A brief excursion into the numbers
proves illuminating. Simple calculations somewhat undermine
a common defense of SCT on the grounds that, due to the large
numbers of photons presented by almost all sources of radiation,
the “correspondence principle” can be assumed to generally
apply. Certainly, this principle has validity for most traditional,
and even laser-based optics, if the optical interactions and effects
of interest are of significantly larger scale than the associated
wavelength. But many key aspects of modern photonics involve
features that necessarily involve highly localized interactions—
any phenomenon or property that concerns the excitation of
individual molecules or localized optical centers—or indeed
any optical response in a nanoscale material or metamaterial,
structured on a subwavelength scale.

Consider the photon density—the number of photons per
unit volume in any essentially collimated beam. It is simple to
show that, for a beam of irradiance I , the instantaneous mean
number of photons within the 3D span of a wavelength is given
by Iλ/hc 2, and that for a beam of 500 nm radiation to sustain
an average of even one photon in a (500 nm)3 volume requires
an intensity of around 1 GW m−2. This is a level that one might
find near the focus of a cw argon ion laser, for example. And, of
course, the region within which a localized electronic transition
occurs is typically much smaller.

Perhaps even clearer is a calculation of the mean interval
τ between the passage of successive photons through a mol-
ecule in the condensed phase (though it is, of course, subject
to huge statistical fluctuations); τ = hc/I V 2/3λ. So for a
molecule of “typical” condensed phase volume, say an amino
acid of molecular volume ∼0.1 nm3, the same 1 GW m−2

intensity of light would ensure a photon within any molecular
volume only once every ∼2 ns: the mean number of photons
within this volume would be about 10−9. Even in the radio-
frequency range—the province of nuclear magnetic resonance
spectroscopy—the numbers do not justify a “large number”
assumption: the number of photons at any instant within the
region occupied by a pair of spin-coupled protons would typ-
ically be about 10−6 (rf 60 MHz, power 30–40 W, tube area
0.5 cm2, volume 10−2 nm3). So there is good reason to suppose
that the interactions of light, even in such familiar contexts, are
realistically those of individual photons, and should, therefore,
be treated as such.
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