
Open Research Online
The Open University’s repository of research publications
and other research outputs

Accessible Conversational User Interfaces:
Considerations for design
Conference or Workshop Item
How to cite:

Lister, Kate; Coughlan, Tim; Iniesto, Francisco; Freear, Nick and Devine, Peter (2020). Accessible Conversational
User Interfaces: Considerations for design. In: Web for All 2020, 20-21 Apr 2020, Taipei, Taiwan.

For guidance on citations see FAQs.

c© [not recorded]

Version: Accepted Manuscript

Copyright and Moral Rights for the articles on this site are retained by the individual authors and/or other copyright
owners. For more information on Open Research Online’s data policy on reuse of materials please consult the policies
page.

oro.open.ac.uk

CORE Metadata, citation and similar papers at core.ac.uk

Provided by Open Research Online

https://core.ac.uk/display/288393429?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
http://oro.open.ac.uk/help/helpfaq.html
http://oro.open.ac.uk/help/helpfaq.html#Unrecorded_information_on_coversheet
http://oro.open.ac.uk/policies.html


Web4All 2020, April, 2020, Taipei, Taiwan K. Lister et al. 

 

 

Accessible Conversational User Interfaces 

Considerations for design 

Kate Lister, Tim Coughlan, Francisco Iniesto, Nick Freear, and Peter Devine 
 Institute of Educational Technology 

 The Open University 

 Milton Keynes, MK7 6AA 

 {kate.lister;tim.coughlan;francisco.iniesto;nick.freear;peter.devine}@open.ac.uk

ABSTRACT 

Conversational user interfaces (CUIs), such as chatbots and voice 

assistants, are increasingly common in areas of day-to-day life, and 

can be expected to become ever more pervasive in the future. These 

interfaces are being designed for ever more complex interactions, 

and they appear to have potential to be beneficial to people with 

disabilities to interact through the web and with technologies 

embedded in the environment. However, to fulfil this promise they 

need to be designed to be accessible.  

This paper reviews a range of current guidance, reports, research 

and literature on accessible design for different disability groups, 

including users with mental health issues, autism, health 

conditions, cognitive disabilities, dyslexia or learning difficulties, 

and sensory, mobility or dexterity impairments. We collate the 

elements from this body of guidance that appear relevant to the 

design of accessible CUIs, and instances where guidance presents 

issues which are less conclusive, and require further exploration. 

Using this, we develop a set of questions which could be useful in 

the further research and development of accessible CUIs. We 

conclude by considering why CUIs could present opportunities for 

furthering accessibility, by introducing an example of this potential 

– a project to design an assistant to support students to disclose their 

disabilities and organise support, without the need to fill in forms. 
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1  Introduction 

Conversational user interfaces (CUIs), including Artificial 

intelligence (AI) assistants, voice activated personal assistants 

(VAPAs) and chatbots, are becoming common in day-to-day life. 

Virtual Customer Assistant chatbots are expected to be 

implemented by 25% of organisations in 2020, in order to more 

efficiently serve customers [1]. Voice assistants, such as Amazon 

Alexa, are a common consumer product in the home [2] and 

similar interfaces are being used in other spaces such as cars [3].  

As CUIs become pervasive, they should be an important concern 

for the accessibility field. Equally, CUIs are instrumental in 

enabling a shift towards a different style of interaction, one which 

has the potential to be beneficial for users with a wide range of 

disabilities. Despite this, there is very little guidance on how to 

design and develop accessible CUIs, particularly for disabilities 

such as cognitive disabilities, mental health issues, autism, or 

specific learning difficulties, such as dyslexia.  

This paper takes initial steps in addressing the gap in 

understanding by reviewing a range of guidance, reports, research 

and literature on accessible web design and design for different 

disability groups. Through this, we collate guidance relevant to 

the design of accessible CUIs and identify key accessibility 

considerations that should be taken into account when designing 

them. The paper provides a set of questions that represent areas 

for consideration in design and further exploration in research. 

2  Conversational User Interfaces 

CUI is used as a collective term for a variety of assistants that 

mimic human conversation. For the purpose of this paper, we use 
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this term broadly to include voice-activated personal assistants 

such as Amazon Alexa, virtual assistants such as Apple Siri, and 

chatbots, such as Spot or Mitsuku. It is notable that a wide variety 

of terminology is used to describe systems in this area, and that 

this has not been applied consistently in literature. While there are 

important distinctions between CUI designs, there is substantial 

overlap and potential for further convergence between these 

systems, and many of the accessibility issues are relevant across 

the breadth of designs. 

Before we highlight key features of these systems from literature, 

we first map the landscape of common CUIs in terms of their 

main types:  

 

• Chatbots are a common form of CUI with a substantial 

history of development. They are defined as 

conversation systems that interact with human users via 

natural language [4]. Common uses of these include 

customer service, entertainment and therapy. Chatbots 

are often interacted with through text chat, but spoken 

dialogue with these systems is also possible. 

• Interactive Voice Response (IVR) systems are a further 

form of mainstream CUI, which are commonly used in 

telecommunications systems where organisations deal 

with large call volumes. These tend to be relatively 

limited, commonly using pre-recorded audio and 

specified response options [5]. 

• ‘Virtual assistants’ such as Microsoft’s Cortana and 

Apple’s Siri share the foundation of natural language 

and conversation with chatbots, although they have a 

more specific role to play in helping the user. Virtual 

assistants for general use are embedded in smartphones 

and within operating systems, and are used to interact 

with these devices and with various services, such as 

interacting with a calendar or telling the user a weather 

forecast. Virtual assistants have also been designed and 

evaluated for more specific audiences, including to help 

those with cognitive impairments with their daily 

routine and calendar events [6] 

• Voice-activated personal assistants (VAPAs) are virtual 

assistants that operate through dedicated hardware 

devices such as voice-activated smart speakers and in-

car voice-based assistants. These are sometimes also 

referred to as Voice User Interfaces (VUIs). Some such 

systems are specialised for interactions in the home (e.g. 

Amazon Alexa) and to control smart home devices such 

as lighting. [7,8]. Others, such as Google Assistant, can 

be used across a variety of devices including phones and 

dedicated hardware devices. 

2.1 Features of CUIs 

In this section we identify key features of CUIs that distinguish 

them from other interfaces and could be relevant in their 

accessibility. 

2.1.1 Potential for multiple communication modalities 

Dialogue is fundamental to CUIs, but this may occur across one or 

multiple modalities. The underlying technologies are similar. For 

example, McTear [9] introduces the components of spoken 

dialogue technologies as speech recognition, language 

understanding, dialogue management, communication with an 

external source such as a database, language generation and 

speech synthesis. However, if the speech recognition and speech 

synthesis steps were replaced, this set of components could 

adequately describe interactions such as those with a text-based 

chatbot.  

While CUI research and development has often focused on one 

communication modality, such as text or speech, there has been 

some convergence in systems towards CUIs that have a 

combination of visual, text-based, and graphical components, and 

may also make use of buttons or other GUI components as part of 

the dialogue. 

Schaffer and Reithinger [10] argue that CUIs should be 

multimodal, specifically including non-verbal communications, 

because conversations between users may include elements such 

as body language. Conversely, many chatbots in use contain 

hybrid interfaces, where dialogue occurs with a combination of 

media and interactive rich messaging features such as quizzes, 

media and app-like widgets [11]. 

2.1.2 Potential for use through multiple channels 

Chatbots and other CUIs can be integrated with one or several 

different channels. A channel in this context refers to first- or 

third-party web and software applications, and examples of 

channels include Facebook Messenger, Slack, Skype, and web 

chat. Brandtzæg [4] notes that users are spending increasing time 

using messaging platforms such as the above, and that because 

these platforms are based in text conversation, they are becoming 

a setting where chatbots are fundamental to interacting with 

audiences.  

The accessibility of a chatbot to different audiences will, in 

significant part, be determined by the channel. For example, a 

mobile app for a specific messaging platform may already be 

accessible to screen reader users, or the app may constitute a 

significant barrier to screen reader users. The overall accessibility 

of a CUI experience could be the summation of the accessibility 

of the channel, and the accessibility of the CUI itself. The channel 

will have an influence over technical and visual-design aspects of 

accessibility, for example colour contrast, font-size, description 

and navigation of hyperlinks, buttons and other visual elements, 

how assistive technology is notified when new content is added, 

and so on. The CUI has influence over the design and use of 

content, for example, use or misuse of jargon, abbreviations, and 

confusing language. The CUI may also be the source of media 

content for which accessibility issues could arise. Either could 

present and control accessibility-related options and features. 

 

2.1.3 Dialogue-based interactions 

As CUIs are based around exchange of utterances in a dialogue, 

the way in which these interactions unfold over time, and the 

expectations around taking turns or the initiative over time, are a 
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fundamental difference to GUIs. Rather, by focusing on 

statements and responses made in turn, CUIs have similarities 

with command line interfaces [11], which have been superseded 

by GUI in most areas of computing. Interaction with a CUI 

follows a similar structure to the command line. The choices or 

actions available may be less apparent to the user of a CUI. 

CUIs can involve quick and specific tasks, or long-term 

relationships [4]. Glass et al. [12] distinguish ‘directed-dialogue’ 

applications in which users answer prescribed questions and have 

more restricted options in response, with more complex ‘mixed-

initiative dialogue’ applications which are more flexible and allow 

a conversation to be directed by both user and AI. IVR systems 

for telecommunications could be a form of directed-dialogue 

system that has reached mainstream use. Mixed initiative systems 

are considered more complex to create. Indeed Glass et al. argued 

in 2005 that “systems that learn and improve their performance 

automatically” are needed for these systems to work [12].  

CUIs are still developing and may become more able to engage in 

human-like conversations as the technology advances. Equally, 

differences could remain in how humans engage in conversation 

with these systems when compared to other humans, as current 

research suggests. Hill et al. [13] found that human-chatbot 

conversations were longer in duration, but used shorter messages, 

and a more limited vocabulary. Conversely however, there is 

evidence that some of the emotional, relational and psychological 

benefits of personal conversations can be replicated with CUIs 

[14] 

 

2.1.4 Combining logic and machine learning 

Many modern CUIs combine rule-based logic and statistical 

machine learning algorithms [15]. As with other AI systems, bias 

introduced by the data used to train the AI, or in the algorithms 

developed, and shortcomings in interpretation, may create 

inequities between users. These are likely to be particularly 

problematic for users such as those with a specific disability 

affecting a minority of users [16], who may not be represented in 

training data or in the design process. Aside from processes 

through which CUIs can learn how to interpret and respond to 

human utterances, systems are coded, and logic generated to 

create a basis for designing a conversation and achieving 

particular goals. This logic may also not be designed with a 

diverse user base in mind. 

Given the requirement to interpret diverse human input, and the 

potential for a lack of clarity as to what a CUI is capable of or the 

commands open to a user, an important element of designing 

CUIs is the capacity to deal with situations in which the system is 

uncertain of the correct response, or has made an incorrect 

response. CUIs can set expectations, for example by showing the 

user how the CUI has interpreted their input or making explicit 

the accuracy or confidence held in this interpretation [17]. 

2.2  Accessibility and CUIs 

Research on the usability evaluation of chatbots suggests that 

users can quickly become proficient in using these interfaces, but 

that different approaches may be needed, and problems may take 

more participants to identify, when compared to GUIs [18]. 

Similar differences may exist for accessibility evaluations; we 

could envisage CUI interactions that are intuitive and accessible, 

but there could also be accessibility problems that are distinct 

from the types found in GUIs.   

The inherent adaptability of CUI systems to work through 

multiple communication modalities such as text or audio has 

potential to support universal access. For example, voice 

interfaces can make it easier to control technologies around the 

home or other spaces [8]. In many cases, particularly for users 

with any visual impairment, dialogue can be more appropriate, 

where the layout of these complicates use and requires assistive 

technology. CUIs could counter the ‘pervasiveness of Graphic 

User Interfaces (GUIs) in most contemporary computing systems’ 

[19] and the inequalities of experience this has engendered. If 

assistive technology (AT) is designed as instruction and response 

based, a CUI could mirror this without the need for AT, creating 

potentially a more natural transaction than using AT with a GUI. 

Additionally, dialogue can be a more ‘natural’ way to 

communicate for users with cognitive disabilities or dyslexia; 

advances in natural language processing can transform textual 

content and reduce cognitive load in users [20]. Conversation can 

also be a better medium than static interfaces, such as forms, 

when the activity requires both parties to understand each other. 

The administrative burden on disabled users from form filling has 

been found to be high [21], and we are exploring the opportunities 

for CUIs to lighten this load.  

However, for this potential to be realised, accessibility for users 

with disabilities needs to be designed in. Accessibility issues with 

CUIs have been highlighted [7], but there is comparatively little 

guidance in this area. Given the potential for multiple ways of 

interaction with a CUI described in the previous section, 

accessibility testing may need to be conducted and documented in 

the context of a specific combination of CUIs, channels and 

modalities. Equally, designers and developers should be supported 

to consider accessibility when creating CUIs, particularly in areas 

where this differs fundamentally from how accessibility is 

achieved in a GUI. 

This paper takes initial steps in addressing the gap in 

understanding, by reviewing a range of sources on accessible Web 

design, identifying the key accessibility considerations relevant to 

CUIs, and presenting these as issues and opportunities to be 

explored further. 

3  Methodology 

In this section we define the methodology which includes the 

sources of guidance and the disability classifications used in the 

review.  

3.1   Sources of guidance 

In creating these recommendations, we review and bring together 

a range of resources, including web accessibility guidance, 

research publications, reports, literature and commentaries. The 

sources drawn on are listed and categorised in table 1, below: 
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Table 1: Sources used in review 

Author(s) Year  Description Type of source Disability categories 

Kirkpatrick et al 2018 WCAG 2.1 Guidance General or multiple 

Pun et al 2016 Gov.uk accessibility posters Guidance General or multiple 

Abou-Zahra et al 2017 Web Standards to Enable an Accessible and 

Inclusive Internet of Things (IoT) 

Journal article General or multiple 

Kushalnagar 2019 ‘Deafness and Hearing Loss’: chapter in Web 

Accessibility; A Foundation for Research 

Book chapter Hearing impairment 

Barreto and Hollier 2019 ‘Visual Disabilities: chapter in Web 

Accessibility; A Foundation for Research 

Book chapter Visual impairment 

Abdolrahmani et al 2018 ‘Siri talks at you’  Journal article Visual impairment, 

cognitive disabilities 

Trewin 2019 ‘Physical Disabilities: chapter in Web 

Accessibility; A Foundation for Research 

Book chapter Mobility impairment 

Swallow 2018 ‘Accessibility for people with anxiety and 

panic disorders’, Paciello group  

Blog posts 1 & 2 Mental health 

Thielsch & Thielsch 2018 Depressive symptoms and web user 

experience 

Journal article Mental health 

Harris 2017 How to design for people struggling with 

mental health 

Blog post Mental health 

Vaidyam et al 2019 Chatbots and conversational agents in mental 

health 

Journal article Mental health 

Seeman and Lewis 2019 ‘Cognitive and Learning Disabilities’: chapter 

in Web Accessibility; A Foundation for 

Research 

Book chapter Cognitive disabilities, 

mental health 

Budiu and Laubheimer 2018 Intelligent Assistants Have Poor Usability  Online article Cognitive disabilities 

Roper et al 2019 ‘Speech and language’: chapter in Web 

Accessibility; A Foundation for Research 

Book chapter Cognitive disabilities, 

speech and language 

Atherton 2018 ‘Cognitive difficulties’ blog post on UX 

Collective 

Blog post Cognitive disabilities 

Mance Calisir et al 2018 Cognitive Features of High-Functioning 

Adults with Autism and Schizophrenia 

Spectrum Disorders 

Journal article Autism 

Dattolo et al 2016 Web accessibility recommendations for the 

design of tourism websites for people with 

autism spectrum disorders 

Journal article Autism 

Autism.org 2019 Designing Autism-friendly websites Guidance Autism 

Robertson & Baron-Cohen 2017 Sensory perception in autism Journal article Autism 

Bradley & Caldwell 2013 Promoting autism favourable environments Guidance Autism 

Nguyen 2006 Creating an Autism Friendly Environment Guidance Autism 

Walker 2017 How Artificial Intelligence is empowering 

people on the autism spectrum: Ability Net  

Blog post Autism 

Ross et al 2013 What is brain fog? Journal article Medical/pain/fatigue 

Kravitz & Katz 2015 Fibrofog and fibromyalgia Journal article Medical/pain/fatigue 

Ocon 2013 Caught in the thickness of brain fog Journal article Medical/pain/fatigue 

Chan 1999 Review of common management strategies for 

fatigue in multiple sclerosis 

Journal article Medical/pain/fatigue 

De Santana et al 2012 Web accessibility and people with dyslexia Journal article Dyslexia & SpLD 

Williams 2017 5 ways to make your Website or App 

Accessible for people with ADHD 

Blog post Dyslexia & SpLD 

 

Mace 1985 Universal design: Barrier free environments 

for everyone.  

Journal article General or multiple 
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3.2 Categories of disability 

Our review included a broad range of accessibility guidance 

devised for different types of disability. However, disability 

categories are not static; the United Nations provides umbrella 

categories of ‘physical, mental, intellectual or sensory 

impairments’ [22], but more detailed categories of disability 

generally vary according to context. For this paper, we have 

consulted categories suggested in legislative [23], medical [24] 

and educational [25] contexts, in conjunction with the categories 

listed in our sources, and have compiled the following list of 

disability categories to act as a framework: 

1. Deaf or hearing impairment 

2. Visual impairment 

3. Mobility/dexterity impairment 

4. Mental health 

5. Cognitive and learning disabilities 

6. Autism spectrum conditions 

7. Long term fatigue, pain or health conditions  

8. Speech impairment 

9. Dyslexia and specific learning difficulties  

These categories provide a schema to structure the review and 

ensure breadth of coverage, while providing contextual 

information on how issues may impact particular users. In some 

literature, autism spectrum conditions, dyslexia or mental health 

issues may be categorised differently, e.g. as cognitive disabilities 

[26]. However, although these conditions affect cognitive 

function, they do not necessarily impair it [27, 28, 29, 30], and 

their accessibility requirements are sufficiently different that we 

believe these groups require individual categories. This distinction 

is also made in the education sector [25], and we follow this 

precedent for our model.  

4  Findings  

In this section we discuss our review. We begin with general 

guidance (for which WCAG 2.1 was specified in the previous 

section), we continue according to the schema of disability 

categories identified in section 3.2, and finish with a consideration 

of Universal Design principles. 

4.1  Applicability of general guidance (WCAG) 

The relevance of the Web Content Accessibility Guidelines 

(WCAG) to CUIs is important to assess. WCAG aims to serve the 

needs of most of the groups mentioned above, but with regards to 

web design and related mobile interaction design. Here we 

highlight elements of WCAG 2.1 that were found to be 

particularly relevant, or in which the interpretation of which is 

unclear, with regards to CUI designs [31]. 

4.1.1 Perceivable 

All elements of CUI dialogue must be available to a user 

according to their available senses. Most success criteria relating 

to perception are readily adaptable to this goal. The application of 

the success criteria 1.3.2 ‘meaningful sequence’ is particularly 

interesting in the case of CUIs. This could be adapted by 

suggesting that the ordering of the conversation and its history 

should be accessible to the user as a priority.  

It is less obvious how success criteria 1.3.5 should be adapted to 

CUIs. Unlike a web form, the way in which a user could identify 

the ‘purpose’ of giving a textual or spoken response to a CUI is 

not clear. This purpose would depend on the current context, 

which could be made clear through instruction from the CUI or 

from surrounding information. 

4.1.2 Operable 

The operation of a CUI is dependent on the available 

communication modalities and (if applicable) the channel through 

which it is presented. If speech and audio are used, the capability 

to understand the user’s voice with accuracy is clearly essential to 

accessibility. As suggested by guideline 2.1 and related success 

criteria, where keyboard or touch navigation is used, this needs to 

be accessible. The behaviour of the keyboard focus is important to 

assess in the design of the conversational flow and may be a 

source of tension. E.g. how does a user switch between inputting a 

message and reading messages from a chatbot as they arrive?  

Guideline 2.2, ‘enough time’ could require additional thought in 

conversation design. Designers may consider how a CUI can 

adapt or be controlled by the user in order that it allows 

appropriate time for their responses but does not leave them 

unaided where an interjection could be helpful.  

Making a CUI ‘navigable’ (guideline 2.4) is a further area where 

adapted guidance appears to be needed. As noted above, one of 

the benefits of GUIs that can be lost in CUIs is the ability to 

present a visual understanding of user choices and affordances. 

However, research and development into accessible CUI design 

may be useful for users who do not benefit from the visual GUI 

approach to navigation. In some CUIs, the users’ ‘location’ in a 

series of steps to complete to achieve a goal may be very 

important. In other cases, conversational designs may not have 

locations or states that are navigated to or away from. 

4.1.3 Understandable 

In making CUIs understandable, guideline 3.2 of ‘predictability’ 

appears problematic, particularly for AI-based CUIs. 

Conversations could be expected to progress rather than returning 

to the same responses given the same input. Training of systems 

to become more capable of human-like conversation and 

knowledge may lead to unexpected responses, or to over-inflated 

expectations of what the CUI will do.  

The focus on error identification, suggestion, and prevention in 

guideline 3.3 should be suitable for adaptation to CUIs, but the 

nature of the errors and their frequency in a situation based in 

machine interpretation of natural language responses are quite 

distinct from the errors expected in web-based text fields. CUIs 

should be capable of context sensitive help on the actions that 

users are trying to undertake, but the user must be made aware of 

how to access this. 
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4.1.4 Robust 

The compatibility of assistive technologies with CUIs, which 

constitute dynamic interactive systems, is clearly an important 

area for attention. CUIs could use existing web-based standards to 

provide accessibility features, such as alt-text or captioning. 

However, as noted in the section on the Operable principle, the 

flow of a CUI interaction may be quite different to the flow of an 

interaction with a web page. 

4.2  Deaf / hearing impairment  

For deaf or users with hearing impairments, text-based chatbots 

could offer a convenient alternative to telephone contact with 

organisations. However, a visual element is essential to this, with 

either a text-based interface or a captioned voice assistant [31, 32]. 

There must therefore be a visual option for CUIs, supporting the 

full breadth of functionality. Presently, voice-based assistants and 

IVR systems exist that do not offer text or visual based alternatives. 

If the CUI provides links to additional or third-party content, it 

should be able to ‘carry forward’ [8] accessibility settings and these 

in order to not provide resources that are inaccessible to the user.  

4.3  Visual impairment 

The conversational nature of voice-activated CUIs, in which 

visual communication modalities are often less fundamental, 

make them ‘ideal for users with vision disabilities to find 

information and request actions’ [19]. However, chatbots in 

particular can present accessibility challenges.  

Visual or text-based CUIs should have an audio version and / or 

should be accessible for use with a screen reader [19]. This is the 

case for both a mobile and desktop environment [7]. In addition to 

this, in text-based CUIs, the user should have ability to change the 

font size and the colour of both the text and the background [19, 

31], and should be able to magnify the screen ‘up to 200 percent 

without loss of content or functionality’ [31].  

User agency is an important element of accessible design; users 

‘must be able to use the assistive technologies they need on their 

device of choice.’ [19]. A complexity is created in ‘hybrid’ CUIs 

that use rich messaging features and widgets. Here there is 

potential that these components are inaccessible even if the basic 

platform is. If the CUI links to or embeds additional or third-party 

content, it should be able to support the use of these, or be able to 

recognize and filter content, in order to serve the user without 

providing them with resources that are inaccessible. 

4.4 Mobility / dexterity impairment 

Users with mobility or dexterity impairments can find small 

buttons or using a mouse challenging or may experience pain or 

difficulty from repeated or sustained activity [33]. A voice-

activated CUI therefore provides an opportunity for improved 

accessibility to services by reducing the need for physical 

interaction e.g. through a mouse or keyboard. However, some 

audiences of users with mobility/dexterity impairments may also 

have speech impairments; for example, both speech and dexterity 

may be affected by a stroke [33].  

There may be scenarios such as stroke where a text-based 

interface with good keyboard accessibility is appropriate. This 

should include a clear visual focus [31], or a touchscreen interface 

[33]. The size of buttons – whether part of a hybrid CUI interface, 

or an onscreen keyboard - should be considered as part of the 

design, as small buttons present particular challenges for this 

group [33]; ideally, button size should be adaptable as part of user 

preferences [31].  

Text interfaces should also have a slow or adaptable time-out 

feature, as users with dexterity impairments may type more slowly 

than anticipated [31,33]. Finally, designers should attempt to 

avoid the necessity of periods of sustained activity e.g. scrolling 

[33]. 

In conclusion, hybrid CUIs, which can use of multiple 

communication modalities of input or embed GUI elements, are 

an area for attention for users with mobility / dexterity 

impairments. Adaptable CUIs, and voice-based CUIs specifically, 

may present important opportunities for this group. 

4.5  Mental health 

Guidance on designing for users with mental health issues is not 

frequently mentioned explicitly in accessibility guidance, 

(although Swallow notes that some of the success criteria in 

guidance such as WCAG [34] is beneficial for these users.)  

However, mental health can affect user experience in a variety of 

ways; Swallow [35] lists design principles for users with anxiety, 

Thielsch and Thielsch [36] investigate the impact of depressive 

symptoms on web user experience, and Harris [37] reports 

Sigma’s findings from designing the mental health charity Mind’s 

website. As therapy chatbots, designed specifically for users with 

mental health issues, are becoming increasingly prevalent [38], 

this is a key area of consideration in accessible design.  

Thielsch and Thielsch [36] found a statistically significant 

correlation between depressive symptoms and negative user 

experience of websites, implying that general issues with usability 

that may be encountered by all users have a more profound impact 

on users with depression [36]. This is similar to findings reported 

for users with cognitive disabilities [20] and implies that usability 

issues may become accessibility issues for this group of users. 

Swallow highlights the need to reduce ‘panic triggers’ for users 

with anxiety [34]. Good practice applicable to CUI design 

includes to ensure users have enough time to formulate questions 

or responses without excessive or intrusive prompting; the need 

for ‘subtle notifications’ instead of ‘intrusive and demanding’ 

ones; and the need to ensure users are clear on what they are 

experiencing and what (if anything) will happen next as a result of 

their interaction. Both Swallow and Harris comment on the 

importance of aesthetics, including areas such as typography and 

use of colour, overall clean design, keeping instructions and 

interface clear and clean, and the need to reduce ‘cognitive load’ 

in terms of presenting information in a calming way.  

Swallow also discusses interesting uses of ‘friction’ in design. 

Usually reducing friction (i.e. ‘anything that prevents users from 

accomplishing a task’) is desirable for users with mental health 

issues, as friction can create a ‘sense of powerlessness’ or 
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frustration and can trigger anxiety or depression. However, 

Swallow lists cases in which friction can be helpful for users with 

mental health issues, such as ‘letting users check their answers 

before they submit them’, and the case of an online bank that 

prototyped a functionality of delaying and requesting user 

confirmation for bipolar users making late-night impulse 

purchases [35]. Both of these cases could be applied in the design 

of CUIs, and there is a clear need to investigate other areas where 

the reduction or application of friction can be beneficial for users 

with mental health issues.  

4.6  Cognitive and learning disabilities 

The title ‘cognitive and learning disabilities’ spans a broad range 

of issues that impair cognitive function and impact on user 

experience. Examples include dementia, Down’s syndrome and 

brain injury, and may include impacts on memory, executive 

functions, planning/organisation, judgement and reasoning, and 

other areas [20]. As with mental health, research has shown that 

‘the problems encountered by many users with cognitive 

disabilities are, broadly, the same usability problems that affect all 

users, but the impact on users with cognitive disabilities is more 

severe’ [20].  

Budiu and Laubheimer [39] critique the usability of CUIs, noting 

in particular that users may not know what questions to ask, and 

suggesting that CUIs should provide hints and tips, and should not 

require precise phrase recall [39]. Roper et al emphasise the need 

to ‘Keep text short and simple’ [40], Seeman and Lewis mark the 

need for clear, understandable speech [20], and for designers to 

allow for delays in response and ‘let users control the pace of the 

interaction’ [40].  Roper et al recommend designers ‘minimise 

distractions’ and ‘Limit the number of steps’ [40], and Atherton 

says, ‘give users as few choices as possible, presented one by one’ 

[41], so they are not overwhelmed or confused. WCAG guidance 

marks the need to ensure that any ‘error identification’, or in the 

case of CUIs, non-comprehension responses, are clear [31]. 

Finally, unexpected or involuntary activation of the CUI (such as 

VAPAs being activated by television advertisements) should be 

avoided, as this can be confusing or distressing [7]. 

4.7  Autism spectrum conditions 

As noted, in this paper we classify autism spectrum conditions 

(ASC) as a separate category from cognitive disabilities, as autism 

does not necessarily impair cognitive function (although it does 

affect it). Indeed, Mance Calisir et al found that cognitive function 

in adults with high functioning autism ‘could be higher than 

average in situations that do not involve social interaction’ [30].  

However, differences with sensory perception and communication 

autistic users experience are key accessibility considerations [42, 

43, 44]   

As with other disability categories, the need for ‘clean and 

uncluttered design’ [43] and clearly labelled buttons [45] in a CUI 

is important. The risk of sensory overstimulation is an 

accessibility concern for autistic users, so colour palettes should 

involve ‘low arousal’ background colours, such as cream and 

other pastels, but ideally not yellow or white [46, 47]  

Language is important; designers should avoid ‘figures of speech 

and idioms’ [48], ‘exaggeration, ambiguous language or turns of 

phrase that may have more than one meaning’.  

Transparency is also a key accessibility issue for conversation 

design; it is important that the CUI clearly states its nature and 

does not aim to impersonate a human, clearly informs the user 

what will happen with any data they have shared and manages 

expectations about any outcomes from the conversation. 

Designers should, as far as possible, create an interface that allows 

the user to be in control of their data and the conversation.  

 

4.8 Long term health, fatigue or pain conditions 

Long-term medical conditions, including cancer, diabetes, 

epilepsy, or crohn’s disease, are classified as disabilities and can 

have a significant impact on a user’s web experience. In some 

disability classifications, conditions causing fatigue and/or pain, 

such as arthritis, chronic fatigue syndrome, fibromyalgia or 

chronic migraine, are classified as a separate category. However, 

although every condition and user’s web experience will be 

different, there are commonalities to be found in the accessibility 

requirements for these groups, so we have classified them as a 

single category.  

Many users with long-term medical conditions report brain fog, 

either as a result of their condition or their medication [49, 50, 

51]. The guidance for designing for brain fog is broadly similar to 

designing for cognitive disabilities and in line with WCAG [20, 

31]; enable voice or text interaction, ensure interface is 

uncluttered and steps and instructions are clear. Users also report 

screen fatigue [52] so there is a need to enable users to change 

colour scheme, especially for conditions like chronic migraine, 

and to ensure there is sufficient colour contrast and a clear font. 

For users with epilepsy, there should be no flashing content or 

contrasting light and dark patterns. In some situations, these issues 

could be resolved by supporting speech-based input as an 

alternative to a visual, text-based interface. 

Overall, however, there is little research about accessibility for 

this group of users, and more research is needed to better 

understand their requirements [53]. 

4.9 Speech and language impairments 

Accessibility issues for users with speech impairments generally 

relate to the production of spoken language. Impairments such as 

stutters, apraxia of speech (i.e. following a stroke), or using voice 

prosthesis following a laryngectomy affect how the user produces 

speech, but do not affect understanding. However, users 

experiencing aphasia, i.e. after a brain injury or stroke, may find 

both their comprehension and their production of language is 

affected [40]. 

The key accessibility consideration in CUIs for speech and 

language impairments is adaptability to work through text or 

audio, or a user-defined combination of both. A person with 

aphasia may need to receive information in both audio and text 

(i.e. audio with text captions) but may need to respond using voice 

[40]. A person with apraxia may prefer to type their input but this 



Web4All 2020, April 2020, Taipei, Taiwan K. Lister et al. 

 

 

 

should not mean they are restricted to text-only interaction from 

the CUI [40]. A person with a stutter may find their input method 

changes according to their circumstances, or how their stutter is 

on the day). Flexibility and user agency is key for this group.  

4.10 Dyslexia and specific learning difficulties 

The most common specific learning difficulties include dyslexia, 

dyscalculia, dysgraphia, dyspraxia and attention deficit-

hyperactivity disorder (ADHD). De Santana gives a detailed 

overview of accessibility considerations for dyslexic users [54]; of 

these, the key considerations for CUIs are to ensure consistent 

navigation; avoid italics, block capitals, underlining, serif fonts, 

justified alignment, animation and small sizes in text formatting; 

ensuring the language is clear and concise; offer voice and/or text 

interaction and support customization of colour settings [54].  

Dyscalculia and dysgraphia affect mathematical ability and 

handwriting, and do not appear to require specific accessibility 

considerations for CUIs beyond general good practice.  

Dyspraxia affects movement and hand-eye coordination, so CUIs 

should be keyboard accessible, with visual focus and adequately 

sized buttons, as per WCAG guidance [31]. For users with 

ADHD, recommendations suggest a ‘distraction free layout’, 

‘clear instructions and error handling’, ‘avoiding time limitations’ 

and ‘avoiding animated content’ [55], as per WCAG [31]. 

4.11 Applicability of Universal Design principles  

A final area to consider is the applicability of overarching design 

principles; namely those of Universal Design. Universal Design 

was originally conceived as a framework to support the design 

process towards the following goal: ‘The design of products and 

environments to be usable by all people, to the greatest extent 

possible, without the need for adaptation or specialized 

design."[56]. It is based on seven principles, which provide a 

broad framework for accessible and inclusive design in a variety 

of contexts:  

• Equitable Use 

• Flexibility in Use 

• Simple and Intuitive 

• Perceptible Information 

• Tolerance for Error 

• Low Physical Effort 

• Size and Space for Approach and Use 

These principles can be applied in a variety of ways, and when 

taken into consideration with WCAG guidance and disability-

specific needs, they begin to present a holistic picture of design 

considerations.     

5  Issues for consideration in designing CUIs 

to be accessible 

At this stage, the limited research and development around 

accessible CUIs means raises questions that needs exploration, 

rather than providing conclusive directives to achieve 

accessibility. Table 2 summarises the key issues raised above as 

questions for consideration in CUI design. As these are often 

related to more than one area of guidance discussed above, the 

relevant findings are noted

 

Table 2: Accessibility issues for consideration in designing CUIs 

Consideration Related findings 

How is the sequence of the conversation meaningfully represented to users? 4.1, 4.11 

How is the purpose of a users’ input at the current time represented to them? 4.1 

How does the CUI and the channel it is delivered through combine to be operable by all users? 4.1, 4.11 

How can the keyboard focus be made relevant to the conversational flow? 4.1 

How is a conversation navigable (e.g. the history and direction of it)? 4.1 

How can the outcomes of actions be predictable to users? 4.1 

What errors are likely to occur and how are they prevented or recovered from? 4.1, 4.11 

How are standard approaches used to ensure compatibility with assistive technology? 4.1 

How can the CUI be operated through visual elements and without audio? 4.2, 4.4, 4.8 

How accessibility preferences of the user carried forward where the CUI integrates with or embeds other 

interfaces? 

4.2 

How is the accessibility of hybrid elements (e.g. GUIs embedded into chat) ensured? 4.3 

Should the system offer in-built accessibility features that replicate those of the users' AT to them? (e.g. 

providing audio or reverting to user of a screen reader) 

4.3 

How are audio versions of text conversations provided? 4.3 

Where can the CUI reduce / remove the need for physical interactions (e.g. replacing keyboard or mouse actions 

with voice)? 

4.4, 4.8, 4.9, 4.10, 

4.11 

How does the CUI support flexibility, such as the option to switch between different input communication 

modalities to the user during the conversation? 

4.4, 4.8, 4.9, 4.10, 

4.11 
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How can the CUI avoid causing barriers for users who need more time to make responses? 4.4, 4.8 

How can CUIs reduce or remove triggers of anxiety (e.g. excessive prompting or demands for input)?  4.5 

How can the CUI and the channel it is presented in be designed to reduce cognitive load (e.g. be simple and 

uncluttered)? 

4.5, 4.7, 4.11 

How can communication be simplified?  4.6, 4.8, 4.11 

Can the CUI offer a simplified and limited set of choices? 4.6, 4.8, 4.10, 4.11 

How can unintended interactions be avoided? 4.6, 4.8 

Can language use be constrained to avoid multiple potential meanings, or unclear language features such as 

figures of speech? 

4.7, 4.11 

How is the CUI transparent about its actions (e.g. when it will share personal data)? 4.7, 4.11 

6  Discussion 

Identifying and reviewing accessibility guidance in relation to 

CUIs has raised questions that should be considered in design, and 

that require further investigation through which effective designs 

can be developed. A larger question for debate is to what extent 

CUIs can be more accessible and useful to people with disabilities 

than other interfaces. The space of opportunities has yet to be 

mapped. To contribute to this and conclude, we introduce the 

rationale for our current work in this area. This provides a 

problem space in which we can employ the considerations raised, 

and an example of the potential opportunities for CUIs to support 

accessibility. 

6.1 Applying a CUI to design for improving access 

and support: The ADMINS project 

Prompted by our prior research that students disclosing disabilities 

experience difficulty with the forms and administrative 

procedures necessary to organize their study support [21], we are 

developing a CUI assistant to help students disclose disability 

information, and support a dialogue about their study needs, 

without the need to complete forms. The ‘Assistants to the 

Disclosure and Management of Information, Needs and Support’ 

(ADMINS) project, will initially develop and pilot this solution in 

our institution. However, we are working with other organisations 

to explore the adaptation of the created system to their contexts 

and user needs. The project explores how a CUI could overcome 

known challenges with forms, administrative processes, and 

supporting accessibility. These include that: 

 

The person often has limited understanding of how to express 

their needs and conditions in ways that are understood by the 

organisation. A static form can only offer specific questions and 

limited guidance on how to complete these, while a CUI could 

explore areas with the student through multiple questions, and 

adapted language. It could be designed to capture detailed and 

accurate information through a dialogue. 

 

The person may have limited knowledge of the support that 

could be available to them. Again, a form or web page can only 

offer static information. However, a CUI could identify an area 

where the student may lack understanding, at a relevant point in 

the conversation, and offer information and resources that are 

appropriate to them. 

 

The person may require support in order to complete the 

processes that will provide them with support. In our 

institution, a discussion with a human advisor is an essential part 

of understanding the student and assessing the right support for 

them. However, most students complete an initial enrolment 

process online, and some students are not available or decline to 

take part in a subsequent discussion with advisors. An accessible 

CUI offers the potential to adapt to the user and reduce the 

barriers to communicating in these first interactions. In other 

scenarios beyond our institution, there may not be a human 

advisor who can provide one-to-one support around accessibility. 

 

The person may need to communicate additional or changing 

needs, request guidance, and avoid repetition of information. 

The CUI can provide an interface to creating a profile that is 

updated and can be reused. The CUI can act as an assistant or 

agent to avoid undue burden and share relevant information.  

 

As ADMINS is designed entirely for persons declaring 

disabilities, and with the intention to alleviate accessibility issues 

encountered in Web based forms, the CUI design will be under 

pressure to cater effectively for all user groups as outlined above. 

The considerations for design raised in table 2 provide a focus of 

our attention as we go through the process of designing, 

developing and testing the assistant. For example: 

 

How can the CUI avoid causing barriers for users who need 

more time to make responses? 

The assistant will not assume that a pause means that no response 

is going to be given. It will also need to save the state of the 

conversation, and design for returns to conversations if they are 

delayed in such a way that the user stops engaging or has lost 

track of what had occurred in the conversation. In testing, we will 

need to avoid a simplistic or sole focus on whether the assistant is 

‘efficient’ in terms of quickly gathering information from users, to 

account for the potential that the ability to take more time is a 

positive feature of the design. 
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How is the CUI transparent about its actions (e.g. when it will 

share personal data)? 

The assistant will be clear about its role as a mediator in a wider 

process of creating a profile and providing appropriate support. It 

will provide support for the user to understand how this process 

works as one aspect of helping the user to learn from the 

conversation. An important focus in the design is how summaries 

or clarifications of what the assistant has interpreted can be 

presented back to the user at appropriate points. 

 

How can the outcomes of actions be predictable to users? 

Unexpected outcomes could emerge from the system 

misinterpreting a statement made by a user. The potential causes 

of this and mitigation require attention throughout the process. 

One cause of poor interpretation could be due to the data used in 

designing and training the system. There is a need to represent the 

diversity of disabilities in the audience in order to avoid bias and 

represent the breadth of users. For example, interpreting the 

breadth of terms that might be used to describe a condition and 

using language that the user is comfortable with. Furthermore, 

user expectations of the actions and outcomes that are possible 

through the assistant need to be established. The CUI will make 

clear that it is not a human and has a particular purpose. For 

example, while the tone should be friendly, it should be clear that 

the aim is a useful conversation rather than ‘chat’. 

 

These and the other considerations drawn from this work help to 

prompt design for accessibility based on what can be drawn from 

existing literature. This approach will be expanded upon as we 

learn from experience with ADMINS, and will complement more 

direct approaches to testing of the accessibility of CUIs and the 

ADMINS assistant. 

7 Conclusions 

This paper has reviewed a range of current guidance, reports, 

research and literature on accessible design for different disability 

groups, including users with mental health issues, autism, health 

conditions, cognitive disabilities, dyslexia or learning difficulties, 

and sensory, mobility or dexterity impairments. We have collated 

guidance relevant to the design of accessible CUIs and identified 

the key accessibility considerations to be taken when designing 

them. Given the early stage of research and development in 

accessible CUI, we raise these as questions for exploration. With 

further work, clearer methods to ensure accessibility in this space 

should emerge. 

 

While some of the questions for consideration may be challenging 

to resolve, we should remain aware of the potential opportunities 

of CUIs as well. In this regard, we introduce the ADMINS project 

as an example where a CUI is being designed specifically to 

improve experiences for users with disabilities. Through this 

project we will continue to investigate the questions this paper has 

raised and continue to explore and share best practice for 

accessible and inclusive CUIs.  
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