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Abstract

Binary Decision Diagrams (BDDs) have been showbetefficient for the numerical
evaluation of the reliability of complex systemEhey achieve exact results where
Fault Tree Analysis could generally produce onlyrids. In this paper the approach
to systems evaluation using a Bayesian methodnjunotion with BDDs is explored.
The advantages of the approach are discussedegplect to both efficiency and the
ability to deal with dependency within the systenainatural manner. As an
illustration a simple pump configuration is consatewhich features a dependency.
The results demonstrate both the flexibility of #pproach and the ease of dealing
with the additional complexity of dependency.

I ntroduction

The use of Binary Decision Diagrams (BDDs) have yraavantages for the analysis
of complex reliability structures over Fault Treaalysis, see Andrews (2001) and
Beeson and Andrews (2003). In section two theeeldgef review of the major
features of BDDs. A particular strength of usinBD is the estimation of the

failure probability of a system since BDDs provedect calculation methods whereas
in the past Fault Tree Analysis (FTA) has generatily allowed bounds. Another
aspect of the BDD is its ability to explore depaemzewithin the system such as that
existing due to standby redundancy.

This paper explores the use of the BDD model irmgeBian evaluation of the system.
Whilst there are many issues to address, the nspiacawill be the approach to the
analysis of a system’s reliability on the assumptitat there already exists data on
the specific component’s failure times and elicitefdrmation on prior beliefs about
these elements. The third section of the papémewxglore the general concepts.
These will include the use of BDDs to explore dejsrcy within the system, both at
a component level but also through the data.

To provide greater insight into the approach takeimple example will be
considered of a pump system with associated presslief valves. Obviously some
will appreciate that the model chosen has resonartben safety critical systems. It
will be assumed that information regarding theuialtime distribution for the valves
used is well established but that there is relatilrgle known about the pumps
involved. The specific system will be describeohg with the data available for
analysis.
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The data and system structure will be then usedrt@ series of experiments. This
will illustrate how we can use the model dynamig#dl provide insight into the
context of the dependency. The last section widl/ge a summary of results and
discussion of further research.

Modelling of Systems Reliability Using BDD

Fault tree analysis is frequently employed to stildyperformance of systems,
especially safety critical systems, see Henleykamtiamoto (1981). An acyclic
graph is derived to describe the relationship betwee specific failure mode for the
system and the constituent elements of the systégure 1 presents a diagram,
which will be subsequently used in the example.
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Figure 1 Fault Tree of Pump System

In Figure 1 the top event is connected to interaedgate events, G1 and G2 by an
AND gate, gate A. G1 is connected to P1 and V1rb@R gate, gate B, and G2 is
connected to P2 and V2 by an OR gate, gate C.logneequation for the system is

TOP = (P10 V1) n (P20V2) (1)

The Binary Decision Diagram (BDD) is an alternatiepresentation of the fault tree
structure for the top event logic function. It sshannon’s description of the system
behaviour in terms of a structure functigix) wherex represents a vector of
component statesp(x) takes the value 0 if system works and 1 if systesrfailed,
andx comprises component state indicator variakiesgith the component working
(0) or failed (1). The BDD represents the faillogic of the system and is usually
derived by conversion from the fault tree. Theibasents are put in an ordering.
The BDD is based on an if-then-elge, architecture, so every basic node will be
represented as X = ite(X,1,0).

For each gate with inputs J = ite(X,f1,f2) and ietY,g1,g2) then:

IF X <Y JOH=ite(X, f10 H, 20 H); ()
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FX=Y JOH=ite (X, f10 g1, f20 g2) A3)

where[] is the logic gate (AND/OR). The outcome of thewersion of the fault tree
shown in Figure 1 is presented in Figure 2.
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Figure 2: BDD for Fault Tree in Figure 1

Each path through the BDD from root vertex to aiieal 1 node represents a system
failure mode and so represents a cut set. Thef seits sets can be obtained by
tracing each path through the BDD, which endsfailare node. Obviously of most
interest is the minimum cut set, the minimum setahponent failures that will lead
to the failure of the system. Rauzy (1993) produae algorithm to derive the
minimum cut sets from the BDD. For the systemespnted in Figures 1 and 2 the
minimum cut sets are: {fP.}, {P1,V2}, {V 1,V2} and {V1,P.;}. In conventional fault
tree analysis, the minimum cut sets can be usddrige the probability of system
failure given the basic event failure probabilities

The main advantage of the BDD is however that yiséesn failure probability can be
obtained without the need to evaluate the minimakets. It can be obtained directly
from the disjoint paths which yield a failed syststate. Each disjoint path leading to
system failure considers the set of events thdttiea terminal one state and include
both working and failed component conditions. 8itleese are disjoint the system
failure probability is obtained by summing the likeod of each disjoint path on the
BDD. For the BDD shown in figure 2 the four disjbpaths are:
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1  PLP2

2  PLP2v2

3 P1VLP2

4  PLV1P2V2

The system failure probability,sQ2is then given by:

sts =0pOp, +0py (1_ qu)QVz + (1_ qu)qV1'QV2 + (1_ qu)qV1 (1_ qPZ)qVZ (4)

For a small example such as this the system ritiabkpression can be checked by
use of the inclusion-exclusion expansion, Henlay lkamamoto (1981).

sts: 2 P(CI) -Zij P(C, N Cj) + Zijk P(C N CJ N Ck) -

where Gfor i=1, ..., n is the minimum cut sets. The fdion Qsysfor system given
earlier would be

stsz P{P]_Pz} +P{P1.V2} + P{V 1.V2} +P{V 1.P2} - P{P1P2V2} —P{P]_.Pz.vl} — (5)
P{P1.V1.V2}-P{P2.V1.V}+P{P1.P,.V1.V3}

General Concepts of Bayesian Analysisusing BDDs

A brief description of the BDD was given in the yims section, in this section the
aim is to discuss the use of BDDs in the contex@ Bayesian Analysis. The specific
goal that will be undertaken is the estimationhef teliability of the overall system
based on the assumption that the model of themyisteorrect and that information
about the components, in the form of prior beledfsut their performance and data
on their performance, is available. Obviouslgipbssible to consider a more general
problem which might be to predict the reliabilitytbe system without assuming the
model of system is correct. However, this is rdgdrsimply as an extension of the
current model considering all possible combinatiohthe components.

The objective of the study is to ascertain theatslity of the system given the
information about the components. This can be idiately interpreted in terms of
the structure functiorp(x), as K[@Xx)]. This means that there is a natural
interpretation of the reliability in terms of théB.

Therefore using the BDD will provide a mechanismdwaluating the system
reliability distribution. The speed of calculatioffered by the BDD makes it an
efficient way to assess the reliability and thehoeblogy can be easily extended to
include dependencies. Given the representaticierims of thete structure, it is
rapid to implement a Bayesian methodology. Thepmaational efficiency in using
Monte Carlo Markov Chain based techniques is ckse,Gilks et al (1996).

Dependency within the system arises from struc@aspkcts, interaction between
components, and from the component failure tima daed. In the case of structural
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dependency, the design and operation of the systeams that there are interactions
between component failures, for example a pie@gaipment might be in cold
standby and so will only be used if other equipniaifd to operate. Since the
standby element will be assumed perfectly reliadidst in backup mode it only has

a non-zero failure probability if the primary conmgmt fails. Hence the dependency
between the components where failure of one willénce the likelihood of failure

of another component. Other causes of dependeraybe the increase in strain or
stress resulting from the primary failure evenhisTtype of dependency would, of
course, need modelling of the specific form of dej@ncy and is currently outside the
scope of this paper. Finally the data used folyaigcan lead to dependency. Often
data in reliability studies is pooled assuming hgereity to provide better estimates
of the performance. This may not be appropriateraay lead to an underestimate or
an overestimate of performance.

Pumping System

The fault tree and the BDD for the pumping systeenenntroduced in earlier
sections. A little further information is requiraout the system, and how
dependencies can exist in the system. Flow is altyrthrough stream 1 that
includes pump, R and over-pressure protection valve, \f either R or V; fail, the
flow is switched to stream 2 comprising of dupleabmponentsHn cold standby
(cannot fail when not operational) and over-pressatve \b. The failure of
components R V; and \4 are independent. The potential failure gftRough, only
can occur if the flow is switched to stream 2, wieéher R or V; have failed. Hence
failure of B is conditional on Por V; failure. The system has been analysed on the
basis of both independence (hot standby) and depegydcold standby) forP

From equation 4 it is possible to derive the exgiesfor Qs as

Qsys= [Op2ix + (1 — G2x )v2][1 — (1- g1)(1- Gpa)], (6)

Where @1, gy1 and g are the failure probabilities ofiPV; and \, respectively and
Op2ix IS the failure probability of Pconditional on either for V; failing.

The focus of the analysis will be on the impactghenps have on the overall
reliability estimate and it will be assumed thdfisient is known about the valves
that there is no uncertainty about the lifetimdristion. The data is obtained from
water pumps at two different sites and the datgpersented in Table 1.

Site | Time Between Failures (days)

1 131,9,1,33,39,23,99,36,51,350,2,28,105

2 1,6,1,1,1,2,2,2,3,1,2,4,3,1,2,3,3,2,2,4,4,5/[41%,4,5,6,4
3,4,12,4,3,16,5,11,2,6,2,6,22,106,17,121,63,11943,

Table 1 Pump Data

It is assumed that the failure times for the pusmgsgiven by the two-parameter
Weibull distribution Hence there are two parameters to estimate the @jand the
shape ). The Weibull plots of the data are presenteigure 3. The limited
amount of data available for Site 1 is possiblyffisient to judge whether the
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underlying population is Weibull or not. For Sitet appears more likely that the
data is from a Weibull distribution.

0.5

Log(-Log(S(t))

log(t)

Figure 3 Weibull Plots for the two Sites
Analysis

The aim of the analysis is to demonstrate the Gi§feedBDD to estimate the reliability
of the system using a Bayesian methodology. Olslyaine aim is not to carry out a
full Bayesian analysis but illustrate those partere the BDD can be used effectively
in assessing the reliability. For this purposgas decided to use gamma priors for
the Weibull, since there is a requirement for theameters to be positive. It is also
the case that it was decided to use the same poiob®th Sites and for the
combination.

The priors selected for bothandp are gamma (1.0,19 . This could be regarded as
unrealistic but for the purpose of the study isqa@dee. It is assumed in the analysis
as indicated before that the valves have the saiued time distribution, also a
Weibull withA = 0.005 ang = 1.5.

It was decided to explore the estimates achievad fach site and assuming the data
from sites were homogeneous. This will show fifiece of the site data on the
analysis. The posterior distributions are summadrand drawn in Figures 4, 5 and 6
for Site 1 Pump, Site 2 Pump and Combined SitedlZaRump.
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Using Site1 data only fo estimate P1 and P2 parameters

node mean sd MCerror 2.5% median  97.5% start sample
P1lamda 007889 005778  5751E4 001258 006407 0229 100000 100001
Pir 06972 01515 000677 04263  06BBE 1017 100000 100001
P2lamda 007711 005637  5946E-4 001226 006247 02233 100000 100001
P2r 07017 01512 0001747 04307 06938 102 100000 100001
PDF PDF
P1.lamda sample: 100001 P1.rsample: 100001
150 30
1001 2071
50 { Y 10r
0o 00
I I I I I I I I I
02 00 02 04 06 00 05 10
Lambda Beta
PDF PDF
P2 lamda sample: 100001 P2rsample: 100001
1501 30r
100 20r
b0 { \ 1.0r
00 00
| | | | | | | | |
02 00 02 04 06 00 05 10
Lamda Beta

Figure 4 Analysis for Site 1

The exploration of the effect of dependency wasdistliby considering whether the
pump, P2, was on hot or cold standby. It is assuiméhis case that hot standby
represents case of independence and cold staridslyates structural dependency in
the system. Figure 7 provides the graph of thenmnelgabilities over 100 days.
Clearly, as expected, there is an ordering of éisalts with the Reliability for Site 1
higher than the Combined Site reliability whicthigher than the Site 2 failure
probability. Also Cold standby will produce a heghmean than hot standby in this
context where there is no assumption of startiffgcdities.
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Summary and Discussion

The objective of this paper is to illustrate the o the BDD to estimate the reliability
of systems using Bayesian methods. The appro&eh &hows that such an analysis
can be carried out effectively for very small systexamples. Obviously scaling the
system up will encounter the difficulties found kvéiny systems analysis. However the
utilisation of the BDD should facilitate the scalp-to systems of greater complexity.

Using Site2 data to estimate paramerts

node mean sd MC error 2.5% median  97.5% start sample
P1.lamda 0.2332 0.05557 3762E-4 01385 0.2284 0.3553 100001 100000
Pir 0.6538 0.06337 4.386E-4 05329 0.6527 0.7812 100001 100000
P2 lamda 0.2331 0.05552 3.81E4 0.1389 0.2282 0.3558 100001 100000
P2r 0.654 0.0633 4321E4 05334 0.6527 0.7816 100001 100000
PDF | P1.amda sample: 100000 PDF | P1.r sample: 100000
8.0 80
6.0 6.0
4.0 40F J—L
201 201
0.0 0.0
T T T T T T T T
0.0 02 04 04 0.6 0.8
Lambda Beta
PDF P2lamdza sample: 100000 PDF P2.r sample: 100000
50 50F
60 60F
40F 40F
20 20F J‘L
0ot oo
T T T T T T T T T
0.0 0.2 0.4 02 04 0.6 0.8
Lambda Beta

Figure 5 Analysis for Site 2

Using Site1 and Site2 data to estimated

node mean sd MC error 2.5% median  97.5% start sample
P1.lamda 0.1966 0.04516  3316E4 0.1202 0.1924 0.2961 100001 100000
Plr 0.6021 005403  3929E4 04992 0.601 0.7104 100001 100000
P2 lamda 0.19568 0.04511 3284E4  0.1201 0.1927 0.2959 100001 100000
P2r 0.6018 0.05413  4.003E-4 0.4981 0.6007 0.7105 100001 100000
PDF P1lamda sample: 100000 PDF P1.rsample: 100000
1001 80
751 6.0r
50F 40~
251 20r
00 00
T T T T T T T T T
0.0 02 04 02 04 0.6 08
Lambda Beta
PDF b7 amda sample: 100000 PDF  [p2 r sample: 100000
1001 a0
751 60
501 401
25F 20
00 0o
I T T I I T I T T T T
00 01 02 03 04 02 04 0.6 08
Lambda Beta

Figure 6 Analysis for Combined Site

72



Obviously in this paper only structural and datpetelency has been considered. As
stated earlier if other forms of dependency arsyen then both the form and the
nature of estimation will have to be exploredis liikely, though, they could be
effectively implemented using BDD approach.

sts: The relibility probabilities of system

1 44 WL T T T T T T T T
X —— Site1
-\ A% = Site2
0.9 - i —— Site1 & Site2 .
% 4 Site1 Cold Standby
"\\ <, +— Site2 Cold Standby
08 Bt % —4— Site1 & Site2 Cold Standby
X L x
“':e
07+ X
\
X

06+ Y
2 X
E
@05+
<
o

04f

03

02+

01

3 J ' wriss
0 10 20 30 40 50 60 70 80 90 100

Time 1 to 100

Figure 7 Mean Reliabilities over 100 days for hodl @old standby for Site 1, Site 2
and Combined Sites.
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