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ABSTRACT

Recently, one of the main issues of concern witthiea world wide web is the understanding of web th@ss
collaboration systems. These systems have emangedént years and gained enormous popularityuitnhowever, be
pointed out, that the potential and practical agion of web 2.0 are still not well understood ate$erve academic
attention. In this paper we investigate the ontimedia sharing collaborative community and its aggtions for uses in
stock market analysis and prediction. Specifically,look at Youtube.com, one of the most populaiadanedia sharing
websites. The association with stock market behavémd usage patterns are investigated. This wedkarne of more
interest and significance with the recent credinch crisis. The data under investigation is noaet| to ouknowledge,
this paper reports the first investigation of itackto the use of collaborative media sharing webfr stock market
analysis. We find significant association betwesfeo meta-data and textual data using a contemémsentiment text
mining approach. The results are very encouragim) immportantly highlight efficient information trafer to online
media sharing communities as there seems to bépvedvalue in youtube data.
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1. INTRODUCTION

With the advent of Web 2.0 systems almost everylmaadynow update, upload and collaborate on content
of webpages (Mossen and Hageman, 2007). Whethee thee file, personal detail or news sharing
applications. Online community based Media Shagsgecially, has in the recent years gained hugely o
popularity. With sites such as Youtube.com, MetaGafm, Vimeo.com, or Revver.com leading the way in
becoming truly “web 2.0 media” phenomenons. Attfasly intended for entertainment purposes, novgehe
websites are used for news dissemination and ihd@liusers partake religiously in media sharingvaies.
Everybody with an internet connection, whether withwithout a camera, can contribute to social @ide
websites, hence the content is highly dynamic Wigih update frequencies. Users upload every andkisly
of imaginable videos, ranging from personal vidensbile phone videos of US soldiers in Iraq, pdstton
riots in Iran (coverage of the riots has been esiekly from mobile phones) to daily market analyséhe
world's economies (Tapscott and Williams, 2008).rdbwer press agencies and TV stations like BBC or
Bloomberg duplicate their video content from trawtitl distribution channels. This can have sometmal
applications, such as whether new trends in muysiditics or expected stockmarket activity and other
patterns can be detected, the latter being thesfafuwork, reported herein. Specifically, we explor
statistical correlation between stockmarket moveraed youtube meta-data.

The rest of this paper is organized as followsdntion 2, background and novelty is discussediose8
presents the systems architecture and experimsatalp, with results being demonstrated in secipn
followed by conclusions drawn and further work Highted in section 5.



2. BACKGROUND

Youtube.com was established in February 2005, a@®@ime video and the premier destination (..) to
watch and share original videos worldwide throughVeb experiencé” It is a free community-driven
website through which registered users can upladighited number of videos and share them with other
users. Each video must be given a title and begredito a specified category (e.g. News, Music). A
publisher can optionally provide further detaildsfdissed in section 3.1). According to alexa.corab w
traffic has been constantly growing since its fangd earning youtube a ranking in top 3 most fretlye
visited websites in the world. It reaches about &%nternet users in a day and generates 20% ditidl
based pageviews on Internet. These figures makiellyeunost popular community based website.

2.1 The Mass Collabor ation effect

Mass collaboration or what we like to refer to aswledge optimisation based on intelligence of dsw
and its benefits, whether in terms of problem swjvor simply information gathering and filteringeavery
appealing reasons behind the adoption of Web 2s@esys. In a read and write web the contribution of
individual users on a large scale amounts to opttion in the sense of improving a fithess function
(Tapscott and Williams, 2008). Where such a fitniesetion is understood to be a goal or purposéef
social sharing application, this tends to happem tduemergence of statistical regularities in thelion of
collective choice from individual behavior. To #imate this idea further, let us look as an exanaile
Wikipedia. Users are encouraged to edit and re-edit this vasled encyclopedia in the communal hope of
producing an immense body of encyclopedic knowlediiics, such as Keen (Keen, 2007) point out the
seemingly intrinsic problem, that is such a wast eould clearly have to be riddled with inaccuesciQuite
surprisingly however Wikipedia was found to be atumate resource and is now becoming a standard
encyclopedic reference text. A comparison with efapedia Britannica (Giles, 2005) suggests a simila
level of information accuracy in both encyclopedids was shown, 70%-80% of inaccurate edits on
Wikipedia get corrected almost instantly (Adleraét 2008a/2008b). This can be attributed to theadyin
nature and self-managing environment of collabeeatieb 2.0. In the case of youtube, numerous grs
together to share videos on various topics. Callelst a huge database of videos on wide range entvis
built and tagged with meta-data. The quality of teoh is ensured by a mix of expert and non-expert
community participants, that review, rate and comimedeos. Since it has become so easy to produde a
upload videos, information, opinion and news prateag rapidly throughout youtube. For further exaspl
and case studies of mass collaboration in praqtiease refer to (Tapscott and Williams, 2008).

2.2 PreviousWork and Literature

Arguably, quantities of potentially useful conteate locked up on Web 2.0s “architecture of
participation® and recently quite interesting work was done &ntify and bring some of this content to the
surface. Adamic and Glance (Adamic and Glance, p@@5example analysed links between liberal and
conservative blogs during the 2004 US presidesiitions. There is strong evidence that politag@hion
is represented in online media sentiment (Mulled Bralouf, 2006; Malouf and Mullen, 2007; Johnson et
al., 2007; Farrell and Drezner, 2008). Naturalys ttould have number of applications, such as centany
and analysis of political opinion, or forecastiddore generally, Mishne and de Rijke attempt to tidgn
overall topic independent mood sentiment represeate blogs and in their textual posts (Mishne ard d
Rijke, 2006a/2006b; Balog et al., 2006; Mishnelet2007) and classify them into mood categorieshsas
tired, cheerful, happy, calm, angry, etc. Thisasgible via semantic text analysis and tags. |tlegn shown
that mood is intrinsically present in informal tgpdsts and we, as well as previous authors, hypisthethis
information if extracted, may be of some value.

Of most interest to us is sentiment analysis rdl&testockmarkets. (Choudhury et al., 2008) ingedé&d

According to youtube http://www.youtube.com/t/atithi=en_GB (consulted on 2 April 2009)
Wikipedia is an online, publicly maintained en@média. It covers millions of topic definitions.
A poignant term coined by Tim O'Reilly on his bl¢®'Reilly, 2005) on 1st October 2005.



correlations of tech-companies on stockmarket \aittivity on the blogosphere. Using a Support Vector
Regression model, they found very encouraging @s$mies with stock magnitude and price direction
advances. As early as 1999, (Wysocki, 1999) and flames (Jones, 2006) analysed the impact of posted
discussion board messages onto stock moves. They fihat after online forums were introduced toldior
wide web, trading volume and volatility have siggahtly increased and daily absolute returns orrame
decreased. This is an interesting observationtagltights strong effect online information seetm$iave on

the stockmarket. (Tumarkin and Whitelaw, 2001) fbworrelations between abnormal activity on popular
online forum Raging Bull (www.ragingbull.com), aadnormal share returns. (Thomas and Sycara, 2000)
implemented a simple text processing (bag-of-waoetjdency) GA based trading system, using the very
same discussion board and reported successfuhgraéirformance. (Antweiler and Frank, 2004) appled
analysis techniques to capture semantic meanirigrof posts, and also achieved significant coriatat
(Das et al., 2005) investigated message boardrngpatid news correlations with stock returns, bigaae
time investigated the disagreement between newsnagbage board postings. Gloor et al. (Gloor et al.
2008) and others (Fung et al., 2005; Clarkson .et28l06; Sabherwal et al., 2008) also found stediy
significant association with stockmarket moves.

All of this work however was performed with eitHg#ogs, online news websites or discussion boarals. T
the knowledge of the authors however, no investigainto video media sharing systems for financial
market prediction is in existence. Hence we comditie work to be novel and original in respecteported
results and the uniqueness of dataset under igatistn.

2.3 Market Predictability

Price movements in financial markets are consegqgeatdecisions taken by both stockholders andkstoc
buyers based on how they perceive market, seatonpany or asset. Actions taken by them are not only
influenced by the rational information on market blso what actions other investors took, what dmdg
said or wrote, and simply sentiment and emotioncotding to the recently emerged field of behavioral
finance (Siegel, 2002), feelings of anger, fearcaeutainty or confidence and subjective perceptiohs
financial perspectives of economic agents haveingadct on entire markets and therefore price margm

In its simplified form, Efficient Market Hypothesioriginally proposed in the 60s (Fama, 1965),
essentially states that market participants havaleagcess to information, and as new informatifecting
a market comes out, this information is countednito the market almost instantly. An offshoot ofsth
hypothesis is the Adaptive Market Hypothesis (L804®). AMH takes behavioral finance into accound &n
is within this framework that it is acceptable tgpect some short to medium term predictability,gobsn the
information we extract from youtube. This is possithowever, only if assuming information propagateo
youtube quickly enough, and can be filtered weadhirnon relevant information. Since all these asgiomg
cannot be guaranteed we decided to concentratenaur efforts into researching whether a relatiomshi
between youtube and stockmarkets is present asd ibf what strength and in what form. Indeed, we
discovered a strong relationship in number of ca®es findings are encouraging.

3. SYSTEM ARCHITECTURE

The goal of our experiments is to show there igatation between changes in stockmarket prices and
community submitted information on the youtube folah. In order to show this relationship we tookedt
of steps to extract, prepare and analyse yoututze W& were interested in answering two questibirst,
whether it is possible to relate intensity of caniteubmissions with market volatilitgecondly, whether it is
possible to quantify sentiments of videos and egla¢m to directional market moves

3.1 Input Data

We are interested into as much youtube meta-dap@ssble. Every uploaded video on youtube is ¢ th
form of a video file and a set of related meta-digacribing the file. Such meta-data contains vitiie,
description, category, date of submission, viewntoduration and author. Since youtube is a sae@dsite
it also allows users to comment, rate (1 out cdirid submit response videos. Videos can also bedaggh



arbitrary tags that might help identify a videotbetThe meta-data attached to a file, shown imifeid..

Tags
Author e
[ Categary
Fatings | [
— i Title
Date | |
i Videold )4 Duration
Viewcount f S~ )T
— [ Description
Date | \ -
- Comments . Related Videos
Rating ~ —

Fesponse Videos

Figure 1. Video meta-data associated with a youfildeHighlighted fields represent three main atres of textual data

Title, Description, Category and Tags provide basiormation as to the content of a video clip. Bart,
Date, communicate who and when submitted the Ritings and Duration tell us a little bit more abthe
video. Viewcount and Comments are quite importanbur analysis, the former can be important irgjod
the popularity of a video and the latter also pdegi us with collective opinion about a video cdmttion in
textual form. Related videos are video recommendatihat might be of similar content to the tangdeo.
This is done by an algorithm that is kept sé€ciResponse videos are actual file responses toriti@al clip,
and are usually used to create a so called “viddatk".

Stockmarket indices were used as proxies for filhmoarkets. For some keywords, tags, time periods,
especially early periods, there is little numbeyafitube clips available. Hence stock indices deal.

3.2 Data Collection

In November 2006 youtube was acquired by Google, dfter a few months Google implemented their
API called GDATA, enabling developers to integratestems with youtube platform. We made use of this
API to extract as many financial market relateceaisl as possible for the entire available time penfdeos
based on search keywords FTSE, DOW JONES, NASDABKHEI, CAC, DAX>, and also related and
response videos were retrieved (see section 3rige 8ach of these videos has a lot of meta-datacaded,
we extracted altogether about, 90'400 videos, 8X80s and 3'749'000 comments on submissions delate
finance news.

A number of issues with APl were encountered, samers were discovered and some limitations
imposed by the youtube terms and conditions. It erssured that terms and conditions were compligld wi
by an appropriate implementation of our scriptsirMaulk of data extraction process took over 7 dayter
this we run extraction scripts daily to ensure Has® was kept up to date with recent video subomssi
Since our system required manipulation of large ameof data, a powerful server set up; DELL Powigde
1950 III with two CPUs Intel Quad Core Xeon 2.66GHGB of RAM memory and SAS hard drives
running Linux Debian OS and MySQL was used in eixpents.

3.3 Data Preprocessing

One of main challenges in building the model wasclassify sentiment in the three textual data §eld
highlighted in Figure 1. In order to run classifica on these fields, the text had to be preprasbssing
standard text processing techniques, tokenisiremmsiing (finding the root form of words), stop word
removal, etc.. Comments are full of difficult exps®ns and jargon, such as emoticons :-), forukn“taB”,
rude language, negations “not good”, etc... them tb be handled appropriately. For example emasico
were quantified as they express sentiment, or latpuage was filtered.

4 According to youtube support section,

http://help.youtube.com/support/youtube/bin/anspy&hl=iw&answer=95612 (Consulted on 2 April
2009), this algorithm is kept secret.
These represent UK, USA, Japanese, French anda@estock indices respectively



3.3.2 Sockmarket Prices

Stock prices tend to be very noisy, especiallyigl firequencies, i.e. hourly or daily prices. Irtkdata
the prevailing short to medium term trend can gst within the data. Therefore we smoothed theenois
using timeseries segmentation. A percentage baggdentation algorithm was used, that is price sefcht
least 5% moves in magnitude must occur in ordéetdetected, Figure 2. illustrates this step. Tis¢ ¢hart
in Figure 2. shows an original stock index withlg#luctuations. As stock time series have risimgl dalling
trends, some daily fluctuations can have oppositection to direction of the segment. The secondrich
represents post processed, segmented and smoattzedvtiich eliminated noise. Start date and end dat
segment 1, for example areaind §respectively, in Figure 2. second chart. Price mmmm of a segment is
computed as follows:

p. =P _
m=—»> | 1
Pi—1
wherep is a price at timé (t; < i <t,, n being total number of prices in the timeseries)
Price
Time
Price
p:
P'.
Pz
Ps . :
: 3 :; r Time

Figure 2. Segmentation of Stock Index (original aagmented price data)

3.4 Our Modd

Three sentiment classification models were implaeaknA simple score based technique for good and
bad words was used within all three models. Tha iokehind the scoring function is to provide quatitie
indication of sentiment for textual informationatlip. The scoring function is of the form,

-n

s= P

p+n

wheres is the scorep is number of positive words amdis number of negative words in the tept0,
n>0, -1 < s< 1. A simple method yet robust and powerful. Thresidnaries of positive and negative words
were created for each model, using a semi autonai@eess based on most common occurring words in
each stream of text. This was necessary as eaaAnsuf texts tends to use different vocabulary@hmasing
to express a message. The scores are then combiredvith an appropriate threshold a sentiment
classification is made over an aggregated timeogdesi segment.



4. RESULTS

Before our text sentiment classification modelseneuilt we first needed to find out whether thesei
standing connection between stock data and youfliberefore, monthly aggregated time series werl bui
from video submissions and total posted commentsnmnth, between the period from January 2007 to
April 2009 (months before January 2007 containeditte video submissions). Figure 3. comparesristty
of video submissions against absolute value ofepritovements of the Dow Jones index. As can be
appreciated from Figure 3., in the second halfGii@there is a strict relationship between intgnsitvideo
and the market. The Pearson correlation coeffidenthe whole period is 0.745 for video and 0.68{
comments submissions. Both values are statisticgypificant and point towards a relationship betwe
stockmarket and youtube. Of course causality odti@hship presented above cannot be deduced from
Pearsons' correlation alone. In the data presettiett is a rapid increase of financial (Dow Joretjted
youtube activity beginning in September 2008. Itildabe linked with the fact that awareness of srand
risk of recession became widespread throughoutupeutfor example. bankruptcy of Lehman Brothers at
this time dragged attention of many reporters taricial collapse and economic instability). Howeiter
could just be the rapid increase in overall poptylasf youtube. Therefore benchmark data was nedded
associate this trend with one or the other rea¥dm.hence retrieved similar quantity of videos fr@m
categories, namely; music, entertainment and spodomparison of monthly time series data for each
category showed that only the financial video sugsions experienced a rapid increase in the fouwrdnter
of 2008, which is also statistically significanti$ can be appreciated in Figure 4.
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Figure 3. Video submissions related to Dow Jonigs eind absolute Dow Jones price movements
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Figure 4. Comparison of video submissions overowricategories on Youtube

Once it was established that a relationship isgmies/e were further interested into whether thera i
correlation between sentiment and directional pnmevement of the stockmarket data. Three modelg wer
built as described in sub-section 3.4, when aligangainst stock index returns, correlations of 0,42387,
0.033 were measured for title, description and ceminmodels respectively, where the first two catiehs



are statistically significant. These varying strigasgof correlations are due to the fact that themoticeable
difference between the three streams of text. dilen expresses the main content message of diee ¥ a
concise manner, e.g. “Dow Closes Below 10'000,ua-year low". It often represents facts, as in fibvener
example (Dow fell to the 10'000 level). The dediwip gives more insight as to the video content|, aords
such as downtrend, suffer, hope, opportunity woaddur. Comments on the other hand are filled with
subjective opinions of users as to their intergietaof videos. The problem we faced with commemés
that sometime users would comment on the qualityiddo rather than the message conveyed (e.g.idee v
was well done, the guy has amazing presentatidis,ski). We tried to take this into consideratishen
constructing the model vocabulary, however filtgratomments from noisy contributions can be difficul

Improved results were achieved when the scores e@riined into a single indicator by averaging the
individual scores. See Figure 5. for this stat@hc significant 0.543 correlation. As one can st&
resulting score tends to correlate in local turrpogts to the market very consistently.
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Figure 5. Combined (mixed) scores and segmentee peta

Finally we employed thresholds to the combined escar order to change soft classification to proper
classification. Since scores are distributed nolynaith a mean ) of -0.021 and variances{) of 0.0037,
we used this to eliminate some of the more frequahtes close to the mean. Table 1. illustratesakiger
good (76% up to 89%) model accuracies of directiomave forecasts.

Table 1. Classification of how often the sign afr&eis in agreement with directional market moveimen

Scenario Lower and upper limit Matches/Hits Hit rate

No limits None 25/33 76.00%
utl/4do -0.0367 to -0.0059 21/25 84.00%
utl/20 -0.0521 to 0.0094 16/18 89.00%
ptc -0.0829 to 0.0402 6/7 86.00%

5. CONCLUSIONS

A strong and statistically significant connectioateen stock market returns and youtube meta-data w
found. Directional correlation was also proved kisg as a text classification system for sentirmenés
applied to youtube meta-data. A classification eystsolely based on the text analysis of youtube,dat
managed to anticipate stockmarket trends with isgive accuracies of between 76% and 89%. Thesksresu
are significant since our work points out, thatr¢hies potentially much hidden value in media shariveb
2.0 systems, this is further backed up by the fhat information must indeed travel very efficigntl
throughout youtube in order for us to be able ticgrate stockmarket moves from this data.

REFERENCES

Adamic L.A. and Glance N., 2005. The political bdgghere and the 2004 U.S. election: divided theyg.bl



International Conference on Knowledge Discovery Brata Mining Chicago, USA

Adler B.T., Chatterjee K., de Alfaro L., Faella MPye I., and Raman V., 2008a. Assigning trust tkipedia content.
WikiSym 2008: International Symposium on WiRstto, Portugal

Adler B.T., de Alfaro L., Pye |., and Raman V. 2808/easuring author contributions to the wikipedkiSym 2008 -
International Symposium on Wikia008b. Porto, Portugal

Antweiler W. and Frank M. Z., 2004 all that talk just noise? the information contefiinternet stock message boards
Journal of Finance, Vol 59, pp 1259-1269.

Balog K., Mishne G, and Rijke M., 2006. Why aretlexcited? identifying and explaining spikes indimood levels.
Technical report, University of Amsterdam

Choudhury M. D. and Sundaram H. and John A. anddDSeligmann, 2008. Can blog communication dynarbies
correlated with stock market activity? Proceediafjthe nineteenth ACM conference on Hypertext apgehmedia.
New York USA.

Clarkson P. M. and Joyce D. and Tutticci |., 200rket reaction to takeover rumour in internet dission sites
Journal of Accounting and Finance, Vol 46, No. A-31-52

Das S. and Martnez-Jerez A. and Tufano P., 28bBormation: A clinical study of investor discussiand sentiment.
Journal of Financial Management, Vol 34, No. 3108-137

Fama E. 1965Random walks in stock market pricBfancial Analysts Journal, Vol 51, No. 5, pp 5-5
Farrell H. and Drezner D.W., 2008he power and politics of blogBublic Choice, Vol 134, No. 1, pp 15-30

Fung G.B.C, Yu J.X., and Lu H., 2005. The predigtoower of textual information on financial markdtEE Intelligent
Informatics Bulletin, Vol 5, No. 1, pp 1-10, Juk@05.

Giles J., 2005Internet encyclopaedias go head to helddture Magazine, Vol 438, pp 900-901

Gloor P. and Krauss J. S. and Nann S. and FischKaend Schoder D., 2008Veb science 2.0: Identifying trends
through semantic social network analydischnical report, Social Science Research Network.

Johnson T.J., Kaye B.K., Bichard S.L., and Wong, \2QD7.Every blog has its day: Politically-interested intet users'
perceptions of blog credibilitydournal of Computer-Mediated Communication, \@| No. 1, pp 100-122

Jones A. L., 20068-ave internet message boards changed market beffawifo, Vol 8, No. 1, pp 67-76

Keen A., 2007The Cult of the Amateur: How the Democratizationhef Digital World is Assaulting Our Economy, Our
Culture, and Our Value®oubleday Currency, USA

Lo A. 2004.The adaptive market hypothesis: Market efficiemoynfan evolutionary perspetivdournal of Portfolio
Management, Vol 30, No. 1, pp 15-29

Li C. and Berno J., 200&roundswell: Winning in a World Transformed by @&bdiechnologiesHarvard Business
School Press, Harvard, USA

Malouf R. and Mullen T., 2006. A preliminary inviggtion into sentiment analysis of informal poliicdiscourse.
Proceedings of AAAI-2006 Spring Symposium on Catipaal Approaches to Analyzing Weblp@slifornia, USA

Malouf R. and Mullen T., 2007. Graph-based usesdifecation for informal online political discoursBroceedings of
the 1st Workshop on Information Credibility on ¥ebh 2007. Miyazaki, Japan

Mishne G. and Rijke M., 2006&Capturing global mood levels using blog post&chnical report, University of
Amsterdam

Mishne G. and Rijke M., 2006Moodviews: Tools for blog mood analysiechnical report, University of Amsterdam

Mishne G., Balog K., Rijke M., and Ernsting B., Z00oodviews: Tracking and searching mood-annotated posts.
Proceedings of International Conference on Webkus Social Media, Tokydapan

Rodrigues E. M., 2009. Mining online communitiés.Proceedings of the UK Symposium on Knowledgedvesy and
Data Mining.Manchester, UK, pp. 15-23

Sabherwal S. and Sarkar S. K. and Zhang Y., 200fine talk: does it matter3ournal of Managerial Finance, Vol 34,
No. 2, pp 423-436

Siegel J. J., 2005tock for the long run - Guide to Financial Markeeturns and Long-Term Investment Strategies.
McGraw-Hill (3rd edition), USA

Tapscott D. and Williams A. D., 200®/ikinomics - How mass collaboration changes evargtttlantic Books, USA

Thomas J.D. and Sycara K., 2000. Integrating geradgiorithms and text learning for financial preitin. Proceedings
of the Genetic and Evolutionary Computing 2000 €mrfce Workshop on Data Mining with Evolutionary
Algorithms pp 72-75, Las Vegas, Nevada, USA

Tumarkin R. and Whitelaw R.F., 2001. News or nois¢érnet postings and stock prices. Financial pstal Journal, Vol
57, pp 41-51

Vossen G. and Hagemann S., 200#leashing Web 2.0: From Concepts to CreatiMgrgan Kaufmann, USA

Wysocki P., 1999Cheap talk on the web : the determinants of postarlgstock message boaru¢orking Paper



