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ABSTRACT

This thesis describes the development and evaluation of a theoretical framework to account for the
dynamic aspects of behaviour at the Human-Computer Interface (HCIF). The purpose behind this
work is to allow for the consideration of dynamic Human-Computer Interaction (HCI) in the design
of interactive computer systems, and to facilitate the generation of design tools for this purpose.
The work describes an example of a design tool which demonstrates how designers of interactive
computer systems may account for some aspects of the dynamics of behaviour, involved with the
use of computers, in the design of new interactive systems. The thesis offers empirical and literary
evidence to support the validity of the dynamic factors governing the interaction of humans with

computers.

The design tool described provides a method whereby changes in interaction behaviour, over time
and between different user groups, can be modelled. This constitutes a dynamic model of
interaction. In evaluating the tool statistically significant variations in behaviour between user
groups during interaction were identified. This suggests that useful design tools can be generated

from the framework which is described. Additional experimental work lends support to the notion

of dynamic evaluation.

The authors intention is that this work shall influence the way designers think about interactive
behaviour so that they can produce useful design tools for HCI. This will therefore enable them to

adopt design practices which exploit the dynamics of HCI behaviour.
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1. INTRODUCTION
11 A HISTORY OF INTERACTIVE SYSTEMS

The last two decades have seen remarkable progress in the advancement of technology for the
implementation of computer sjfsiems and nowhere has the progress been more rapid than the field
of Human-Coraputer Interaction (HCI) (S hneiderman 1986). In caﬂy computer systems processing
power was located in one placé and access to that processing area was allocated using time-sharing
and batch processing techniques. Instructions to the computer were invariably coded onto
punch-cards and input via a card-reader which converted the instructions into machine-code to
enable the computer to execute them. Systém respori?scF times were in the order of hours or days
depending upon the workload at the time. Terminals which users worked ai were 'dumb’ and were

not 'on-line'(Gaines and Shaw 1984).

Advances in communications technolo gir énd microprocessor control combined with increases in
local processing power in the last twenty years have meant that most user tasks can now be
executed on local machines - microcomputers and minicomputers - or communicated down very fast
lines to multi-tasking mainframes which can handle hundreds of users simultaneously. System
response times have been reduced to subliminal levels (shorter than can be perceived by humans)
for most fundamental instructions and rcdliééd to seconds or minutes for more complex or larger
typical tasks (Shneiderman 1981). This reduction in processing time was one of the major
precursors of the ‘interactive’ systems which now exist, displaying interactive dialogue between a

human and a computer on a similar timescale and level to that of inter-human communication

(Gaines and Shaw 1984).

As a result 'ease of-use' issues have come to the forefront and,Twith the advent of interactive

systems, response time is now so rapid as to facilitate true interactive communication. The
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imposition of a large computer interface on a computer system was also previously impractical due
to limitations in processing power, however the increase in processing power experienced over the
last few years now makes some quite sophisticated interfaces possible (Shneiderman 1986).
Unfortunately for designers, computers do not automatically possess the sophisticated, inherent
communication facilities which enable human beings to interpret and understand each other.” This
means that computers must be explicitly equipped with the facilities necessary to allow them to
communicate both efficiently and easily with users (Chapanis 1974). Current operating systems
inco?porating a set of generic commands designed to support the user in the execution of a given set
of tasks do enable the categorisation and description of many problems. However, a well-designed
command set may not necessarily be sufficient in itself to allow a user to display interactive

behaviour, or to make the system 'easy-to-use' for human beings (Carroll 1982).

A Human-Computer Interface (HCIF) only arises when a computer and a user come together; here,

a number of complex and variable factors interact to create the interface (Green et al 1983). Hence,
if the full interactive potential of the interface is to be exploited, then attention must be paid to all
aspects of the HCIF during the design process so as to support all the possible channels of

Human-Computer Communication (HCC)."

Human behaviour is immensely variable, robust and adaptable and so, until 'reccntly, users were
expected to exercise these faculties during interaction with computers to adapt to the machine's
in-built formalism. Although, it is essential that such a formalism is included in interactive systems,
as communication cannot proceed without it (Reisner 1982), the types of formalism originally used
were derived solely from the structure of the computer or based on a expert's model of computers.
This meant that users learning or interacting with the system were often forced to spend a large
amount of time learning the system, and were required to adopt methods which were 'unnatural’ to
them and which required great effort to implement. Recent increases in processing power have

meant that sophisticated HCIFs could be built which handle some of the communication component
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. of the interaction and which allow users to utilise methods which are more familiar, more natural
and based on attributes of typical human beings (Moran 1984): these are known as 'ergonomically

designed’, 'easy-to-use’ or 'usable systems'.

It is now widely accepted that the goal of producing easy-to-use systems is a desirable objective
because it provides users of varying experience with the most efficient and palatable interface
possible (Shackel 1982, Edmonds 1986). Itis also reasonable to accept that many casual users are
not willing, and therefore should not be forced, to spend a large amount of time in learning the
operating system of a computer, as computer based activity may not be a principal skill within their

job-role and may not play an integral part in them achieving their goal (Eason 1977).

Sophisticated computer interfaces give naive and novice users access to virtually all the powerful
functions which were previously only available to the most experienced of professionals. Even
where users are prepared to spend some considerable time in learning how to interact witha
computer this does not justify the existence of unwieldy human-computer interfaces which impose
unreasonable learmning, operating and understanding overheads on the user where these are not

necessary (Young 1985). It is true that in some systems the nature of the task requires a complex

interface and hence there is little opportunity to design usable interfaces; however, these are rare.

The power of interactive systems lies in allowing the user access to the tools needed to perform a
task through a transparent interface, and this can only be expedited through the design of the HCIF

such that it reflects existing human behaviour, strategies and cognitive attributes (Shneiderman

1986).

1.1.1  Associated devices

A number of advances in interactive technology made in the last decade have facilitated

unprecedented increases in the usability of computers (Smith et al 1982, Perry and Voelcker 1989):
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The advent of high-resolution monitors and 'bit-mapped’ screens have meant that users can
communicate with machines through graphical interfaces, thus exploiting the potential of the human
bias towards visual representations, and enabling the design of flexible interactive systems. This
flexibility obviates the necessity for the user to have to initiate or structure interaction, or memorise

a large number of commands or assumptions.

The introduction of such software features as icons, menus and windows plus the development of
efficient pointing devices (notably the 'mouse’) mean that users can now execute many of the more
fundamental tasks involved in HCC using simple, physical actions rather than being required to
generate complex and esoteric command sequences, which can overload human memory (Reisner
1984). Hence, the user's cognitive facilities can be utilised in performing the task rather than

negotiating a complex interface (Rutkowski 1987).

Work has also been done in implementing knowledge-based and adaptive systems (Greenberg and
Witten 1982) which have the capability to support natural human input such as speech, handle
poorly formed input robustly, and solve problems using knowledge-based methods. These |
systems offer supporting interfaces which adapt to specific user needs during interaction and hence
offer constantly optimal support to the user. These are believed to be some of the most promising

areas of future advance in the field of usable systems as they exploit intelligence and user

specialisation as well as good ergonomic design practice (Greenberg and Witten 1982).

1.2 USABILITY MEASUREMENT

Usability can be enhanced in the design of interactive computer systems using techniques which
provide feedback for the evaluation of the usability of proposed or existing systems. This process
enables the assessment of interfaces in terms of their abilities to meet users needs an.d provides the
means for the assessment of specific designs (Reisner 1984). The efficient management of the

measurement of usability reduces the overall effort incurred in producing systems by ensuring that
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designs are usable within a few iterations of the design cycle (Bennett 1984).

Usability measurement is not restricted to the application of formal tools but embraces a number of
fields of study, all of which supply useful information on the criteria which must be met in the
design of usable systems (Monk 1985). The fields include: formal tools for the evaluation of
proposed and existing systems; models and representation techniques which provide explicit and
convenient representations and descriptions of interaction; psychological experimental methods for
the examination of HCI; existing human science data and principles also form a body of knowledge
to be exploited. Whether the above are sufficient sources of information for the comprehensive

evaluation of usability will be addressed later.

Usability may, however, be so context or experience related that it is difficult to approach using the
current range of methods (Barnard 1988). Some error behaviours may arise, for example, as a
result of of a mis-perception of the interface due to experience of a similar situation and
inappropriate behaviour due to misplaced assumptions (Green 1984). These errors can only be
analysed by using a 'deep' (implicit) interpretation of usability (Broadbent and Berry 1987). This
thesis contends that many current models are insufficient to account for this type of usability
problem and suggests that this category of problem is a key area which must be addressed in the -

design of many interfaces.

One example of a complex usability issue arises when the interface is viewed as an impenetrable and
unspecifiable flow of multi-layered and constantly fluctuating information. This can sometimes be a
fruitful approach to the analysis of usability, however a holistic approach to evaluation would

contend that when the interface is rationalised it loses any concrete or meaningful interpretation
which may have been possible (Licklider 1982). Clearly, assumptions must be made during the

specification of interactive behaviour to make such evaluations viable (Young 1984). These
assumptions can be valid due to the fact that many of the supposedly intangible aspects of

interaction can be formally controlled by managing aspects of the target user and task and formal
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target user and task and formal experimental controls of user attributes (Card, Moran and Newell

1985).

HCI appears to be 'a dynamic process involving a constant fluctuation of the state of the user and
the interface throughout interaction' (Green and Van der Veer 1984), and this thesis contends that it
would be advantageous if some account could be made of these ‘dynamic' aspects of HCI during
the measurement of usability. This approach retains some of the holistic integrity of the interface
but would also make it amenable to analysis. Some current models of interaction are static in nature
and do not reflect the true state of the user and interaction (Young 1984). This thesis asserts that
current usability measurement techniques often fail to detect or evaluate certain dynamic precursors
of usability and that tests which focus on some of the dynamic aspects of usability would remedy
these faults. To this end 'dynamic' HCI is seen as an appropriate framework for the study of

usability, and a number of tools are offered to implement this type of analysis.

1.2.1 Notable theories in the field

A number of well-formed and empirically successful metrics (where 'metric’ is taken to mean ‘a
measuring tool’) currently exist and a number are now contending for that status: some examples of

the most prominent are described below.

1.2.1.1 The metric of Card, Moran and Newell

Card, Moran and Newell In their book "The psychology of Human-Computer Interaction’ (Card et
al.1982) chose to examine the user as a ‘'model' human processor in which the actions of the user
are broken down into a series of largely physical primitives and allocated empirically assessed
temporal values to give an overall task time for the performance of the human with a particular

interface.

29




Chapter 1 Introduction 30

performance of a given task to be established from established empirical norms. This facilitates a
primarily comparative evaluation between two competing designs in terms of the number of
keystrokes (and hence the time-taken) required to perform the task. The large body of empirical
work supporting Card et al is based on text-editing tasks and this body of work makes the

normative values they adopt fairly reliable.

The metric shows a ninety percent success rate in predicting the time-taken to perform tasks on two
competing interfaces when all the assumptions are met. The authors aim to predict task
performance times for expert users performing ‘routine’ tasks assuming that they exhibit optimal
methods and show no errors. The assumptions severely restrict the scope of the tool. However,
within these boundaries the model is a strong one and is accurate to within twenty percent in its
predictions involving short bursts of activity (Young 1985). Card, Moran and Newell's metric i,

however, a limited instrument for the evaluation of all but the most well controlled situations.

1.2.1.2 The metric of Phyllis Reisner

This approach to usability assessment involves the specification of interfaces in a formal grammar.
The interface is described in terms of its complexity rather than via a solely temporal value. Reisner
(1974, 1977) noted the use of formal grammars in linguistics and computer science to describe
languages precisely and so proposed its use in the Human Factors (HF) field of computer systems.
Reisner proposed this system as a design tool to map out the design process, whereby formal
grammar may be used to describe an action language. Stress is placed on the users cognitive
attributes rather than on a simple description of physical actions. Reisner tested and refined her
system using formal grammar to suggest design changes in an interactive graphics system

(ROBART 1). This model enables predictions to be made about human performance.

Reisner makes predictions about the performance of systems according to various criteria , and tests

each of them empirically, allowing a comparison to be made. She does make some quite general
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assumptions about the salient characteristics of language, user behaviour patterns and memory
limitations (amongst others) but the model is still valid and powerful, not least because of empirical
testing during the development of the tool. The model 1s based on a number of static attributes of the

human cognitive system rather than a real-world representation of the user's behaviour.

1.3 DESIGNING FOR THE USER

It has already been suggested that consideration of user attributes in the design of interactive
computer systems would facilitate the design of more usable computer interfaces. However,
designing for the user also involves the creation of an interface which exploits capabilities and
limitations of human cognitive, perceptual and motor faculties in producing a tool which 1s

appropriate for use by human beings and which enables the user to to perform his tasks with the

minimum interference from the interface (Long and Whitefield 1989).

An alternative approach can be the creation of an interface which positively supports the user. The
notion of support is a key one here: a machine can be said to be usable if it supports the user in the
performance of a task, that is, it enables the user to perform the task readily without excessive
application of mental facilities in the negotiation of the interface (Shackel 1986). ' A usable interface
is therefore one which provides adequate tools and features, or alternatively documented assistance,
to aid in the performance of a specific task. This requires the designer to possess a complete
knowledge of the implicit and explicit requirements for a computer system which assists users in
performing a task: often an even greater understanding than the users themselves. This implies the
need for a set of sophisticated tools to assist in the identification and modelling of both explicit and

implicit aspects of application environments.,

Consideration of the users can also occur on two levels. This can be on a general level, in which
universal human attributes are modelled and incorporated into a design in the knowledge that all

users will performin a particular way. Alternatively the focus can be on a specific level, in which
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attributes of a particular user or user group are established and reflected in the design of an interface
with the assumption that the system will only be operated by that type of user or in that type of
situation. The first type of study involves psychological research to determine universal human
attributes which can apply to all systems, and to other fields of study. The latter type of study
involves analysis of a particular task domain using techniques such as task analysis and the design
of a system which reflects assumptions and structures found only in that domain. The second type
of study provides material which could lead to the construction of more 'powerful' interfaces but
which would not have the universal applicability of an interface based on general human attributes.
The number of general human attributes which are applicable and relevant for the design of usable
systems is limited, so major advances in the future may be in terms of domain specific criteria

(Norman and Draper 1986).

Although, implementation of user designed systems must be done with reference to the users
attributes and opinions the experience of the HCIF designer is usually required to configure a
realistic system based on 'implicit’ attributes of the user. Here, the user does not need to know how
~or why the machine actually works but merely needs to possess a working representation of the
machine which will suffice to enable him to perform his task (DiSessa 1986). In fact, it 1s often
prudent to to hide information about the ‘workings' of the system from the user to prevent the
formation of too complex a model by the user or to prevent the user from imbuing the interface with

functional capabilities it does not possess (Weisenbaum 1977).

So, designing computer systems to give users what they really want is a very difficult and
sophisticated process, due not least to the complexity of the behaviour displayed at the computer

interface. This again strongly suggests the need for tools to assist the designer in managing that

complexity and this thesis aims to provide sophisicated tools to this end.
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1.3.1 Why take the user into account?

In summary, attention to both specific and general attributes of users allows for systems which are

morec.-

USABLE - They reflect user attributes and needs
POWERFUL - They incorporate specific functions which are useful in the domain -

FLEXIBLE - They can cope robustly with differing input from a range of users
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2. THE DESIGN TASK

This chapter to discusses the role and contribution of usability assessment in design and the critenia
upon which evaluation techniques can be built and assessed. The chaﬁicf spéﬁcs the context of
design, within which the design tool described within this thesis must operate, and suggests some
limitations that the design tool might overcome. Firstly, however, there is a discussion of the

design of interactive computer systems.

21  DESIGNING AN INTERACTIVE COMPUTER SYSTEM

The process of designing an interactive 6omput6f s&stcm is an ci&cm&iy cémplcx one involviné the
evaluation of a large number of parameters concerning performance, function and usability. The
formation of interim formal models of the system helps in this evaluation by using paper-based
tools or prototypes to assess the suitabiiity of the software and hardware before and after it is
produced (Shneiderman 1981). This ensures that performance gdals for the system (includiné

usability) can be assured early in the design cycle and that the cost;; of déveIOpment are minimised.

Design can proceed in a number of ways. A typical method of sy‘stem development is where a
designer produces a specification of the target system and the software is generated to meet this
specification. The software is then tested to assess its conformance to the spccification and 1if there
are any discrepancies the software 1s amended to remedy this. This process can often be velir
time-consuming and costly especially where the user interface is concerned. If the user-interfaceﬁ
does not meet the users requirements then many iterations can be required to correct the software.

Usability evaluation can be employed at this stage to minimise the need for excessive development

work by contributing to design in two ways:
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 Providing an evaluation of the usability of a specification before the software is written
 Providing diagnostic advice about problems with the software after it has been written

Comparative evaluation of designs at the paper stage are often sufficient to decide between two

designs at an early stage (Young 1984).

An alternative or complementary method typically involves the immediate construction of prototype
software, which can be evaluated with the user, without a formal specification: this is known as an
‘evolutionary’ or 'rapid prototyping' approach. Using this method the interface can be assessed
immediately but due to the ad hoc. nature of the approach there is no guarantee that i1t will meet the
users requirements and the process can be as costly as the previous method. In practice, a mixture

of methods is typically used.

A clear method for the capture and representation of user interface descriptions is required so that
the possible designs can be evaluated and so that a consistent plan can be maintained during design
(Moran 1984). This method must be sensitive to those features of the user and his environment in
which the designer is interested and should express those features in an accurate, reliable and

comprehensible way. These techniques are discussed in chapter 4.

The interface designer tyf)icauy requires a sophisticated model of the user so that their behaviour
and preferences can be accounted for in design. This 'user model' can be employed as the basis for
usability evaluation: this is effected by assessing whether the system provides support for the users
requirements as expressed within the model. - It is not always possible, however, to create a realistic
formal model of the user (Reisner 1982). The appropriate evaluation criteria will typically be
established by the designer according to the demands of the development process and the

application area of the HCIF. These models are discussed in the following chapter.
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2.1.1 The iterative design cycle

The iterative, nature of design can prove to be very beneficial if it is managed properly. Human
Factors considerations, however, need to be established at the start of the development process as
once the system has been realised in any physical form they will be difficult and costly to alter.
Hence, it is extremely advantageous if a number of options can be explored and evaluated on paper
before the construction process commences (Card, Moran and Newell 1933). The creation of a
prototype is a good way of testing the dynamic components of an interface (Kidd 1988), however

there are currently few guidelines as to how to move from the specification to an initial prototype.

The work described here aims to assist in this respect.
2.2 THE ORIGINS OF USABILITY ASSESSMENT

Traditionally, the assessment of how well an interface was designed could only be done by
evaluating a working machine using controlled psychological experiments or by obtaining
subjective reports from the user on perceived usability (Chapanis 1984). This entailed producing a
working prototype of the machine and was a costly process. The less effort spent producing the
early prototype, the less it resembled the final machine and hence, the less effective the tests.
Additionally, spending a long time in producing full working prototypes meant that a machine could
be out of date before the final version was produced. Techniques were required for rapid but

realistic prototyping that would obviate the need to produce a costly working prototype.

Mathematical models could be made of the design of the hardware of the computer and these models
enabled the designer to validate the design, to some extent, using mathematical and statistical

techniques, however it proved difficult to form reliable, rigorous, sound and testable mathematical

models of human behaviour due to the variability of human behaviour in the vast number of
contexts which occurred in interaction with computers (Kieras and Polson 1984). A genuine

requirement existed for techniques which allowed the designer to perform vseful and realistic
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evaluations of interactive behaviour early in the design cycle. The requirements for such an

evaluation technique are outlined below:

2.3

o itis applicable to a wide-range of interfaces "

4 -
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A |§ L Rl | P] lil 3

« it helps distinguish between similar designs but can ideally provide some sort of absolute

value of usability

t ".'l-l-rh.l._
- E
-

e it helps designers conceptualise or externalise descriptions of potential interface

configurations

e it gives a meaningful and useful value for usability couched in terms which are useful to

the designer (Reisner 1984).

o It also ideally assists the designer in making design decisions.

ASSUMPTIONS OF USABILITY METRICS

All usability metrics must, by their nature, be founded upon a set of often quite major assumptions

referring to the situation in which ease-of-use is being assessed. We must assume, firstly that

human beings display rational, ordered, consistent and structured behaviour when interacting with

computers: if this cannot be assumed then any study or model of HCI behaviour would not possess

sufficient scope and could not be said to be applicable to HCI as a whole. The identification of the

above consistencies provides, in itself, a difficult task for the experimenter, and this is one of the

fundamental activities involved in ease-of-use assessment.

Experiments also assume that the explicit or displayed behaviour recorded actually reflects the

user's underlying intentions. Information derived from self-reports, for example, has, to some
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extent, been discredited by Rich (1983) as users do show extreme difficulty in reporting accurately
the motives behind their own behaviour. This type of method should not be abandoned, however,
because where the sample is large enough commonalities can be derived which are realistic. Current
techniques for gathering behavioural data such as Protocol Analysis (Andersson and Simon 1985)
and Constructive Interaction (Miyake 1986) have limitations. New techniques are required for the

analysis of HCI. This problem is addressed later in this thests.

Usability measurement techniques also assume that a general metric (or set of metrics) or
'measurables’ exists which can be identified and quantified which correlate well with perceived
usability as reported by users operating a working system (Shneiderman 1981): these measurables
will be referred to in this thesis as 'Criteria’. Essentially, the goal of the designer is to identify a
'measurable’ which bears sufficient correlation to the user’s perception of their chosen aspect of
usability to produce useful results. Time-taken to perform a task is a common measure adopted
(Card, Moran and Newell 1985). This criterion can provide a good, objective value for the designer
in terms of performance and as long as the designer's goal is a rapid interface then the measurement
is useful. However, a fast task execution time is often a symptom of usability rather than a cause

and hence this type of measure rarely provides any qualitative or diagnostic information (Young

1984).

An alternative ‘'measurable’ used in the field is 'complexity' (Reisner 1977). This is often expressed
as the number of rules which the users are required to hold in working memory to be able to interact
with the interface. It displays a closer correlation to true usability because whilst time is a truly
objective performance measure (which may be useful) complexity refers to an interfaces match to
existing human faculties and hence makes a comment on the ergonomic soundness of the design

(Kieras and Polson 1984). It is clear that no one measurable can be correlated perfectly with

usability as interaction is such a complex process, containing many factors which can influence
usability. Analysis from a number of perspectives is required if a comprehensive evaluation is to be

expedited (Shater 1988). Testing inappropriate or insufficient metrics may 'lead to failure to
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identify 1solated but profound usability problems, especially if error-behaviour is ignored. This

thesis espouses the virtues of multi-dimensional evaluation to obtain a comprehensive and complete

evaluation.
Some further candidate criteria are outlined below.

2 et
Y

REDUNDANCY:: The potential and actual redundancy inherent in an interface and the utility of such

redundancy as a ratio of its cost to the user in terms of processing space occupied.

ACCESSIBILITY: The transparency of the interface and the effort required to access function.

VISIBILITY: The ability of the user to discriminate, recognise, identify, perceive, comprehend and

locate a given object, or set of system display objects.

COMPATABILITY: The appropriateness of an interface design to a particular user approach or‘ -

strategy and the retlection of the 'cognitive style' of the user.

FAMILIARITY: The amount of prior knowledge required of computers and the esoteric nature of

interface. The effect that existing experience has upon the design.

CONSISTENCY: The extent to which any symbols and functions mean and act the same in all

contexts and the methods by which this is preserved.

DETERMINISM: The amount of user control over interaction including whether the interaction is

machine or user driven. The actual function which the user can access.

DEDICATION: The amount of domain specific information necessary to operate interface and the

extent to which the user indulges in specific domain related activity during interaction.
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MEMORABILITY: The tendency of users to remember items in the interface as a result of the * -

configuration of display objects and functions. The effect that interference from existing contents of

memory has upon interaction.

LT B

LEARNABILITY: The tendency of users to assimilate, comprehend and store the operating
paradigm and its features as a result of the design of the interface. The relation of any new material

to the user existing conception of interfaces or similar situations.

LOAD: The parameters of the Interfaces demands on Short-Term Memory during interaction.

REALISM: The relation of simulated portions of the interface to their real-world counterparts and

the realism of any simulations.

SOCIAL: The allowance for social facilitation during interaction by the interface and the amount of

bcontrol over any higher level goals which would enable 'self-actualisation’ (Newman 1584).

NATURALITY: The extent to which the machine follows the users preconceived notions about

how a computer or simulation will behave.

COMPLEXITY: The amount of material (number of rules and facts) which a user is required to -

hold and manipulate to be able to interact with a machine.©

AESTHETIC: The extent to which the patterns and designs of the computer (for example, the

Display) appear natural to the user or resemble those familiar to the user.

HOLISTIC: How the user perceives the interface as a whole and the effect this has on Interaction

behaviour.
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MOTIVATION: The attractiveness of goals presented to the user and the users success in attaining

those goals.
FEEDBACK: How concrete, directed and rapid is feedback especially in the handling of errors.

This list is not exhaustive but is distilled from the criteria most mentioned in the literature
(Shneiderman 1986 ) along with some that the author has found to be relevant. There is clearly
some considerable overlap among these dimensions, however 1t 1s believed that this redundancy is

vital if all relevant aspects of usability are to be tested.
2.3.1 Validity of usability metrics

The validity of a usability metric is taken to be the extent to which it measures what it purports to
measure, under the circumstances stated, and the utility of the results in the design of a system: this
is essentially a very powerful measure for the integrity of usability metric. The purported
measurement is not necessarily just the claims of the metrics originators and its users but also
includes the claims implicit in the nature of the metric and the mode of use of the output of the
metric. Psychological testing has identified a number of types of validity which define the power
and scope of a psychological test (Anastasi 1979): they include Face-validity, Content-validity,
Construct-valdity and Criterion-related validity. These types of test have been used, to some extent,
in the assessment of usability metrics, and they share some of the assumptions common to tests in

the Human Sciences.

Choice of criterion is perhaps the most vital factor in determining the validity of a test (as asserted in
the previous section). For example, if the 'time-taken' element of Card, Moran and Newell's test is
taken to be a valid criterion on which to assess usability, then the metric can be said to be valid, and

the tool can be said to be sound in terms of criterion-related validity. Such an assumption may
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prove to be unwise in many cases, however this criterion has been shown to be unreliable as a sole

determinant of usability (Young 19835).

Another useful determinant of test quality can be found in reliability assessment (Gilb 1977).-
Reliability can be defined as the extent to which a test performs consistently across a range of
subjects or the extent to which the test produces the same type of result from the same type of -
subject in the same circumstances (Anastasi 1979). Reliability can be maintained more readily with
a thorough knowledge of the subject population as this enables identification and control of -

possible spurious factors. With close control over subject domain commonalities the actual effects

of the metric can be isolated.

Production of valid and reliable metrics ensures that they are useful design tools which give -
meaningful, useful, consistent and reliable results which can be safely exploited by the system
designer (Chapanis 1982). Whilst such test evaluation criteria may not apply as well to usability
tests as they do to other Human Science tests they provide a meaningful method for the control and

testing of the metrics themselves.

2.3.2 Predictive evaluations and assumptions

, 1

Reisner introduced the term 'Prediction Assumptions'(1981) to refer to the set of assumptions that
could be made about the future performance of a user when faced with a particular design
configuration. She exploited this notion to evaluate competing designs in terms of the future

demands of the user due to complexity, consistency and compatability.

This is a valid approach when empirically proved principles of human behaviour are utilised,

however it does have some inherent hazards. Reisner chose only well-documented examples of
cognitive phenomena and so her model was very reliable. If this model could be extended to

behavioural phenomena then it would be much more powerful. However, local contextual and
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experiential effects on behaviour give rise to great vanability, -

The value of 'Prediction Assumptions' in Reisner's particular sense is in evaluating a particular
specification against 'known' attributes to give a usability value before a system is prototyped. The
accuracy of this method is based upon a number of features: The relevance of the model of the user
(albeit a collection of hitherto unconnected cognitive facts), the completeness of the model of the -
user in terms of all the possible situations and users towards which the technique could be applied,

and the accuracy of the system description in comparison with the level of description of the user.

The hypothesised description of the users behaviour should be compared to the actual strategy
which would be employed by a user. This technique assumes adoption of optimal methods and
whilst this technique offers an assessment of the potential performance of the system it does not
give an accurate indication of the actual distribution of user behaviour. Hence, some questions can

be raised about the models of the user, machine and interaction inherent within these models.

Kieras and Polson (1984), whose model is described later, overcome this problem by forming

three independent models of the user, the system and the interaction. So, the role of this type of
approach is to allow the formation of predictive models of the user for the purposes of the objective
evaluation of a design configuration; this method is supported by Young's (1984) comments on the

value of user models, which are:

* To provide a predictive evaluation of proposed (partial) designs, and so help to locate

the design within the range of options

» To supply the designer with a story about the users behaviour enabling him to create a
rational design. The form of the model specifies the design space and helps him to focus

attention on the key variables
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* To provide a framework for designing and interpreting experiments.

2.4 DEFICIENCIES OF CURRENT METRICS

The deficiencies of current metrics can be discussed in the context of the criteria mentioned in the
last three sections. Many of the current techniques are reliant on the satisfaction of large number of
gross assumptions about the conditions of evaluation, so the power of the metricis vested in its
limited applicability (Roberts and Moran 1984). In general, any metric will predict the performance
of a particular group of users under certain conditions and consequently performance with one

interface can then be compared against a competing design. SRR

Deficiencies are also evident with reference to the reliability and validity of current metrics. - Choice
of appropriate or sufficient evaluation criteria has not been forthcoming and whilst Card et als
(1985) choice of task-time is valid, again within its particular constraints, it does not correlate
strictly with true perceived usability. Reisner's criteria refer to certain human faculties which
correlate well with gross measures of usability, notably consistency and complexity (cited very
frequently in the literature such as Shneiderman 1986) however Reisner's definition of these
concepts within her metric is not valid in all circumstances. Essentially, most current evaluation
metrics are based on criteria which have not been sufficiently researched as to their correlation with
usability. These metrics do not apply the criteria very robustly when implemented in the metrics and
do not use a sufficiently wide-range of metrics to achieve a comprehensive analysis of usability.
There exist many specific domain-related criteria which could be identified as specific determinants

of usability in specific circumstances if research were to be targeted to this area. -

Again, the types of predictive evaluation and assumptions made by current metrics may be subject

to substantial inaccuracies due to the combination of assumptions in modelling and simulating
interaction. Hence, interaction is taken to be a homogeneous segment of activity in which

assumptions or knowledge do not change (Johnson 1986).
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Deficiencies remain in the type of measurement offered by current metrics. Measures are largely
comparative, relative, ordinal and uncalibrated (non-linear). Chapanis (1984) states that all usability
measurements will tend to be ordinal. However, if a set of valid usability criteria can be identified
then absolute values can be given for performance on a number of scales and this will give clearer
picture of usability as a whole. Experimenters are currently very reluctant to give true cardinal or
ratio values partly due to the fact that trade-offs exist between certain usability criteria such that
some are mutually exclusive (Miller 1972) and hence an absolute value of usability is difficult to
identify. This situation can be remedied, to some extent, by stating usabil_ity requirements more
explicitly and specifically and by elucidating a generally agreed set of criteria and related set of
standard measures on which to base the assessment of specific and selectable aspects of usability..
This would need to be a set which displays an exhaustive and comprehensive coverage of usability
factors. Young (1984), however, points out that there are few complete and well formed usability
assessment tools which account for both user behaviour and cognition and offer tools for its

complete specification.

2.4.1 Techniques for overcoming these deficiencies

This section deals briefly with some possible techniques for the creation of more powerful usability

metrics.

Most current models are essentially 'static’ in nature, in that they produce one 'snapshot’ type
model of user attributes and their effect on interaction, which is deemed to be pertinent throughout
interaction. In actuality, both the user and the interaction process may constantly be changing
(Christie 1985) and the major assertion of this thesis is that interaction is dynamic. It is essential
that usability metrics reflect this by offering tools for the collection and representation of dynamic

behaviour and by offering the facility to form dynamic models (Christie 1985).
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One of the ways in which this thesis approaches the evaluation of dynamic HCI is by adopting a
more pragmatic approach to domain definition. Current metrics assume a general user and attempt
to derive general user principles (Card, Moran and Newell l985). This approach precludes errors
which are an essential feature of user behaviour and can be related to specific user types (Gilb

1977). Closer modelling of domains and users could offer a more useful approach.

Various media have been used to form comprehensive and realistic metrics for assessment of the

usability of systems. The evaluation technique proposed in this thesis adopts a tool which allows

employment of a multiple media and hence does not assume an all-pervading general criterion.

It must be reiterated, however, that there is no one generally applicable evaluation tool available for
the design of interactive systems. Different tools are appropriate for varying types of interface.
Card, Moran and Newell's tool is powerful (Young 1984) when all the assumptions can be met and

as a result there may be a demand for many more specific tools to examine specific situations.
This chapter provided the setting for the design tools to be offered later. This thesis adopts the

stance that such tools are only useful if they can be actually employed in design and this ideal

provides a significant goal for the empirical work.
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3. MODELS OF USER, COMPUTER AND INTERACTION

This chapter aims to define the term 'user model' and provide some diverse examples of models to
demonstrate their range of applicability. The chapter also presents a set of criteria for idealised user

models and discusses the necessity to incorporate dynamic factors in any user model.

3.1 A DEFINITION OF A MODEL

In the opinion of the author a model is an instance of a description of a situation, entity, event or
object which facilitates storage and description of all of its salient aspects and éuPpotﬁng
assumptions such that it can be easily manipulated, understood and accessed. It is, in some senses,
a purposefully poor representation of a situation which obviates the necessity to represent or learn
about a whole environment explicitly but is sufficiently information rich to convey all the material

necessary for the modeller to attain a given goal (Rich 1982).

The notion of a model of some aspects of user, machine or interaction is a useful one for the
purposes of providing the interface designer with a compact and concise representation of some of
the issues involved in interaction (Young 1987). In HCI such models take many forms but they can
be categorised into a limited number of types (Shneiderman 1982). Firstly, in terms of the
description of the interaction there are three generally accepted types of model which can be found

in the literature:

A USER'S MODEL represents a conception held by the user concerned with and describing the
various salient aspects of the HCI environment which determine interactive behaviour; this is
commonly referred to as a 'user's conceptual’ or ‘mental model'(Shneiderman 1986). The model
may be constructed via a combination of formal instruction - personal or documented - individual

experience - of interaction and perceptions of the interface - experience of other machines and the
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domain, and from assumptions inferred from a combination of the above three.

Users models are, to some extent, subsets of general mental models, which human beings must
possess to be able to interact with and survive in the world (Gentner and Stevens 1982). These
models have been the subject of considerable work (Young 1981, Allen 1984) and much of the

theory behind mental models supports the notion of user models.

Another type of model is the USER MODEL. There are two important forms of this evident in the
current HCI field. Firstly, there is the 'designers model of the user' which represents the designers
view of the user population. Secondly, there is the 'embedded user model' which represents the
state and behaviour of the user stored within the machine, as a piece of software, which simulates
the user and enables the machine to 'reason’ about the users behaviour (Self 1984). User models
can be represented in many diverse forms from primitive motor and behavioural descriptions
(Rumelhart and Norman 1984) to to social or goal-based abstract conceptual descriptions (Clarke
1986) and these would typically be realised in different media. However, functionally they are of

one of the two types described above.

The third type of model of interest within HCI is the INTERACTION MODEL. This type of model
aims to simulate interaction by either linking a user and a user's model (Kieras and Polson 1984) or
by generating itself sufficient properties of an interactive system to sustain a meaningful description
(Parnas 1981). Interaction models are displayed in a number of types. Models which aim to
simulate the structure of the differing levels of, and the flow of information and knowledge -
through, the interface, as well as some of the mapping constraints available or the communication
protocols used (Moran 1984 et al.). Such models are known as layer models. Other models

simulate interaction as a set of dialogue states linked by transfonnatiénal rules. One example of this

1S a 'state transition network' (Parnas 1981).
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User or interaction models are necessarily generalisations of the real-world however they are useful
for the designer in enabling him to identify some of the relevant components of interaction at each

level and abstract some of the potential properties of a given HCIF.

Models can take many forms and can have many subjects, however a model can be seen, as a
'method for externalising a conception of a description or representation of a user in a formal
manner to be used as the basis for the iterative evaluation of a proposed design' (Reisner 1977).
Hence, models are extremely useful to an interface designer as an "enforced method of being
precise” (Reisner 1982) or in other words a means of clarifying and rationalising a set of

assumptions about interaction behaviour.

3.1.1 Models and specification techniques

A specification technique is a descriptive mechanism, technique or language which facilitates the
description of a number of situations or states and is characterised by its flexibility of operation over
a given domain (Jacob 1986) . A specification technique can be used to construct more than one
'model’ and should have sufficient flexibility, in terms of vocabulary and repertoire, to describe all
situations of interest to the experimenter and allow distinction between particular models. A model,
however, 1s one instance of a description at a particular grain-of-analysis and may include a
description of the particular idiosynchrasies of a situation which are not typical of that class of
description.

A metric is essentially a different class of tool to a model or specification technique. A metric is a
quantifiable criterion which can be deduced from, and applied to, an entity or situation which
enables an experimenter to quantify the performance of that entity or situation against some
predefined scale (Young 1984). The identification of reliable and consistent measurables is a
complex and sophisticated process which can sometimes be assisted by the creation of models to

explore the salience of a number of potential performance parameters.
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Each of these type of tools is valid in its own right and is appropriate for application at different

levels and in differing situations.

3.2 HISTORY OF THE USER AND USER'S MODEL

A number of examples of the above types of model have arisen over the past decade and the

following sections outline some of the more prominent ones.

3.2.1 The Keystroke-level Model

This user model (referred to earlier) represents the user as a series of behavioural-motor and
cognitive primitives which combine to define some higher-level task which the user is assumed to
be performing. This representation forms part of the GOMS model which outlines the structure of
the task described by the Keystroke-level Model, and represents a behavioural user model. It also

. purports to model some of the higher-level aspects of behaviour via the'M' operator. This is a
primitive description in purely behavioural terms in reality and whilst it is constructed of empirically
assessed behavioural units it is of limited value to the designer unless all the assumptions are met

concerning its application.

Such low-level behavioural models may be of some use in the identification of valid action
primitives, however they may not bear direct correlation to the conceptual and cognitive issues in
interface construction (Whitefield and Long 1989). Unfortunately, these two aspects are

irretrievably interrelated as lower-level behaviour only exists to support functions. There is a need

to know how the higher functions are mapped onto the behavioural model. - -
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3.2.2 Moran and the Layer Models | R

Layer models outline some of the communication protocols between man and machine and display
the varying levels at which information is handled in the interface. Such models do represent users,
to some extent, but they are essentially models of interaction.. The pioneering work on this type of
model was undertaken by Thomas Moran (1982) and lead to the production of the 'Command

Language Grammar' model.

He pro;;oses a representational framework for describing the HCIF aspects of interactive computer
systems and partitions the system into three types of component. The Conceptual components
include tasks and abstract concepts, Communication components include command languages and
Physical components which can be displays or keyboards. The components are further stratified
in terms of four distinct levels: Task level, Semantic level, Syntactic level and Interaction level.
Each level provides a complete description of the syst;em at its level of interaction. Each level
contains the required procedures for describing the tasks addressed by the system in terms of all of
the actions available at that level. Moran assumes that it 1s possible to produce a consistent logical
and natural description of any computer application using his grammar. Moran, himself (1982),
points out some of the fallibilittes with this type of model. The higher-levels are too informal and
there has been no actual empirical test of the usefulness of the chosen concepts. Similarly a
rationalisation of the high-level procedures has not been shown, and there is a lack of one standard
set of generative mapping rules from Semantic to Syntactic levels. Tasks are not well-specified at
the Syntactic-level and the level at which entity names are introduced is questionable. Despite these

failings Moran'’s is a powerful model and design tool HCI.

Other more sophisticated layer models have been derived from this work, such as Clarke's (1986)
3-layer model which seeks to act as vehicle for the incorporation of psycho-social factors into HCI

design at a number of levels. Faenrich and Ziegler's (1987) model is used for the assessment of
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direct -manipulation systems and seeks to outline the potential allocation of tasks between human
and computer. Nielsen's "Virtual Protocol' (1986) model seeks to outline the communication
protocols between man and machine and stresses virtual communication at higher-levels witha
finer grain-of analysis than Command Language Grammar. Finally, the authors own model - ~
(Watkinson 1986) which provides an explicit operational model of machine communication layers,
is an attempt to rationalise specific human and machine mapping rules and communication -

protocols. | * .

This type of model is discussed more fully in chapter 3.

3.2.3 Other types of model

Self's (1984) 'student model' represents a machine-based description of a users knowledge of a
particular topic which enables the machine to structure a tutoring programme - not a computer
programme - to educate the user on particular areas in which the model is deficient. The users
knowledge of a domain is elicited using a series of interactive question and answer sessions and the

model is updated after every session.

This type of model differs from other types of model in that it is constructed from explicit
knowledge and information about a given external domain and does not represent an inherent user
state. It has seen less research than the other types; however, it shows promise, since the -

development of a powerful embedded user model is an important precursor to the creation of new

intelligent and robust user interfaces. | . A

Embedded user models can be used to equip the machine with information about the user to enable

it to generate customised responses or to process poorly formed input.

S 2



Chapter 3 Models 53

3.3 WHAT MODELS REPRESENT

As is shown above, a model can be represented in many forms and can play a variety of roles,
however a model is only viable if the assumptions made when constructing it, and the criteria on
which it is based, are valid for all instances of the employment of that model. Hence much of the
activity involved in modelling concerns gathering data to test the consistency of the model and
establishing a set of controls which must be maintained when applying the model. As soon as the

model no longer consistently accounts for new data it is defunct (Green 1981).

Unexplained or 'unexplainable' behaviour is often placed in a mental model and ascribed to user
idiosyncrasy. This has to be accounted for in the design process. Such a model is essentially of
limited value as it does not enable the designer to interpret target behaviour in the context of
real-world situations. The model becomes a repository for all the unrationalised aspects of the user
which must be designed for as exceptions. The representation of behaviour is not sufficient as the
structure of the interaction must be elucidated by the model and some meaningful statements should

“be made about user behaviour (Norman 1988).

3.3.1 How models help the designer

Models equip the designer with a stable, if temporary, impression of the user or interaction. The
models tell a 'story’ about the user which can be utilised in design and ideally possess pointers to
the important aspects of the user or situation (Shneiderman 1986).

A model can provide a designer with a starting point from which to generate a design and whilst an
original model may be quickly abandoned they provide a focus of attention for designers. This can
be termed ‘conceptual rapid prototyping'. Even poor models will provide the designers with the
Interim steps to a solution as the wrong models must be rejected before the correct one is identified.

Models represent a medium for storage of what is important to the user in the real-world and what is
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relevant at a particular time (Bennett 1984).

Models provide an accurate representation of the users behaviour which acts as a reference point
when choosing between design options. This enables the designer to create a system which is

compatible with the users existing behaviour and allows him to take into account users abilities and

limitations when specifying interaction.

Models should also offer methods for generating instances of real behaviour for the evaluation of
the type of behaviour that a user may typically adopt if faced with a given design. They can be
viewed as a large amount of behaviour condensed as an economical description and represented in
terms of a textual description of behavioural instances (Shackel 1986, Young 1987). Suchrules

can be represented as 'usage scenarios’, for example.

In summary, models offer the designer economy of representation through reduced redundancy and
hence, offer a convenient and accessible description of a user or interaction. The model also allows
meaningful generalisation and a means for the rationalisation of behaviour whilst providing a

concrete framework or structure within which to initiate and execute design work.’

3.4 DEFICIENCIES OF THE CURRENT MODELS

Models such as Card, Moran and Newell's 'Keystroke' model do not provide a concrete
representation of higher-level aspects of interaction. Additionally, the inappropriateness of the
temporal value produced in the comprehensive quantification usability seems to limit the scope of
this tool. Reisner's 'Prediction Assumption' model focuses on general human attributes and suffers
from poor resclution of the complexity metric selected to represent usability. Conversely, Moran's
and similar layer models offer a concrete framework for the specification of multi-level aspects of

Interaction, however they do not facilitate the quantification of the descriptions produced by the
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model, so in real-world terms they provide a purely static description of interaction which does not

reflect the users dynamic behaviour and ignores key 'dynamic’ temporal issues.

The approaches described above assume a number of important things about HCI behaviour:

» It remains constant during interaction (in the short and long-term)

It remains constant between interaction

» There is a canonical or typical user approximation to which reference can be made, that

will enable the design of an interface which is suitable for all users

Whilst such assumptions may be tenable in particular types of interaction, any machine which offers
various degrees of flexibility, or allows any improvements in performance through learning or
experience, would imply a number of potential user configurations each of which is equally valid
and based on differing interaction styles (Green and Van der Veer 1984). Support of this type of
variety desirable as humans do interact with computers in a number of different ways of equal .-
validity, and interaction is typically more successful if users can employ their preferred interaction

style. Hence, static descriptions and the techniques used to produce them would seem to be of

limited use in many cases and to be defunct in others.

In summary, a number of general deficiencies of some user models can be identified and this
enables the attributes of a user model which could help to address those deficiencies to be

described:-
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AN IDEALISED USER MODEL. - -

» It is quantifiable and can produce a value which is meaningful in the real-world and in
design

e It can represent both specific and general user attributes

o It accounts for dynamic behaviour and its associated factors

« It allows specification of temporal 1ssues

» It considers all levels of interaction and resolves higher-level descriptions realistically in
terms of lower-levels

o It is based on a set of valid and tenable assumptions

3.4.1 How models can be made more powerful, accurate and realistic

The extension of user models to incorporate descriptions of the dynamics of behaviour at the user
interface is one very promising approach. This method would increase the realism of user models
by accounting for the temporal aspects of real-world behaviour and would extend the pbwer of the

predictions which models could make by basing such models on a broader range of assumptions

about the users environment.

Dynamic HCI is offered as a vehicle for highlighting and expressing a range of issues which can be
addressed to extend the range and power of current techniques. Metrics and models which are
designed with some of the precursors of dynamic interaction as their basis will embrace the aspects

of HCI behaviour which are necessary for the comprehensive evaluation and assessment of

real-world interaction.

Users behaviour changes during, and as a result of, interaction, and hence the set of assumptions
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which applied to the users behaviour at the initiation of interaction may not be the appropriate or
applicable set at other points in interaction (Greenberg and Witten 1982). The support offered to the
user at the start of interaction may not be appropriate or adequate for the behaviour displayed later
on and hence a series of models may need to be formed to plot the change in user state throughout
interaction due to dynamic changes at the interface. For instance, users learn, change and forget so
the model formed of the interface, and hence specific ergonomic needs, are constantly fluctuating.
A representational model which does not reflect these features cannot be said to describe all the
important aspects of usability. Current models are not all static, however they do not incorporate all

the assumptions which would be valid for a dynamic tool.

Some of the major design improvements in interactive technology have arisen as a result of the
modelling, implicitly or explicitly, of dynamic HCI. For instance, the interactive 'desktop’
metaphor used in advanced interactive systems allows the exploration of interactive scenarios
(Smith et al 1982): in knowing how to interact with a real-world desktop the user has an implicit
dynamic model of how to interact with the virtual desktop.

Adaptive systems and intelligent systems seek to interact dynamically with, respond to, and control

for dynamic behaviour in their interaction with users: this demonstrates the benefit of the application

of dynamic models (Cooper 1985).

Models created using the framework described above could be more complete due to analysis via a
more comprehensive set of criteria. Additionally, models could also be made more realistic
following a quantitative and qualitative analysis leading to the production of values which more
closely resemble users’ 'perceived’ usability. Many of the relevant interactive components of HCI
are embraced in a dynamic system, and this offers an overall framework for the explanation of
behavioural phenomena. The explicit representation of temporal aspects, which appear to be an

independent dimension in all human behaviour (Ornstein 1982), including interaction, would be a
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useful property of some models.

It is not claimed that a dynamic approach is always relevant and in some cases it will lead to the
modelling of redundant information which would not be necessary in the evaluation of a simple |
static system. If the full potential of interactive computing is to be exercised, however, then some
degree of redundancy must be described in the majority of applications. Dynamic factors are simply
properties of HCI, and whilst they permeate many vital areas of interaction behaviour they do not
supersede other factors, but merely enhance the meaning of the more static aspects of human

behaviour. Dynamic evaluation offers an alternative perspective from which to approach evaluation

in general.
3.4.2 Dynamic user models

If systems are to be developed which build upon the flexibility of human behaviour by working
co-operatively with the user, rather than merely exploit human adaptivity in order make interfaces
which work, then a dynamic representation of how users and machines work together is required.
Dynamic models reflect the flexibility for adaptation to new experience and environments which is

characteristic of human information models and hence offer enormous potential for the development

of interactive systems.

The task of modelling the changing user 1s replete with difficulties, however it requires no larger
assumptions and controls than were made in developing existing ease-of-use metrics, concerning
the regularity of human behaviour. Dynamic models are, however only a part of a successful
dynamic measuring tool, and although they are one of the more palpable aspects they require sound
supporting behavioural representation methodologies, meaningful presentation and a sound

underlying set of assumptions.
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This thesis argues that HCI is a dynamic process and that design activity should be based on this
assumption. This chapter has introduced the notion of dynamic HCI to establish a context for the

interaction model constructed later. The chapter also establishes some attributes of dynamic models

which that model might possess.
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4, REPRESENTATIONAL TECHNIQUES

This chapter examines the features of representation techniques which make them useful in the
specification of HCI. The chapter also highlights some limitations of the current methods and
outlines the criteria which would need to be met to resolve these shortcomings. Finally, the chapter
introduces a representation medium - Interaction Device Knowledge - and a taxonomy (Carter 1986)

to describes users actions, which will be used in the empirical work.

4.1 THE ROLE OF REPRESENTATIONAL TECHNIQUES

Representational techniques usually consist of formal or semi-formal notations for the description of -
Human-Computer Interaction. They typically utilise a grammatical or graphical syntax to express
the activity at the computer interface in a rigorous form. Such techniques can take many forms and
these are discussed later, however 1t is first useful to discuss some of the features of notations .

which make them useful in the specification of HCI.

Representational techniques ideally possess the capability to represent descriptions of users and
HCI in terms independent of a particular interface or task configuration (Jacob 1986). Hence,
descriptions should not be constrained to implementation in only one fashion. This enables
designers to delay full commitment to a design until the last possible moment in the design process
and to utilise the greatest possible range of equipment, as well as modelling a large proportion of the
available task configurations which the user may execute. Equally, such a technique should be able
to model the essence of any situation in descriptions which are as unverbose as possible, show
clarity and low density, and do not capture unnecessary detail about subjective issues or local

considerations (Jacob 1986).
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A representational techniqﬁe should have tth cﬁpabﬂity to rcﬁect aéd ﬁigﬁii éht the structure inherent
in the system to be modelled without applying any arbitrary structure itself, Whilst models provide
structured descriptions of instances of HCI situations, the author believes that representational
techniques (RT) provide the vocabulary for doing so, and should be flexible in their application.
This requires the capacity to store some diverse, generic structures or concépts, and in this respect
many techniques are based on, behave like or can be used in a similar fashion to computer

languages (Johnson 1986).

The descriptions produced by a technique should reflect any biases inherent in the system to be
modelled. Hence, systems which involve a great deal of complex information access and handling
should be represented by a technique which stresses facilities based on the operations, structures,

units and behavioural and cognitive phenomena displayed in these situations (Christic 1985).

Representations should also appear like the underlying phenomenon which is being described
(Jacob 1986). This enables the user of the description to interpret the underlying situation being
described. Often this requirement can necessitate the development of a new specialised technique,
however extensions of existing techniques are often possible to encompass new HCI descriptions

whilst the focus and the structure and content of existing tools is appropriate (J acob 1986).

R.T.s will normally fit into a typical specification cycle between data gathering or knowledge
elicitation and the formation of the user model. They offer designers a tool for transforming a mass
of raw data or knowledge into a coherent model (Rich 1982). These tc;ols also often provide the
basis for constructing an initial user model although many possible models should be able to be
generated from one specification. The R.T. should naturally map onto the data obtained by various
means or act as a more sophisticated tool for structuring data gained through such techniques as
task-analysis or protocol-analysis (Andersson and Simon 1985). Hence, raw data about

application environments can be transformed into useful models by using appropriate R.T.s.
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42  MEDIA FOR RECORDING USER OR INTERACTION STATE. - .

User and interaction state can be realised in a variety of media dependent upon the required focus on
the characteristics of the situation to be modelled. Applications which require integration of specific
user expertise - for example, expert systems - would invariably use knowledge as the preferred
medium for representation (Johnson 1986). Representation techniques could offer a hybrid
approach which would facilitate description using a number of media dependent upon which is

appropriate, and this would reflect the diversity of media inherent in many tasks (Shafer 1988). -

4.2.1 Knowledge requirements specification

Applications can be described in terms of the knowledge the user must possess to be able to interact
with them and so this can be seen as a highly flexible type of description (Johnson 1984). Such
descriptions of user activity are particularly useful when designing interfaces to interactive systems
as they allow the designer to formally specify the knowledge which the user possesses to execute
the task. They also provide a set of requirements which can be addressed within a design whilst not
constraining them to specific equipment or task configuration. A promising current technique is that
offered by Johnson (1984). This technique is termed ‘Task-Analysis for Knowledge
Descriptions'(TAKD) and is particularly useful in HCIF design as it produces task-independent

descniptions of users models.

Drawing distinctions between "procedural’ and 'declarative’ knowledge (Anderson 1976) is
common and this enables the generation of task- independent descriptions. Whether this distinction
1s practically feasible is questionable as the production of declarative descriptions often involves
reference to procedural knowledge and the two may be defined in terms of each other especially in
the case of human knowledge. This technique does, however produce a body of useful generic
action and object primitives and allows the description of salient entities and operations in any target

situation. This approach is believed to be potentially very powerful as it describes the empirically
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established requirements of the user as they exist in the task-state, yet it is not constrained by -

specific task 1ssues.

4.2.2 Functional requirements specification . .

This type of technique aims to describe the requirements of a task or set of tasks in terms of -
functional attributes which the system must possess in order to perform the task. This type of .
description proscribes the necessary functions which must be offered in the design of an interface.
This technique typically presents static, functional descriptions and aims to produce distinct
descriptions of the system from a finite-number of functional attributes. The focus on tasks rather
than user descriptions limits the possible types of function offered to the user but creates a .

description which more closely resembles the users eventual performance.

An example of this type of technique is Smolensky's 'Formalising Task Descriptions for Command
Specification and Documentation'(1984) which describes an input and output model which aims to
increase the effectiveness of mapping between tasks and tools. This tool enables a top-down
mapping of mental onto procedural tools. Attributes of tasks are considered instead of procedures

and design is proposed in these terms.
Smolensky proposes the use of an attribute encyclopaedia with a task-to-tool index to indicate
appropriate tools for given attribute combinations. Development and updating of such a task-to -

-tool index would be very difficult as it would need to describe a vast number of semantic to

syntactic mappings to be comprehensive. The process of the generation of real-world tools remains

problematical for this type of description.

4.2.3 Data requirements specification

A number of formal tools currently exist which aim to describe HCI in terms of data..These . -
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techniques i1dentify the processes involved in interactive processes and describe the data structures

and flows which are inherent in an application.

A variety of techniques exist which focus on data and these are typically used for implementing

data processing systems although they can theoretically be used in all types of applications. One
example of such a tool is the Systems Software Analysis and Design Methodology (SSADM)
developed by the CCTA (CCTA 1983). This technique offers a set of procedures and notations for

the capture of data descriptions of office applications.

L oArw T

The resulting output can be used as the basis for generating implementable computer code as the
data structures and processes inherent in the application are made explicit. Data descriptions
however are not very appropriate for representing the behavioural or interactive elements of HCI as
they only refer to the movement of data and not to the task or interactive activity of the user. Asa

result this medium will not be utilised within this study.

4.2.4 Dialogue requirements specification

Interaction can also be expressed as ‘a series of pre-defined dialogue statements issued by both
parties eliciting a given response which in turn forms a stimulus' (Shneiderman 1981). Itis
practical to model user system dialogues in this fashion and use them to represent HCI, as only a
limited number of states need be defined, along with their driving inputs, to specify the "interaction
space'(Gaines and Shaw 1984). Rcsmns;s to given user inputs can be specified in this way and
commands to support a given interaction repertoire designed. Using this technique enables rapid
specification and evaluation of interaction sequences and the discrimination of legal and

well-founded command sets.

An example of this type of model is Kieras and Polson's interaction model (1984) which defines

Interaction as a generalised recursive state transition network. The nodes in this model are user or
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machine states and the arcs are the messages that initiate transitions between them.- This enables
specification of a series of user and machine states and the transformations, due to dialogue, which
may cause the system to move between them. Each of the nodes and arcs can represent a number of

instances of dialogue and hence can describe a number of implementations.

Many practitioners in the field of HCI would propose that this type of R.T. is sufficient for the
specification of any interaction and it is often the interface designers function purely to create a
interface which sustains dialogue with the user (Jacob 1986). This approach may not be sufficient
if any cognitive or conceptual issues are to be considered and it is very rare that an interface can be

designed with no reference to the structure of interaction.
4.2.5 Task-based specification

It 1s difficult to describe the structure of interaction without a task-framework. This is due to the
essential function of computers in performing tasks, or helping users to do so (Shackel 1982).
Some applications, however, do not possess an explicit task-structure for some of the interaction
activity, for instance, creative applications such as painting. However it is often an essential - -

pre-condition for the structured description and formal analysis of interaction (Shackel 1986).

R.T.s do exist which are based largely on task-descriptions and Card, Moran and Newell's GOMS
model is an example. This model aims to produce a task-description for the execution of a set of
goals with a given interface configuration and hence allows assessment of an example of the
performance of that configuration. The task-description facilitates modelling and analysis of 'the’
way users do things' which is essential in exploring the behavioural connotations of a given desi gn,
however it 1s not an ideal medium for analysis in itself. Task-descriptions are a useful medium for
the resolution of high-level models but explicit task-descriptions are not necessarily analogous to the
users intentions and are not directly implementable. A good representation technique also offers

facilities for the mapping of higher-level descriptions onto lower-level ones, such as task-

65



Chapter 4 Representational 66

descriptions, which are meaningful to users usually because they are based on instances of actual

human behaviour (Smolensky 1984).
4.3 SCOPE, POWER AND ACCURACY OF VARIOUS TECHNIQUES

The power of the various specification techniques is derived from the pertinent choice of medium
for the representation of particular user or interaction characteristics. Differing media will be -
appropriate for the representation of different types of application and will allow a focus on
particular aspects of the design: for example, data-processing systems will require a notation which
provides a detailed account of the movement of data. Also important, however, is the potential of
the notation for describing any inherent structure of the application model (J acob 1986): tools
should have the capability to reflect synthetic constructs which exist in the real-world. Hence, even
when implementing a data-processing system account must be made of the key behavioural

determinants of the success of the system.

Knowledge-based techniques are limited by the distinction between procedural and declarative
knowledge which in the real-world is difficult to rationalise, especially when the goal is to produce
a system which exploits procedural knowledge. Procedural knowledge does remain essentially

task-constrained in many cases so it may be difficult to derive general mapping rules. It
is highly desirable to restrict the prototype to declarative knowledge for as long as is possible, to

delay commitment in the design process.

Scope can be determined, to some extent, by the designer employing the technique at a chosen level
of analysis. This is constrained, however by the sensitivity of the notation. Task-descriptions, for
example, are normally limited in size to keep the model at usable size however sufficient acuity must
be maintained to account for all the relevant details in the model. Dialogue descriptions can be at the
sentence level, word level or character level depending on which is appropriate. With knowledge

descriptions the level can also be variable, however it typically focuses on conceptual issues, as a
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user cannot be said to 'know ' about lower-level entities such as 'pixels’ or the letters in a

command.
4.3.1 How the techniques constrain the design

Techniques can help the designer constrain the design space in a number of ways. Some
techniques may offer the designer a concrete and complete configuration which can be converted |
immediately into a design or may totally define the set of transformations necessary so the the
designer can create a comprehensive command set (Jacob 1986). Others, meanwhile, may leave the
implementation process to the designer and the role of these techniques is to provide the designer
with an accurate and complete picture of the users behaviour to assist the design process: this

known as a 'scenario-based’ approach (Shackel 1986).

The extent to which descriptions must support the actual creation of a physical interface depends
upon the requirements of the designer. If the designer requires a specification which formally
describes structure of the system then a dialogue model may be appropriate. Here, the technique
develops a robust technical specification. However, if the designer requires a specification which
provides a model of user requirements but remains flexible and open to interpretation then a

knowledge model my be more appropriate. Here, the technique simply informs the designer.

The knowledge model aims to outline the users particular conceptual workspace and allows the
designers workspace to be mapped onto it accordingly so it defines the boundaries or parameters of
the users knowledge as well as its structure and content (Johnson 1985). The functional model |

aims to outline the set of functions or attributes of functions which could combine to support all of

the possible activities within a domain.
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4.3.2 Validity and Reliability of techniques

Specification techniques can be evaluated with the perspective of a number of types of validity, ina
similar way to that which has been applied to metrics (see 2.3.1). These tests of validity are briefly

described here in the context of assessing representational techniques.

Criterion-related validity would be based on the appropriateness of the type of media chosen for the
representation of the constructs and entities found in a particular situation to be modelled. Choice of
medium may be, to some extent, discernible from an a priori examination of the domain, however
it can only genuinely be determined by in depth empirical study of the correlation between type of
description and the users actual perceptions inherent in the environment. The construction of

sample model to test this correlation is also desirable.

Content-Validity is the ability of the technique to describe a representative sample of this domain of
HCI behaviour. If the tool omits important aspects or segments of a sitﬁation in the final
description then it can not be said to be valid. This could be stated as the capability of the tool to
capture and represent a comprehensive, complete and realistic section of HCI behaviour,

1-

Construct-validity can be taken to refer to the appropriateness and realism of the synthetic
constructs formed by the tool in describing interaction. For example a taxonomy may be useful in
representing a knowledge tree but not a dialogue. The synthetic aspects of the tool mean that the

designer can create an appropriate construct which should always represent behaviour accurately.

There are, however, commonly recurring structures in HCI which means that certain constructs are

used more than others. An example of this is taxonomic structures.

Specification techniques should also be reliable in that they should perform consistently over a
range of similar situations. Test-retest reliability would in this case mean that a technique should

produce the same description when applied to the same sample of HCI over a number of trials and
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should highlight the same issues in the second trial. The technique should, however, possess the -
capability to distinguish between two similar situations on a level-of-analysis to be determined by
the experimenter and should enable the designer to distinguish the two different situations.
Alternate forms or versions of the same tool should produce the same results to control for - -
subjective impressions and the two halves of a representation should be consistent with each other

especially with reference to similar items or entities modelled at any point in the test.

Establishing reliability may be problematical in terms of knowledge-based techniques. Consistency
and repeat performance are perhaps not as desirable in this type of technique as a broad range of
alternatives or variations in highlighting may be required. It may be difficult to identify one
coherent description although there must be some consistency between the descriptions. As has
been noted validity problems may exist in knowledge based techniques due to the distinction
between declarative and procedural knowledge. This distinction may also lead to unreliable

performance particularly with the task-to-tool mapping.

Dialogue descriptions are usually valid for the limited domains to which they are applied, however

responses to given transformations must be consistent if they are to remain reliable, . -

44 DEFICIENCIES OF CURRENT TECHNIQUES

A promising approach to interaction modelling is one using meaningful behavioural and knowledge
units as such units could describe behaviour naturally and realistically in user terms (Johnson
1983). A significant deficiency of current methods in this area, however, can be found in terms of
declarative to procedural or high to low level mappings. - Smolensky (1984) suggests that the range
and possible forms of these procedures could be isolated independently and a predefined set of
task-to-tool mappings offered. Smolensky's work however offers no realistic solutions to the

characterisation of the huge device and task space. This deficiency is symptomatic of an ignorance

of hierarchical interface issues such as the realisation of concepts in different forms at different
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different levels and mapping of the flow of information through various communication channels or

modalities.

The basis of successful representation techniques is a sound empirical foundation. Many problems
arise in the use of these techniques due to lack of suitable tools for capturing data from the user.
New, specialised behavioural data extraction and description techniques are essential as these form
the basis for reliable interaction descriptions (Rich 1983). Techniques used must be able to embrace

realistic human behaviour to be useful and this thesis explores the use of ethological data capture

techniques to this end. ., 5.

Most current R.T.s reveal little of the dynamic structure of a typical interaction other than its
absolute boundaries and constraints (Alexander 1984). The current range of notations for the
specification of HCI lack the vocabulary for the description of the dynamics of human behaviour.
Alexander offers a technique for the specification of a dynamic multi-process dialogue based on
CSP (Hoare 1974) however this technique refers to the input and output data streams and does not
describe human behaviour well. The current notations often do not reflect the need to model
behavioural aspects of HCI which underlie interaction - such as environmental considerations - or
knowledge which 1s implicit in interactive behaviour. This thesis contends that this information is

vital to allow designers to make decisions based on knowledge of interaction and seeks to provide

tools for its representation.

4.4.1 Taxonomic description structures

A useful description framework which can be exploited in HCI is that of the taxonomic variety so
often displayed in the human sciences (Lenorovitz et al 1986, Fleishman and Quaintance 1987).
This type of technique allows the classification of interaction concepts in a structured form so that a

rigorous analysis of the interface can be made. If the relations between terms are founded on

emptrical evidence, that is the relations employed by the user, then a taxonomy can be said to
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possess validity.

Hence, it would seem appropriate to model human knowledge in particular, and perhaps some
aspects of HCI behaviour, in a taxonomic form. The work described later uses this form of
representation to describe Human-Computer Interaction in a an objective and concise way (Carter
1986). Names are agreed with the user to describe functions and this presents a classification

scheme for interactive activity.

4.4.2 How representation techniques can be made more flexible, powerful and '

realistic

Whilst a metric's quality is assessed on the quality of its general evaluation criteria, such as
'complexity’, and a model's validity is based on a number of factors including its accurate
representation of given instances of interaction behaviour, a representation technique is evaluated

vias

 The relevance of its chosen medium

» The appropriateness of the level of analysis of any structuring tools

» Its task and implementation independence.
A number of avenues can be identified for the improvement of current techniques:-

 Improving the accuracy of representation of task-related issues with more realistic

behavioural models

* Incorporating facilities for mapping from declarative to procedural, semantic to

syntactic or high-level to low-level descriptions

» Appropriate facilities for representing dynamic issues as the user perceives

them
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4.5 RATIONALE BEHIND THE CHOICE OF INTERACTION DEVICE
KNOWLEDGE FOR THE REPRESENTATION OF USERS

Knowledge of interaction devices will be taken to mean knowledge of any feature, tool, equipment
or property of the interface which is intended to, or in actuality does, assist the user in the
completion of his task (Kieras and Polson 1984). A user action repertoire is assumed to be limited
to the knowledge of properties of the interface possessed at a given moment during interaction.
Usability problems are thought to arise when this knowledge is not sufficient for the user to
complete his task. A description in terms of the features perceived by the user could be mapped

onto the features actually offered by the machine and a support strategy initiated (Carter 1986).

The major advantage with this type of approach is that 'Interaction Device Knowledge' can be
observed empirically, whilst it is being applied, and can lead to formally testable models (Carter

1986). This form of representation will be used in the empirical work to follow.

This chapter has examined the features of representation techniques which make them useful in the
specification of HCL. The chapter has also highlighted some limitation of the current methods and
outlined the criteria which would need to be met to resolve these shortcomings. Finally, the chapter

has introduced a representation medium - Interaction Device Knowledge - and a taxonomy (Carter

1986) to describe users actions, which will be used in the empirical work.
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5.  MULTI-LEVEL ANALYSIS

The purpose of this chapter is .to outline the need to modcl Interaction in a hierarbhical fﬁsltion SO as
to make it susceptible to analysis as a realistic and convenient model of the communication protocols
between humans and computers. This chapter introduces the first d1rnenswn in the mu1t1-
dimensional model which forms part of the original work of this thesis. Thc concept of rnulu-level

analysis is assumed to be one of the principle properties of mtcrfaces which defines dynarmc HCL

S.1 MULTI-LEVEL ANALYSIS

The concept of the ﬁﬂysis of interﬁction by means of a lllicrarchical ﬂmnework wlﬁch s&cs;ses ihc
independent study of user concepts, communicatioﬁ and behaviour as it appears m different forms
is already a well-formed one (Moran 1982) and has already been introduced in previous chapters.
This type of model has been identified as being useful to the desi gner and it has bcen proposed that
its propertes be reflected in a design tool to be described later in thc thesis. This chapter aims to
examine the rationale behind multi-layer modelling and highlight thc role it plays in comprchensn;c

and effective 1nterface evaluation.

Sceptics of multi-lcvél modeis will often point to the fact that the only point of true communication
between the user and the machine is at the physical level, and will conclude this is the only relevant
level of study for HCI (Buxton 1981). It could be postulatec*i that’ the user merely passes a series of
symbols to the machine and recéives a set of symbols in return (Nielsen 1985). This would seem to
suggest, however, that hnguxsuc primitives play a large role in determinin g the type of cogmtlvc
activity 1s typically carried out by the user. Although HCC (Human-Computcr Cornmumcauon) 18
always constrained by the available set of communication tools, the design of a optimum set of tools
cannot be effected without consideration of the type of tools which would be n;ost effective in

describing higher-level processes to the machine (Faenrich and Ziegler 1987). This would suggest
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that a sophisticated model of the higher-level structures would be necessary along with a formal
analysis of the communication protocols with the lower layers. Study of interaction must account
for the sophisticated mechanisms which enable processing and interpretation of given symbols and
patterns and enable the designer to equip the machine with the specific functions which would -

support those mechanisms (Norman 1988).

Many of the pioneering metrics sought to describe the higher level activity involved with the
Human-Computer Interface in terms of lower-level primitives which could be observed at the
physical interface, hence any description could be described in terms of manifest, explicit and
observable behaviour. Card, Moran and Newell's (1982) metric was constructed from observable
behaviour and was termed the Keystroke-level model." This type of approach did not seek to
categorise, represent or describc_e higher-level or cognitive behaviour in any concrete or meaningful
way, although it was empirically testable. It was assumed that higher-levels of behaviour were not

"
A
F

relevant for study in depth.

A purely physical model makes it difficult for the designer to match the style the interface or the type
of facilities and representations 1t handles to those which would support the users needs. It is often
necessary to know about the user's higher level and domain knowledge (and information stores) -

along with the strategies that the user employs to map such knowledge onto the available primitives

at a lower-level so that the appropriate concepts can be supported.

Interaction can be meaningfully represented in terms of a number of media, such as information
flow or knowledge transfer (Shneiderman 1981). However, it would seem to pose significant
problems for these media to be expressed simultaneously without some form of hierarchical
partitioning. Multi-level models enable representation of the user in several different forms with
descriptions at many different levels. This allows for a richness of description at all levels which
highlights in a much more acute fashion the particular issues which are relevant to a given type of

medium at that level (Clarke 1986). This allows an interface description to be partitionedinto
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meaningful segments (as the partitions are user derived) which facilitate elementalisation of the

interaction so that it can be studied at a finer grain-of-analysis.

Ideally, layer models also allow a point-to-point mapping of facilities between layers to identify
simultaneous representations and to allow the exploration of various procedural implementations.
Identification of mapping rules between layers allows each layer to be developed independently and

then matched with its superior or subordinate processes (Moran 1984).

A major shortcoming of single-level models is that they have no mechanism for representing
simultaneity or parallel activity and hence they do not account for any user capabilities for
'Concurrent Processing’. Humans can hold concepts which can simultaneously be stored
linguistically or procedurally (Chomsky 1957) and it may be the ability to transfer rapidly between
these forms of information which enables them to learn, store information and most importantly,
communicate. S0, in addition to the benefits derived in terms of acuity of description the designer
i1s aided via a more realistic model of the interface. Temporal issues such as prioritisation,
scheduling and simultaneity can be modelled and approached as they would appear to the user.
Usability problems can be addressed by studying simultaneity in that 'Cognitive Overload' due to
parallel demands on processing power at a number of levels; the timing of mapping and scheduling

procedures can also be derived.

Many conventional usability metrics are essentially serial in nature and do not provide the facility for
explicitly representing parallelism (or chunking) whereas significant parallel activity is often
occurring. Multi-layer models embrace this concept and would make these discrepancies visible to

the designer so that they can be rationalised in the interface.

S0, data can be integrated from a number of sources via this type of tool: results from linguistic or
behavioural experiments, as well as human cognitive attributes and knowledge-handling strategies,

which are all relevant to the nature of interaction. A coherent model can be formed from a collection
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of seemingly disparate results by their careful incorporation into the overall model.

S.1.1 Layer models and their relevance

The layer models (mentioned briefly in chapter 3) have gone some way towards embracing
multi-level descriptions in the representation of the Human-Computer Interface. They provide a
concrete and meaningful structural framework for multi-level descriptions and many provide
translation rules for the mapping of information between layers. Such models enable designers to
explore the representations of information and knowledge at a number of levels and design
interfaces which reflect all of these different forms of knowledge: structured environments for the
task level, specialist interaction languages for the linguistic level and customised interaction devices
for the physical or behavioural level. These models also reflect some of the properties of -

intra-human communication and information processing systems which have been demonstrated in

other fields (Norman and Draper 1986).

Many human communication deficiencies (including those involving computers) may arise from
problems 1n the semantic to syntactic mechanisms in which the human's initial concept is not
supported by the available vocabulary and protocols at a lower level. Communication may not be
achievable due to constraints applied to a given concept in its legal syntactic representation at lower

levels.

Humans possess sophisticated knowledge of the world and contexts which enables them to
overcome these problems via interpretation of an incoming message. Computers, however, do not
possess such knowledge and a detailed study needs to be made of the higher-level communication
requirements of humans if computers are to be equipped with the adequate resources for handling
user's high-level concepts. Layer models are a method for supporting such study and whilst o
current models have difficulty in effecting descriptions of sufficient complexity they do offer the

designer a useful methodological and conceptual tool in the design of HCIFs.
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Layer models do not offer a panacea to the problems of interaction modelling in the design of
easy-to-use systems. They are often not currently quantifiable in terms of the real-world values
which represent interaction (Young 1984). Current models also fail to account for dynamic aspects ﬁ
of interaction and perhaps more importantly do not always represent a working or operational

description of interaction at any level.

Essentially, the relative value of abstract and real-world models must be contrasted. Current
real-world models almost always fall short of a realistic and reliable representation in all but the
most controlled of circumstances and hence, offer limited assistance to the designer even in their
limited domain. Conceptual models present a useful framework and storage device which may not
purport to represent real behaviour precisely but which can suffer from lack of validity, Real-world
models concentrate on the provable, observable lower-level behaviours and aim to form models of
what higher-level constructs can be supported (bottom-up) whilst abstract models aim to generate
high-level or conceptual structures and elucidate procedural or lower-level behaviours which could

support them.

The purpose of interface description needs to be addressed here. Supplying designers with
deterministic models of interaction is of limited value as their ability to implement the system -
flexibly will be impaired. It must be assumed that system designers possess sufficient experience to
interpret models which are transparent and non-esoteric. As a result the most important attributes of
the model may be its accuracy and realism and the extent to which the model offers a complete and -
comprehensive picture of the interface: these attributes are where this type of model is ideal. This,
to some extent, mirrors the top-down design process and can generate a number of possible
implementations without constraining the design, however neither of these techniques can
necessarily be said to totally valid. Both types of tool (serial and multi-layer) can be said to be valid

In their own circumstances but not offer a comprehensive representation.
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Unfortunately, this type of tool suffers from one of the deficiencies that has been identified in
many other tools. These are essentially static in nature and do not reflect the changing nature of the
interface as a whole both throughout and between interaction (Christie 1985). The model of each of
the layers and the changing balance of activity between the layers represents a snapshot. of the
interface at one point in time. This model is typically formed before interaction commences, and
hence cannot represent the rich interplay of information, change in relevance of different types of

information or simultaneous activity within layers.
5.1.2 Types of layer model

A number of types of layer model exist which support particular features of multi-level

representation.

Moran's (1984) model offers the kernel structure, in terms of the fundamental types of knowledge

and information handled, and this is, to some extent mimicked by the following:-

Nielsen (1984) describes the interface as a seven-layer set of "Virtual Protocol' dialogues in which
higher-level protocols can be defined totally in terms of lower-level ones. He emphasises the need

for the precise specification of all the possible dialogue formats which could support the transition

of the higher-level concepts into physical signals.

This model is a hybrid of dialogue and layer model and this proves to be a powerful combination as
it offers the precision and realism of a dedicated dialogue specification technique but allows the
division of types of dialogue into meaningful layers so that the design decisions about specific
dialogue aspects can be made independently (and implemented independently ) with entities at given

layers communicating via a set of 'analysers' and 'realisers', -

Faenrich and Ziegler (1984) use a four-layer interaction model to assist in partitioning the
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interaction components of a generic interaction model into level dependent segments. They evaluate
working 'Direct Manipﬁlation' systems and identify generic modes within those éystéins. This type
of model is particularly useful for the evaluation of 'Direct Manipulation’ systemss as all such

systems are based on a set of generic elements in order to achieve simplicity and familiarity.

Clarke's (1986) model forms an overall perspective to integrate the incorporation of material from a
number of fields, hitherto unresolved, in the HCIF design field in a dnzfied tool. Notable among
these unrecognised sources of data is Clarke's attention to Psycho-Social issues via a component of
his model. This enables the designer to integrate material obtained from a number of fields of
psychological and social research which would o;l}crwisc be unassimilable. Clarke's model also
stresses a Goal-Driven model of HCI which helps define behaviour in a realistic (i.e. User

perceived) sense for its description in interaction models.

Watkinson's (1986) model seckg t;) provide an actioﬁ dcécription frarncv:.'ork for intcracﬁon a;ld
aims to incorporate specific task or human problem -solving strategies to interpret conceptual
descriptions. Domain information is also incorporated where appropriate via the Task-Method
level. Task- descriptions are seen as being based1on and filtered throu gh a set of domain contexts |
and constraints before they can be accurately described and implemented m the syntax of the

machine.

A different machine level hierarchy is explicitly and separately demonstrated in this model.
Anthropomorphisim is seen as undesirable in describing machine properties as it is misleading and
unrealistic. A design tool should support accurate and appropriate terms for the description of the
computers communication channels such as compilers and viﬁual ;:{bj;cts to cﬂablc designers to
conceptualise machines without suggesting abilities they do not possess. The computer
communication system is not #thc same as a humans and 1t cannot perform the same fImctions,
although this is the objective of the designer, and it should be described différcntly. This enables

the designer to perceive the limitations of the computers ‘communication channels'.
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1 JASK CONCEPTION H. . . UVIRTUAL
OBJECTS
BLEM-SOLUING
2. F:;]nnn:sv B. SOFTWARE
TOOLS
2. TASK METHOD L. TASK MANAGER
2 LANGUAGE . INTERPRETER/
| COMPILER
5. BEHRVIOURAL F_  INPUT DEDICE/
PRIMITIVE == DISPLAY

FIGURE 1. Watkinson's Five-layer model of HCI

Foley and Vandam (1983) offer a four-layer design tool which offers a structured method for the
design of Graphical Interfaces: they see the higher-levels as a conciliation process between the

designers concepts and the semantic constraints of software design.

Buxton's (1984) modification of Foley and Vandam's model adds a pragmatic component to
lower-level design activities. This model is one of the few that diminishes the importance of Virtual

Communication and hence it focuses on the pragmatic issues of inherent in physical communication

bands.

S.2 HIGH AND LOW-LEVEL ANALYSIS

An alternative approach to focussing on one specific aspect represented by a given layer of the

interface is that advocated by Cooper and Hockley (1985). They argue in favour of high-level
analysis, that is, whole system level, as it is testable in tilc field and facilitates easy comparison o
between systems. However, they also argue in favour of a simultaneous low-level analysis as it can
explain p erfo;mancc differences by allowing elements of an interface to be tested under controlled

circumstances. This enables the evaluator to avoid bias so that test can be relatively sensitive and
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the contribution of each of the features identified. Higher-level descriptions alone could fail to

identify the relations between these parts, the whole system and environmental factors.

This measures the quality of interaction from both extremes and hence hopes to account for high
and low-level features. This approach may facilitate the capture of most of the features isolated by a
complex layer model with reduced effort. This is a less sensitive form of analysis than the layer

model approach but is equally valid in the correct circumstances.
5.3 MULTI-LEVEL SUPPORT .

A major interface design desirable which can be implemented through the use of multi-level - -
techniques is that of multi-level support. An ideal interface will offer support at any level or in any
form that is necessary to facilitate effective or 'easy’ interaction. This may be effected by offering
customised function at the 'Interaction’ level or an appropriate interaction language at the dialogue
level or even a structuring tool to help the user manipulate higher-level concepts (programming
environment, for example). Support can alternatively be in the form of documented assistance at

any of these levels.

Hence, support can be passive in terms of offering a palatable interface, or active in providing the
user with a specific facility to assist with a specific problem. Support should be solicited in the
more active cases as studies (Shneiderman 1986) have shown that users rapidly become irritated at

unsolicited offers of support.

So, facilities should be available to support the structure and content of the users chosen style of
interaction. Again, an easy-to-use interface is usually one which enables a user to adopt a method
which is familiar (and which therefore does not make excessive demands on processing space) and
natural and to display a style of interaction which is comfortable. All of these attributes are

superfluous if the user cannot actually communicate the chosen task-structure to the interface which
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means that support of the content of the user interaction 1s vital. Commands and facilities available
should 'map' naturally onto the users chosen task-structure. This is the factor which largely
governs many of the above aspects of easy-to-use systems. This notion of multi-level support can
be implemented only with the assistance of multi-level analysis. Only examination of specific layers
and types of interaction, along with knowledge of contextual and temporal constraints which apply

can enable the designer to offer the appropriate, relevant and well-timed support.
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