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ABSTRACT

This study tests the size effect in the London Stock Exchange, using data for all non-
financial listed firms from January 1985 to December 1995. The initial tests indicate that
average stock returns are negatively related to firm size and that small firm portfolios earn
returns in excess of the market risk.

Further, the study tests whether the size effect i1s a proxy for variables such as the Book-to-
Market Value and the Borrowing Ratio, as well as the impact of the dividend and the Bid-
Ask spread on the return of the extreme size portfolios.

The originality of this study is in the application of the Markov Chain Model to testing the
Random Walk and Bubbles hypotheses, and the Vector Autoregression (VAR) framework
for testing the relationship of macroeconomic variables with size portfolio returns.
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Chapter I

Introductiﬁon

¥

Over the last ten to ﬁfteen years artlcles documentmg size, turn-of-the-year and
3
earning/price ratio effects on stock returns have been of great interest to a broad group

of financial economists. The so-called small firms' effect’ has attracted the attention of
both theoreticians and practitioners, and this 1s not incidental: Dimson and Marsh (1989)
reported that over the last 33 years the Hoare Govett Smaller Companies Index (HGSC)

had provided an annualised return six per cent larger than the All-Share Index.

The fact that the smaller companies’ index eamed higher returns than the All-Share
(Market) Index is not bad news for the Ma.rket Efﬁaency Hypothe31s The latter 1s not
falsified unless there are returns above the risk-adjusted returns. Under the risk-adjusted

returns we perceive the amount of return an asset (portfolio) earns, which is proportional

to the risk borne by this asset (portfolio).

Since investors can spreatl their wealth over a broadly diversified portfolio of securities,
they should not be concerned with those elements of price volatility which are specific to
each individual stock. Instead, the risk that matters to investors should be the element of
volatility that cannot be diversified away even in a large portfolio. This undiversifiable
element of risk, called beta-risk, reflects the extent to which the return on an asset moves
together with the stock market. Therefore, if small firms' returns do not display excess

returns after being adjusted for market risk (beta), this will not constitute any kind of

puzzle.

During the 1980s an investor could consistently earn returns free of risk. More surprising

was the fact that this could be done without special knowledge, intensive research, or use
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of inside information. All one had to do was to hold a well-diversified portfolio of small

firms over a reasonable period of time.

The aim of this dissertation is to detect whether or not the size effect has been present in

the London Stock Exchange over the last decade, to estimate its magnitude and

eventually, to explain the causes.

There are several lines of thought about why small firms may provide higher returns to
their shareholders. Firstly, small firms may be more efficient than large firms. Secondly,
the risk estimated by conventional methods may be underpriced. Thirdly, the strategy of
portfolio formation, used for testing the size effect, may capture turbulence in small firm
prices better than large firms. Thus, the excess returns earned by small size firms may

have nothing to do with their intrinsic efficiency. Small firm returns, therefore, may

simply be due to trading strategy. .

If we assume the first rationale, there are tempting reasons for investigating the size

anomaly. Knight (1965) made an early reference to the firm size puzzle, which is as

follows:

‘The relation between efficiency and size of the firm is one of the most
serious problems of theory, being, in contrast with the relation for a plant,
largely a matter of personality and historical accident rather than of

- intelligible general principles. But the question is peculiarly vital, because the
possibility of monopoly gain offers a powerful incentive to continuous and
unlimited expansion of the firm, which force must be offset by some equally
powerful one making for decreased efficiency’ [1965, p. xxiii;]

Coase (1937, 1960) argued that, to some extend bureaucratic costs of running a firm are
lower than the costs of co-ordination by market. It is not just costs of production that

allow large firms to have a cost-advantage, but also costs of bargaining, implementing

and enforcing the agreements, also called transaction costs.
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However, if firms grow without limit, bureaucratic costs may outweigh the cost of co-
ordinating the economic activities by market. Moreover, hierarchies abolish market

incentives.!

Therefore, the possibility of different profitability based on the size of the firm is not
ruled out by economic theory. The problem, though, is that this hypothesis is difficult to

test.

The main line of interest, however, relates to specific stock price behaviour discriminated

on the basis of firm size. In comparison to previous work which investigates the size

effect in the LSE, this work has several distinctive features.

First of all, the data consist of all firms that have been listed in the LSE from 1982 to
1995, excluding the financial sector. Levis (1985) and Corhay et al (1987) are probably
the first studies on the size effect in the LSE, confirming its existence during the
seventies and the first half of the eighties. Since then, however, there have not been many
studies on the size effect in the LSE. More importantly, the number of studies which
attempt to explain this size effect is rather modest. Among these are Miles and
Timmermann (1996) and Strong and Xu (1994), who both find that the book-to-market

ratio explains some of the cross-sectional behaviour of expected returns.

Secondly, other papers (Fraser, 1995, 1996) investigate the size effect using the Hoare-
Govett Smaller Companies Index, which comprises approximately 1200 companies, each
with a maximum capitalisation of £100 m. The average market capitalisation of the
smallest decile in this studSr appears to be £3 m. in 1985 and £39 m. in 1995. Theretore,

using more aggregated data for small firms may not fully capture their behaviour.

In order to estimate risk, this study uses a fairly standard procedure, based on OLS,

although introducing some improvements to cope with serial correlation of return series

and infrequent trading of small size firms. The estimation of risk allows for assessment

I'This is why, nowadays, many big companies try to mimic the market incentives introducing so called
transfer prices. A nice example are holding companies, in which the subsidiary mimics a self-reliance

company.
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and comparison of the excess returns on both a yearly and monthly basis, therefore
permitting examination of seasonal patterns.

While the existence of size effects in the LSE has not been questioned for the last decade
or so, their explanation remains unanswered. Chapter 5 attempts to unravel this mystery.
It would be a conundrum, indeed, if the constituent structure of extreme size portfolios
did not change significantly, and yet they had a different return profile. Therefore, the
composition and stability of extreme portfolios are examined, in addition to the test for
book-to-market effects, in a manner similar to Fama and French (1992, 1995, 1996).-The

book-to-market factors are part of the so called ‘proxy hypotheses’. It 1s possible for size

simply to proxy for other factors that make more sense for the eventual difference in
returns. A supplementary test for the ability of the borrowing ratio to subsume the size

effect 1s carried out as well.

Many of the size effect explanation hypotheses, reviewed in Chapter 3, are examined too.
The illiquidity hypothesis (Amihud and Mendelson (1989)) has been tested mostly in the
US stock market. This study provides an estimation of the Bid-Ask spread for the two
extreme size portfolios. In addition, the number of re-balancing sales and buys, and the

average Bid-Ask spread for each year, are taken into account to obtain the ‘net’ after

transaction cost returns. :

Another point in criticising tests on size effects, is that return series typically do not
include dividend payments. Again, the dividend yields for two extreme size portfolios are

compared to examine a possible dividend impact on size effects.

A preliminary exploration of size portfolios’ yearly returns shows certain differences in
the intra-portfolio return distribution in terms of #-ratios. These findings, together with
Knez and Ready (1997), mspire an exploration of the return distribution of the
constituencies of size portfolios. The main question here is whether size portfolio
average returns are the result of predominantly uniform returns within size portfolios, or
whether there is a significant dispersion. Examination of intra-portfolio return
distributions has not been reported before. It may be the case that a portfolio excess

return may be due to a few exceptionally performing firms, while the rest of the firms




Chapter 1 Introduction

perform modestly. It is worth examining the relationship between the sales turnover and

the portfolio return for the two extreme portfolios, also carried out in Chapter 5.

However, 1f we are lookmg at genuinely original pleces of work, Chapters 6 and 7 come
into play. Evcr since the 1960s a reasonable number of studies have explmted the
Markov Chain approach to test for predictability of various price and return series. To
my knowledge, this has not been done so far for return series of portfolios formed on the
basis of firms’ market capitalisation. The Markov Chain approach allows for the testing
of two hypotheses; one tests the weak form of efficiency, known as the Random Walk,
and the other the so-called ‘Bubble hypothesis’. Both tests allow us to detect possible

inefficiencies based on different size portfolio returns.

While Chapter 6 deals with the possibility of predicting size portfolio returns on the basis
of their previous values, Chapter 7 looks at the potential interaction between macro-
economic indicators and size portfolio returns. Studies of the relationship between
macroeconomic variables and stock returns, in general, confirm stock market returns as
leading and macroeconomic variables as lagging indicators. Chapter 7 is unique in the
sense that no investigation has been performed on the interaction between
macroeconomic variables and stock returns, when the latter are discriminated on the

basis of market capitalisation. Furthermore, Chapter 7 employs the comparatively

contemporary framework of the Vector Autoregression model (VAR).

Chapter 2 looks at stock market efficiency, valuation and structure, with which most

readers would be familiar. Chapter 3 reviews the papers that have made a contribution

F

on size and other related anomalies.



Chapter 2

Stock Market Efficiency, Valuation and Structure

2.1. Efficiency of Capital markets

2.1.1. Introduction

‘Efficiency' is probably the most multidimensional and controversial word in the
economist's vocabulary. In a general context it refers to an organisation of society, which
allows for maximisation of the total utility of the society's members. Pareto Efficiency is the

state where nobody can be better off without making someone else worse off. Someone

could be better off because he or she possesses information that a commodity can be bought
at a lower and sold at a higher price. If such an opportunity exists it will imply an inefficient

market.

The price mechanism, even though imperfect, has a unique role in organising society's

economic activity and thereby promoting efficiency, since prices provide information about

supply and demand.

Similar arguments can be applied to the efficiency of the stock market. The stock market,

unlike the commodity market, deals with capital risk and provides stability to the rest of the

markets.
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A broader view on market efficiency is expressed by James Tobin, the winner of the 1981
Nobel Prize in Economics. Tobin (1984) suggests four meanings of market efficiency. First,
a market is ‘efficient’ if it is, on average, impossible to gain from trading on the basis of
generally available public information. That is, new information is quickly ‘discounted’, and
arbitrage opportunities exploited. As a result, only insiders can beat the market consistently.

Efficiency in this sense 1s called information-arbitrage efficiency.

Second, if the market in a financial asset accurately reflects the future payments to which the

asset gives title, this market possesses fundamental-valuation efficiency.

The third meaning of efficiency stems from the nature of financial products. Nelson (1970)
defines two types of goods — one whose quality can be ascertained at the point of purchase
(search goods) and the other (experience goods) whose quality is ascertained after
consumption. Financial products and services generally fall into the second category. Due to
the uncertainty associated with the future, the efficiency of the financial system depends
crucially on its ability to hedge against possible risks. Kenneth Arrow and Gerard Debreu
show that a complete set of competitive markets dealing in contracts that cover specified
future contingencies is necessary and, given some other conditions, sufficient to guarantee
the existence of an optimal equilibrium. Thus, Tobin (1984) calls this type of efficiency in
the Arrow-Debreu sense full-insurance efficiency.' Finally, functional efficiency refers to the

functions performed by the financial industries and their cost effectiveness.

Information-arbitrage and fundamental-valuation efficiency are two forms of market

efficiency which are closely related and will be subject of further investigation.

Capital markets are said to be etficient if security prices reflect the fundamental values of the
securities. Research into the efficiency of. capital markets has concentrated on the

information content of prices. Efficiency refers to two aspects of price adjustment to new

' The dramatic growth in the number of financial derivative products in the 1980-s and the continuous
financial innovation support the notion of full-insurance efficiency.
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information, i.e., speed and -accuracy. The main effect of efficiency should be that it

precludes most, if not all, investors from being able to systematically outperform the market.

In Fama's (1970) survey on efficient capital markets, he defines an efficient capital market as
one in which security prices fully reflect all available information. This definition 1s based on

the 'fair game' model of price determination. A process is a fair game if it has an expected

value of zero. In this way the best forecast of X, ., that can be constructed based on some

t+1

information set in period ¢ is just X, .

E(Xr+1 /0, )= X, (2.1)

Therefore, for the fair game model to hold, there must be no way in which the information

set ©, can be used to earn excess returns, i.e. a greater return than that inherent in this
security. Thus the degree of market efficiency relates to the information set ©,. Weak form

tests of market efficiency are defined when ©, consists of the past history of the stock price.

The market is weak form efficient if no one can use these past prices to earn excess returns.

For the semi-strong form of market efficiency to hold, prices have to reflect not only
historical prices, but also all publicly available information. This form of market efficiency
assumes that publicly available information, such as company reports, is costless to
investors. The investors agree on the interpretation of this information, so their reaction to

the news should be synchronous and instant.

For the purposes of this dissertation, an efficient capital market is one where it is impossible
to earn consistent excess returns from a trading strategy based on the firm's market
capitalisation level being publicly available information; that is, the so-called 'size-effect’

should not exist.
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2.2. Prehistory of Market Efficiency

Empirical work on capital market efficiency can be traced back to the 1960s, when many

authors began a comprehensive investigation of this issue. The earliest cited test i1s a PhD

dissertation written in 1900 by Louis Bachelier, a French mathematician.

2.2.1. The Random Walk Model

Bachelier suggested that share prices should have successive independent increments, i.e.,
today's price change should be independent of yesterday's. The test, performed against
Government bond prices, concluded that the mathematical expectation of a speculator’s
return was zero. Therefore the Government bond market was a fair game, and efficient in

the sense that speculators could not predict the future price from past price changes.

The model that tests this weak form of efficiency is known as the 'random walk' model, i.e.,
successive price movements are drawn from identical independent distributions. In 1934

Holbrook Working, an American statistician, noted that both commodity and stock prices

followed a random walk.

The first systematic treatment of the random walk model was by Kendall (1953). He
analysed the behaviour of weekly changes in the indices of shares on the London Stock

Exchange and prices of cotton and wheat on American commodity markets. The conclusion
that Kendall reached was that price series resemble random numbers drawn from a

symmetrical population of fixed dispersion, added to the current price to define the next

week's price.

Further research on the random walk efficient market was performed by Roberts (1959),
who found that the weekly changes in the Dow Jones index resembled a time series

generated from a sequence of random numbers. The implication was that price changes were
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independent of their past history. Osborne (1959) found that stock price movements were

very similar to the random Brownian motion of physical particles.

A random walk is a very restrictive example of a stochastic process. It essentially assumes

that the probability distribution of a process such as {x,}is independent and identically

distributed such that the distribution must be the same for all time ¢. Equation (2.2) presents

the random walk process as
f(xullq)r): f(x:+l) | (2.2)

where f (xmltl), ) is the probability distribution, conditional on @,, which is the information

set available in time ¢, and f(x,,, ) is the unconditional distribution of x._, .

In the zero mean random walk, which is the simplest example of a random walk process,

each successive change in x, is assumed to be drawn from an independent distribution with

a zero mean, x, being defined by

X, = X,_; +E€, (2.3)
where Efg, )= 0, E@,2)= c?and E€e,)=0 t#s,ie. €, 1S white noise.

If we knew the past history of x,, the forecast of x,,, would be given by

X = E(x, +1|x,....x,) * (2.4)
which is the expected value of x,,, conditional on the previous values of x,.

Since x,,, = x, +€,,, 1s independent of (x, ...... ) X; ), the forecast one period ahead becomes

10
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Y =X T E(EHI) = X | (25)

so that all information required to make a forecast of the future value of x,‘ is contained 1n

its most recent observation. Likewise, the forecast n periods ahead 1s also x,,

+ E(SH-H )= A

!

n=1223...... | (2.6)
which can be translated as meaning that the optimal predictor of x,,, can be obtained as x,.

If a stochastic process is a random walk, successive changes in x, must be uncorrelated

since

(xr+l - xt) =&,
(x: - r-;) =&,

Cov[(le - X ) (xt = Ap-1 )] =0

This must be true not only for the successive changes in x,, but for covariance between x,

and x

.,; taken at any interval.

The random walk model emerged as a favourite model for testing the random behaviour of

stock prices. The assumption of independence inherent in the random walk model, however,

requires that each x, is drawn from a probability distribution which repeats itself identically

over time. This requires independence not only between the first moments, but also between

the second moments of x, such as the conditional variance. Fama (1965) and Mandelbrot

(1966) showed that the unconditional distribution of short-horizon returns was characterised

by excess kurtosis. Thus, returns are distinguished by an excessive number of returns

11




Chapter 2 Efficiency, Valuation and Structure

clustered around the expected returns or at the extreme ends of the tails (fat tails). This

suggests that large returns are followed by large returns and small returns by small returns.’

According to LeRoy (1989) the random walk models seems flatly to contradict not only the
received orthodoxy of fundamental analysis, but also the very idea of rational security
pricing. If stock prices are patternless, as the random walk modelﬁ implies, then these prices
are exempt from the laws of supply and demand that determine other prices. By requiring
probabilistic independence between successive price increments, the random walk model

was too restrictive to make any reasonable economic sense.

2.2.2. Martingales and Sub-Martingales

A weaker restriction on asset prices that still captures the flavour of the random walk

models is the martingale model. Paul Samuelson (1965) was the first to develop the link

between capital market efficiency and martingales. A stochastic process is a martingale with

respect to a sequence of information sets @, 1f x, has the property:

E(x,, /®,)=x, (2.7)
and the stochastic process y, is a fair game if it has the attribute

E(y,../®,)=0 (2.8)
where, y,,, = (x:+1 — X )

If x, is a martingale, the best forecast of x,,, based on currently available information @,

would be x,. Similarly, if y, is a fair game” the forecast of y,,, would be zero for any value

° The Markov chain Model is applied in Chapter 6 to test for successive patterns in large and small returns
of portfolios formed on size (market capitalisation).

12
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of ®@,. The martingale model looks very similar to a random walk, but it is less restrictive. It
does impose the restriction that successive changes in the value of x, be uncorrelated, but

the distribution of x, is not assumed to be identical and independent.

The martingale model does not resolve all the puzzles attributed to random walk, but it does
relieve many of them. Unlike the random walk model, the martingale model constitutes a
real economic model of asset prices, in the sense that it can be linked with simple

assumptions about preferences and returns.

The pure martingale model, however, assumes the expected value of y, to be equal to zero.

Clearly, this is an unrealistic supposition in relation to stock prices. A model that descends
from the martingale, and which treats stock market prices more pragmatically, is the sub-

martingale model. It assumes that the stochastic variable x,,, has an expected value greater
than or equal to x,. The implication for y,,,* is that it must have expected value greater
than zero or zero at minimum. Thus, the sub-martingale model assumes that on average x,

gets larger each period.

E(x,,|®,)> x, | (2.9)

E(y,.,|®,)=0 (2.10)

Thus, the sub-martingale model delineates a more authentic picture of stock prices and stock

return behaviour, as it encompasses two concepts, both inherent in the stock market - the

time value of money and risk.

3 A fair game is one whose expected outcome is zero. The etymology of the term Martingale may come from
the French town with the same name. In Martingale, during medieval times there was a popular game in
which in every round players bet their cumulative losses in previous rounds. If players can play as long as
they want to, that would imply a fair game.

4 In respect to the Stock Market, X, represents a stochastic series of log share prices, while y, is the
returns.
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Returns on assets must be positive to compensate for the loss of liquidity and risk involved

in a project. Therefore, asset prices must follow a sub-martingale.

E(p}ﬂ):.E_(.p_‘_*%.):_fi.Zo o | - (2.11)
4

where p, is the price of an asset in time ¢, and r,,, 1s the return of the same asset in time

t+1.
2.3. Fama's definitions and evidence

Fama's (1970) survey looks at the dividing line between the 'prehistory’ of efficient capital
markets, associated with the Random Walk model, and modern literature. Fama's definition
of capital market efficiency became the industry standard, reproduced in innumerable

subsequent papers. He distinguishes three types of test of the efficient market model,

depending on the specification of the information set @, .

Capital markets are 'weak form efficient' if @, comprises historical prices only. Weak form

efficiency implies that no trading rule based on historical prices alone can earn excess
returns. Market agents who seek to predict future price movements by looking at past price
performance are known as chartists. Therefore, if the market is weak form efficient, there is

little scope for chartists.

As has already been noted, weak efficiency tests, which began at the beginning of this
century, were widely performed during the 1960's and are still on the analyst's agenda. The
most important weak form test consists of measuring autocorrelation in the return series.

Absence of autocorrelation would suggest weak form efficiency.

14
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According to Fama (1970), serial correlation tests similar to Fama and MacBeth (1973)
discovered no statistical dependence. However, contradictory results have been found more
recently. For example, Fama and French (1988) tested for autocorrelation of both daily and
weekly returns over 3, 5 and 10 year investment horizons and reported negative

autocorrelation for holding periods between 1-6 years. The maximum autocorrelation was

reached for holding periods between 3-5 years, where 25-40% of the variation in returns

was explainable by past returns. | )

Capital markets are 'semi-strong' form efficient if @ 1s widened to include all information
that is publicly available. Analysts who study corporate financial reports and other relevant
available information to try to gain an insight into the 'real worth' of shares are called
fundamental analysts. If the market is semi-strong efficient the fundamental analyst cannot

benefit from their studies.

The study of semi-strong efficiency most frequently cited is that of Fama, Fisher, Jensen and
Roll (1969), further referred to as FFJR. These authors examined the NYSE reaction to
stock splits. A number of prior studies had suggested that stock splits increased the value of
the firm. This was seen to be an anomaly by many researches, because stock splits only

involve changes in the number of shares per shareholder, without changing the percentage of

ownership, the company's earning- prospects, or the physical structure of-assets. FFIR
argued that stock splits were more likely to occur during abnormally good periods, when
companies had performed well relative to the market. Their data comprised 940 splits

between 1927 and 1959 and for each split they estimated the following Ordinary Least

Square equation:

r,=a,+br, +e, (2.12)

where r, is the return of the ith firm in month ¢, q; is the intercept term for firm i, r,, is the

market return in month ¢, and e, is the residual error.
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Two types of data were examined; Firstly, the excess returns 30 months before and 30
months after the splits, and secondly, the cumulative excess returns. FFJR showed that
cumulative returns increased before the stock splits and this was most pronounced 10
months before a split took place. After the split, the stocks on average performance were
without abnormal. return. It was suggested that the market anticipated the better

performance of the firms and FFJR interpreted the splits as being confirmation of this.

FFJR concluded that splits could not be used to generate trading profits by buying on

announcement, because security prices would already reflect this information. Hence, FFJR's

study provided evidence that the stock market is semi-strong form efficient.

Strong form tests of market efficiency are concerned with whether all information, private or
public, is fully reflected in security prices. If market efficiency is strong, no speculator can
gain. Neiderhoffer and Osborn (1966) showed that NYSE specialists used their monopolistic
access to generate trading profits. In 1968, a study by Lorie and Neiderhoffer examined the
possibilities of insider trading profits. In the US, potential insiders, such as top firms'
managers, are required to declare any transaction in their firm's shares to the Securities and
Exchange Commission (SEC). Lorie and Neiderhoffer studied the SEC's files of security
transactions and found that excess returns could be made by trading on inside information.

Fama's (1970) survey on efficient markets concluded that, in general, markets are efficient.

Later works in this area showed that market returns might be predictable. In a second study,
Fama (1991) found predictability of long horizon stock returns, in contrast to the conclusion
drawn in Fama (1970). In the 1991 paper he acknowledged strong negative autocorrelation
in 2- to 10-year returns due to large, slowly declining temporary (stationary) components of
prices. There was also evidence on return predictability from other variables, such as
dividend yields and E/P ratios, which favoured market inefficiency. Other works, which test
market efficiency, such as De Bondt and Thaler's (1985, 1987) overreaction hypothesis are

reviewed in Chapter 3 since they relate to the size effect. Various other anomalies are

considered in the next section.
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2.4. Evidence against market efficiency

Le Roy and Richard Porter’s 1975 paper (published 1981) suggested that if returns were
unpredictable this would imply that asset prices should have ‘lower volatility relative to
dividend volatility. The so-called volatility test performed by LeRoy and Porter ascertained
that the more information agents have, the greater the variance of price and the lower the

variance of discounted returns.

These facts implied that hypothetical variation in agents' information induces a negative
relation between the variance of prices and the variance of returns. Thus, if agents have very
little information, stock prices will not be much different from the discounted sum of
unconditional expected dividends. Therefore stock prices have low volatility. In this case the
realisation of actual dividends comes as a near-complete surprise, inducing high volatility in
actual returns. However, if the agent has a great deal of information about future dividends,
stock prices will have almost as much volatility as discounted actual dividends, the two
being highly correlated. Hence, significant surprises occur very seldom, implying that returns

will usually be nearly equal to their uncondittonal expectation.

Given that price and return volatility depend monotonically on how much information agents
have, it follows that, if bounds were placed on agents’ information, these would induce
bounds on the variances of price and return. Having in mind Fama's definition of weak-form

efficiency, the obvious choice of a lower bound on agents' information means that agents

know past returns but nothing else.

Le Roy and Porter’s (1981) volatility test confirmed that stock price volatility was higher

than could be predicted by dividend volatility, thus providing evidence against efficiency.

Shiller (1979, 1981) found similar results.
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2.5. Ordinary Share Valuation Models

The main ordinary share valuation models are reviewed 1n this section. Most of these models

include a single-security valuation, rather than portfolio combination approaches.

Another feature of these models is the lack of variables that price the risk of an asset and,
therefore, the asset's return variability has no impact on firm's value. None the less, such
models as the Dividend Discount Model (DDM) and the Price/Earnings ratio model (P/E)
are powerful tools for the assessment of individual assets, due mainly to the direct relation of
the market value to the return generating process. It is likely, however, for one to argue that
the accounting indicators are not precise due to creative accounting and accounting

standards incompatibility (see section 2.5.4).

The practical use of conventional ordinary share pricing models requires a time-series

estimation of past performance indicators. In this instance, they resemble the Market Model

approach relating past share price behaviour to the current price and expected future return.

The Dividend Discount Model and P/E ratio model are often referred to as share price
fundamental models as they attempt to derive the share value from the discounted income

flow, reflected in firms’ accounting reports. If the accounting reports represent a true and
fair picture of firms' activities, DDM and P/E ratio models are natural models for assessing

share value, as they stem from fixed interest security models of valuation. For both fixed
interest securities and ordinary share valuation models there are two unknowns in the

general Present Value equation, 1.e., the income stream and the discount factor.

2.5.1. The Dividend Discount Model

—

Owners of a company have a legal claim on the company's net assets, i.e., assets minus
liabilities. The net assets, however, due to a number of factors, are a rather elusive category.

A more realistic outcome for an investor's claim is the market value of their shares. As the
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market value of a share 1s subject to frequent movements, investors cannot be sure that they
will get a good deal when selling their shares. That i1s why one may estimate share value by

taking the present value of all future expected dividends:

V= | | 2.13
z"(1+z 1 (2:23)

where E(d,) is the expected dividend to be received in period ¢, and T is the number of

periods before the last expected liquidation dividend from the stock.

Equation (2.13) is identical to the Present Value model, the only difference being that the
cash flow is now replaced by the dividend payment stream. Future dividends can be
projected with the aid of proforma balance sheets and income statements. However, as
dividends cannot be estimated infinitely far into the future, equity valuation models typically
make the simplifying assumption that the dividend stream becomes constant at some future
period. Because the constant dividend stream represents perpetuity, the value of the stock at

time ¢ will equal the expected constant dividend at this time divided by the required return.
= -——2 f (2.14)

2.5.2. The Constant Growth Model

If dividends are expected to grow at a constant rate g and the term structure of interest rates

is flat, equation (2.14) converts to

d0(1+g)
I— g

V= (2.15)
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where d, represents the nominal dividend on a share at the time #,. Equation (2.15) shows

that equity value 1s a positive function of dividend growth rates and a negative function of
the required return. However, the model muddies the relationship between equity values
(prices) and inflation. Thus, during periods of inflation, when both i and g increase, the final
effect on V is unclear. Research on the relationship between inflation and stock returns

provides evidence of suppressed stock prices during inflation.

The constant growth model provides some insight as to why stock prices, respectively

returns, are highly volatile. Assume that d, and i in equation (2.15) are held constant, while
the dividend growth g chailges. Table 2.1 shows the impact of the changes in gon the

value of stock V.

Table 2.1
~ Impact from the changes in gon V

100.00 1.82
66.06 1.82

49.09 1.82 0.08
38.91 1.82 0.07
32.12 1.82

27.27 1.82 0.05

This constant-growth formula makes it easy to see why quite small changes in the views of
investors can lead to large variations in the stock price. For example, imagine that stock A is
expected to pay a dividend next year of £1.82 and that the dividend is expected to grow
indefinitely at an annual rate of 10 percent. If investors require a return on the stock of 12
percent, the current price will be £100. If, however, the growth rate was overestimated, or
markets readjust their view and perceive 8 percent dividend growth, then stock value

plummets to £49.09.
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Thus, the high sensitivity to small changes in the estimate of g is a major problem with the

constant growth model, which sometimes may lead to ridiculous valuations. For most
companies the constant growth model is not particularly applicable, except as a very rough
valuation of very stable companies or the stock market as a whole. Besides, dividend growth
may not always indicate growth in the company’s value: it may imply scarcity of investment
opportunity and decline. Empirical evidence in Benartzi et al (1997) even suggests a lack of

support for the hypotheses that dividends have information content about future earnings

changes.

2.5.3. The P/E Ratio Model

Price/earnings ratios, which are often called P/e ratios, measure the price paid per pound of
earnings. Throughout substitution, equation (2.15) can be converted into a model in which

the company’s value is a function of earnings e. The numerator in equation 2.15 equals the

expected dividend in the next period, i., d,(1+g)= d,, since g represents the periodic

constant growth in dividends and earnings. The expected dividend d,, the numerator, is

equal to the expected earnings times the dividend payout ratio, where the dividend payout

ratio is the percentage of eamnings paid out in dividends, i.e., d/e. Thus, the numerator in

equation (2.15) can be re-written as d, = e, (d/e). Dividing both sides by e, yields

4

(2.16)

Equation (2.16) suggests the amount an investor would be inclined to pay for a pound of the
company’s earnings in the next period. The model indicates that investors are willing to pay
more for a pound earnings if the earnings and dividends of the company are expected to

grow fast, and if the discount rate is low.
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Introducing the operational ratios into the P/E ratio model, and assuming a constant return

on equity (ROE = const.) and a constant earnings retention ratio (1 — d/e), yields
g = r(l - i)’ | (2.17)

where r denotes the company’s expected ROE.

Substituting 2.17 into 2.16 produces

A — (2.18)

Equation (2.18) casts a further insight on the investors’ behaviour. The higher the expé;:ted

ROE (r), the higher the amount that can be paid for a pound of future earnings, and vice-
versa. However, equation (2.18) also shows that high ROEs alone are not sufficient to

justify high P/e (V/e, ) ratios. A significant amount of earnings must be reinvested at this

high ROE in order for a very high P/e to be justified. The discount rate, on the other hand,

relates negatively to the value of the stock (V) The discount rates for different companies

should be different, reflecting variation in beta risk and transaction cost premiums. A simple
ROE ratio says nothing about the risk incurred. ROEs can often be magnified by increasing

the gearing ratio (Debt to Assets ratio).

? See Appendix 2.1 for mathematical proof of equation 2.17.
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2.5.4. The fallacy of models based on accountancy figures

The previous ordinary share valuation models rely heavily on accounting information.
Except in the simplest cash-based businesses it is impossible, even with the best will in the
world, to produce accounts which are anything other than an approximation which has its
basis in the transactions and events of the year under review. The biggest difficulty is that
companies are required to report annually. As a period of accountability there is a lot to be
said for the twelve month cycle. Unfortunately, it has no relevance at all to the natural
business cycle of any company one cares to mention. A baked-bean manufacturer would
have a cycle measured in weeks. A construction company would, however, have a cycle
measured in years. Yet both are obliged to report their results on an annual basis and to

report them using the same accounting standards.

In addition, there exists a natural craving from both the City and the companies’

management to see a rather smooth and uninterrupted growth of companies’ earnings, or as

Griffiths (1995) puts it:

‘The biggest problem it faces is the unwitting conspiracy between the City and

industry which ensures that the black and white which so much appear to

demand will be condemned always to a murky grey. While much is made of the
tension between companies and their investors there is a remarkable overlap in
their interests. Both would like to see a steady increase in a business's earning
growth profile. In reality it 1s rarely achievable. However, that does nothing to

diminish the zealous pursuit of this elusive Holy Grail.’ (p. xi)
There are many possibilities a company can employ in order to alter the ‘true and fair

picture’ of its performance, such as taking the costs up front and below the line, as well as

varying its income and expenses, fixed assets and deferred taxation.
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In some cases companies are incurring significant costs relating to rationalisation and
restructuring of business which are treated as extraordinary. The nature of these
programmes means that they could be quite often carried out over a number of accounting
periods. However, by taking the costs up front and below the line a company is able to
ringfence its profit and loss account and earnings per share from the otherwise negative
implications. It is not just in year 1 that the earnings per share figure is protected. The actual
cash to pay for the rationalisation is paid out in later years. The charge is made not against
profits for the year but against the provisions which have been set up at the outset and

treated as extraordinary.

The dégreé of flexibility of income and expenses is influenced considerably by the nature of
the business. It is much more difficult, for instance, to manipulate the sales of a supermarket
chain, which is essentially a cash business, than it is to tinker with the turnover attributed to
a leasing company where there is usually a much more tenuous relationship between the cash

handed over by the customer and the provisions of goods or services.

The warranty payments are themselves an area ‘which offers some creative accounting
opportunities. The way in which a company chooses to deal with them can have a marked
impact on the declared income for the year. There is a debate about whether the warranties
should be seen as a reduction in sales or an expense of the business. The financial effect

ultimately is the same but the way it is presented can give a rather different impression of the

same situation.

Take companies A and B. Both sell exactly the same numbers of the same product at the
same price. Both incur warranty claims amounting to half of their sales, and the other cost of
sales equates to 25 percent of the gross selling price. Assume sales are £24 million but that
Company A treats warranties as a cost of sale while Company B shows sales net of

warranties.

24




Chapter 2 Efficiency, Valuation and Structure

Table 2.2.

| CompanyA | CompanyB |
1 ¢em | o Em) ]
_ Sales | 24 | @12
_ Costofsales | 18 | 6
__Grossprofit | 6 | 6 |

The gross profit eﬁgure is the same, but compény A 1s making an apparent margin of 25
percent on sales while company B is making a S0 percent margin. Company A looks like a
high volume low-margin business where as company B appears to be operating in high-
value-added territory. That could have quite an impact on the perceptions which outside

investors have of the two companies.

The great thing about fixed assets is that their values are completely mobile. :I‘he purchase
price sets the benchmark from which the creative accounting process begins. The
justification for this creativity 1s actually embodied in company law, which permits three
different bases for the valuation of fixed assets to be adopted. Alongside the old favourite of
historical cost, which is simply the price paid for an asset, the legislation also allows market
valuation to be used. Companies can also state their fixed assets at current cost although the
law gives no indication of what it means by this rather vague term. Given this overt approval
of a variety of valuation methods, it is not surprising that most businesses are more than

happy to take advantage of them.

It is both difficult and dangerous to attempt to manipulate the actual tax bill artificially. The
flexibility arises from the mismatch between the Revenue's attitude to a company’s tax

liability and that adopted by the accounting standard setters.

At the heart of the mismatch are the differences between the tax treatment of some items of
income and expenditure and their accounting treatment. These differences may be permanent
or temporary, and are a function of what are known as timing differences, so called because

they reflect the fact that a tax liability will arise at some later point in time.
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It follows that the analysis based on accountancy figures may lead to deceptive estimates of
companies’ value. Furthermore, the accountancy reports come into the public domain well
after the events they describe. Although accountancy reports convey highly sensitive price
information, if one believes in stock market efficiency, this information is grossly
incorporated into prices, before reports are published. An equilibrium model which makes

use of the information embodied in market prices is the Capital Asset Pricing Model

(CAPM).
2.5.5. The Capital Asset Pricing Model (CAPM)

The CAPM was introduced into the theory of equilibrium asset pricing by Sharpe (1964)
and Lintner (1965) from the ideas put forward by Markovitz (1959). Markovitz (1959)
developed a model that prices individual assets based on the variance-covariance matrix of

these assets’ returns. Although ingenious, Markovitz’s model is not applicable in practice,

due to the large number of covariances required for optimising the portfolio structure.

The CAPM is an elegant and attractive model that offers the prospect of being able to ignore
investor prefe}ences when pricing assets. Each asset price depends only on the asset’s
covariance with the market, which simplifies the estimation procedure exceedingly. Sharpe
and Lintner showed that if investors have homogeneous expectations and optimally hold

mean-variance portfolios then, 1n the absence of market frictions, the portfolio of all invested

wealth, or the market portfolio, will itself be a mean-variance efficient portfolio.

The Sharpe and Lintner derivations of the CAPM assume the existence of lending and

borrowing at a riskfree rate of interest. The expected return of asset i, for this version of the

CAPM, is:

E(Rm )-rf

E(Ivi’,,)=rJr +W

s(R,R) - (2.19)
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E(Ri)= rf+Bim|.E(Rm)_rfJ- (220)

where,

E(R, )- the expected return of security i,
E(R_ )- the expected return of the market,

r, - the risk free rate of return which compensates for the time value of money,

_o(RR,)
Bim o Gz(Rm) ‘

Equations (2.19) and (2.20) state that the required equilibrium ex-ante return on asset i is

equal to the return r,on a risk free asset and a risk premium, ,lE (R, )-—rf J The risk

premium for asset i is proportional to the systematic risk, beta, where E (Rm)-rf 1S the

market risk premium. The unsystematic risk €, is the specific risk associated with i, which

can be diversified away by investing in a portfolio. Therefore, the market does not

remunerate investors for their specific risk exposure.

In the absence of a riskfree asset, Black (1972) derived a more general version of the
CAPM, known as the Black version. The Black CAPM uses the return on a portfolio that

has the minimum variance of all portfolios uncorrelated with the return of the market

portfolio, or the zero-beta portfolio. Specifically, for the expec‘tefd return of asset i, E (R),

we have
E(R,)=ER,,)+B.[ER,)-ER,,)] (2.21)

R_ is the return on the market portfolio, and R, is the return on the zero-beta portfolio

m

associated with m. Any other uncorrelated portfolio would have the same expected return,

but a higher variance. Since it is wealth in real terms that is relevant for the Black model,
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returns are generally stated on an inflation-adjusted basis and £, is defined in terms of real

returns. Econometric analysis of the Black version of the CAPM treats the zero-beta

portfolio return as an unobserved quantity, making the analysis more complicated than that

of the Sharpe-Lintner version.

The CAPM can be presented in terms of fair game as follows

Yie = Ri,r -E(Ri,r /I&:',t)’
E(Ri.t /Bi.t)= 'y + [E(Rm,t)_ et ]B,',; ’
E(yi,t /ﬂir)= 0.

where ﬁu is the estimated market risk.

The CAPM tests the joint hypothesis that the CAPM is the appropriate equilibrium model

and that markets are efficient. If this 1s the case, then E ()’:,:) must be a fair game. There 1s

evidence that the difference between the actual return and the expected return is either non-
zero, or exhibits predictable components. An extensive review of this evidence, in relation

to the size anomaly, is presented in Chapter 3.

The following section (2.6) considers stock market microstructure issues and the possibility

that stock prices exhibit different behaviour under different trading rules. As the model

applied for testing the size anomaly (CAPM) employs stock prices, any failures to reflect

information may weaken the performance of the model.

2.6. Stock Market Mechanism and Price Discovery

It is a common view that the stock market is a place where trade between market agents
takes place. As such, the stock exchange has been covered in mystique. Commentators have

been fond of using the analogy of the club to describe the system of self-regulation which
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operated in the City. The City relied on light self-regulation with occasional intervention

from the Department of Trade and Industry and the Bank of England. The Stock Exchange

formed its own rules, and takeovers and mergers were regulated by a code, which had no

legal force.

Hilaire Belloc's famous rhyme epitomises it:

'In the City they sell and buy

and nobody ever asks them why.

But since it contents them to buy and sell

God forgive them, they might as well.’

People do not know what goes on in the City. They doubt if it is very valuable, but so long

as it does not interfere too much with what is going on 1 the rest of the economy, they are

content to let it go on happening.
2.6.1. Trading Mechanism in Securities Markets.

The crucial function of a trading mechanism 1s to transform the latent demand of investors
into realised transactions. Recent empirical research suggests® that the trading mechanism, as
a part of market structure, has an important effect on the properties of asset prices. The key

to this transformation is the process of finding market clearing prices, known also as price

discovery.

Stock prices in world stock markets are formed under two major mechanisms: a continuous
quote-driven system where dealers post prices before order submission and an order-driven
system where traders submit orders before prices are determined. The order driven system
can either be a continuous auction with immediate execution, or a periodic auction where

orders are stored for simultaneous execution.

®See for example, Amihud and Mendelson (1987), Stoll and Whaley (1990), Amihud and Mendelson (1991)
and Draper and Paudyal (1997).
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The London Stock Exchange (LSE) uses a quote-driven system, where a trader can acquire
price quotations before trading and order execution. Contrarily, in many other European

stock markets, orders must irrevocably be submitted before prices are determined.

Pure forms of the quote-driven (continuous) and order-driven systems are not present in
practice. Every stock market adopts different features of both systems in different degrees.
Continental European markets are traditionally order-driven (e.g., the Paris CAC system)
and as such depend primarily on limit orders of public participants to 'drive’ the market. The
L.ondon Stock Exchange (LSE) is, on the other hand, historically a quote-driven system,
relying on the market-makers' commitment of substantial capital to provide a deep market,

standing ready to trade very large blocks of stock.

Madhavan (1992) shows that equilibrium may not exist in continuous mechanisms (i.e., the
quote-driven system and the continuous auction) unless there is a minimum amount of
noninformation trading. It is not, therefore, by chance that there is a relatively high degree of
transparency of the CAC system compared with the LSE. The full breakdown of the central
order book is visible to all Bourse members, including the codes identifying the number of
firms which have placed each order. However, this 'pre-trade transparency’ is diminished by
the use of 'hidden orders', i.e., the undisclosed portions of orders which only become visible

as the disclosed portions are executed.

Due to secular competitive pressures during the eighties, many of the European Stock
markets underwent changes. The LSE was the first in Europe to launch a full-scale
restructuring’, albeit not without blustering resistance from many of its members. The
reforms in the LSE involved scrapping the traditional distinction between jobbers and
brokers, opening dealership to banks and other financial institutions, liberalising
commissions, introducing a screen-based system, halving the stamp duty on UK equity and

exempting non-UK equity from duty.

T Known by the name ‘The Big Bang’.
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However, London retained one basic feature of its former trading system — i.e., its dealership
structure. Although there were suggestions for a possible introduction of an automated
order-matching system, it was feared that, for most stocks, the order flow on the LSE would
be insufficient to sustain it. Few stocks were actually traded, and therefore the ‘private

liquidity’ of dealers was thought necessary to provide price continuity and timely execution.’

Another important issue for stock market functioning is the type of order an investor can

put. There are essentially two types of order — market order and limit order.

2.6.2. Types of Orders

The market order is probably the most common. When investors place an order at the
market, they are telling the broker to buy or sell stock at the best possible price at that time.
A market order will always be filled. The drawback is that it may not be filled at the price an
investor expected or wanted. For instance, an investor wants to buy Imperial Chemical
Industries (ICI). He or she calls their broker and tells them that ICI is currently trading at
760 bid, 765 ask. The bid is the price the market-maker is willing to buy the stock at. The
ask is the price the market-maker 1s willing to sell the stock at. When the broker gets back to
the investor, he tells him that he bought, say, 100 shares of ICI at 770. What happened?
Between the time the investor gave the broker the order and the order -was filled by the

market maker, the price went up. One should keep in mind that the price of ICI could have

easily been filled at 755 had more people been selling rather than buying at that time.

A 'Limit Order' is a request to the broker to buy or sell a specific amount of stock only if a
certain price specified by the investor or better can be obtained. If the specified price is not
within the current market quote, it is said to be 'away from the market' and will be entered
into the market-maker’s book beneath any other orders. This means that there is no

guarantee that a limit order will ever be filled.

® See Kregel (1990).
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When deciding whether to place a limit order or a market order, the investor needs to

evaluate the tradeoff between a guaranteed fill, which might be different from what he
expects, and getting the price he wants but perhaps not getting filled. It all depends on his

analysis and needs.

A stop order represents a conditional market order that is triggered by a transaction at a
certain price specified by the investor. A stop buy order immediately becomes-a market
order to buy if other investors conduct a transaction at the specified stop price or higher. A

stop sell order becomes an immediate market order to sell if other investors conduct a

transaction at the specified price or lower.

There is also a stop limit order. A buy stop limit means that as soon as trading occurs at the
target price, the order becomes a limit order to buy. A sell stop limit order means that as

soon as the stock hits a target price, the order becomes a limit order to sell.

There are also three types of orders which can be placed with respect to the duration of time
the order stays open. The first is called a 'Day Order'. A day order is just as the name
implies: for the day only. At the end of the day if the order is not filled, it is cancelled. The
second type of order is called 'Good Till Cancelled' (GTC). An order which is Good Till
Cancelled, GTC, means that until the investor tells his broker to cancel the order, the order

remains open on the market-maker’s book and can be filled at any time.

The last type of order is most frequently used in options and futures trading on a day trading
basis. However, it may also be used in stock trading although not all firms will accept it. It's
called a 'Fill or Kill' order. Usually, it 1s placed with a time limit. For instance, a '10 minute

fill or kill' means that if the order is not filled in the next ten minutes, kill the order.

Thus, investors can either choose to trade via limit order and supply liquidity to the market
or choose to trade via market order and demand liquidity from the market. On this basis,

Glosten’s (1994) framework has two types of investors: patient traders, who supply liquidity
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to the market, and other traders, who wish to trade immediately. Handa and Schwartz

(1996) find that the viability of an order driven market depends on limit order trading being

profitable for a sufficient number of public participants.

2.6.3. Transaction costs and Market structure

One of the most consistent empirical findings regarding the relative efficiency of the auction
and dealer market is that auction markets offer lower transaction costs. However, auction
markets are unable to provide immediate execution of large orders without substantial ‘price
erosion’, or market impact. In other words, auction markets offer cheap execution, but can
provide immediacy for retail-sized orders; a trader who wishes for immediate execution of a

large order can only obtain it cost-effectively in a dealer market.

There are differences in the pre- and post-trade transparency of the order and quote-driven
markets. In a dealer market (LSE), the maximum level of pre-trade transparency is achieved
with publicly visible two-way quotes. However, no one can see the consolidated order flow,
which has an impact on the market at each moment, and can at best try to infer some
information on the orders received by other dealers by observing their quote revisions and by
trading with them. Post-trade transparency in dealer markets is, again, much lower than the
post-trade transparency in the order-driven markets, where participants know immediately

about volumes and prices of the deals. In the LSE, on the other hand, trades must be
manually reported to the exchange within a set time limit, after which they may be published,
perhaps with a time delay, according to the rules of the exchange. These rules underwent
three changes from 1986 to 1996.” From October 1986 to February 1989, prices were
published immediately. From February 1989 to January 1991, the prices of trades which
exceeded £100,000 were subject to a 24-hour delay. From January 1991 to January 1996,

there was a 90-minute delay in publication for trades which exceeded three times normal

market size (NMS)"°.

? See Gemmill (1996).
19 Each share is allocated to one of twelve NMS bands, based upon customer turnover in the last 12 months.
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The rationale'' behind the delayed publication is that market-makers commit capital to
provide immediate ‘private liquidity’ for investors looking to buy or sell at a specific point in

time, regardless of whether there happens to be a natural counterparf at that point of time'?.

2.7. Conclﬁsion

In respect to the size anomaly, it is expected that the Bid-Ask spread should decrease as size
increases. Therefore, the Bid-Ask spread should be taken into account when estimating the

magnitude of the size anomaly.

Another interesting point 1s the variation in the rules of price publishing: in particular the
period from February 1989 to January 1991, when prices of trades which exceeded
£100,000 were subject to a 24-hour delay. This threshold did not take into consideration the
fact that the average market values of the lowest and highest decile were £14m and £5330m
res;;;actively in 1990. Both deciles faced the same publication rules, but it was much easier to

buy-out or sell-off in the smallest market decile, and still enjoy non-publication for 24 hours.

'! A report by the Office of Fair Trading (1994) argues that delayed publication confers unfair competitive

advantage on large market-makers.
'2 Market-makers are also exclusively entitled to gather inside information about the firms they are dealing
in. Large conglomerates, on the other hand, are compelled by law to prevent inside information leakage

across different divisions within the conglomerates. (See McVea (1993)).

34



Chapter 2 Efficiency, Valuation and Structure

Appendix 2.1

Dividend Growth Rates and the Return on Equity

Assuming a constant return on equity (ROE), r, a company’s expected earnings'” in period
1 could be presented as

e, = E,r (A.1)

where E, is the equity capital in period 0, and ROE=r=¢/E.
In period 2, the earnings are equal to

e, =E,r (A.2)
where
E =E,+[e,(1-d/e), (A.3)

or in other words, the Equity in period 1 are equal to the Equity in period O plus the earnings
in period 1, times the constant earnings retention ratio.

Replacing e, in A.3 with the right-hand side of A.1 yields

E =E,+|E,;r(l-d/e)l=E,1+{r(1-d/e)} (A.4)
Inserting A.4 into A.2 for E , we get

e, =E 1+ {r(l—d/e)flr (A.5)
Dividing e, in A.5 by e, in A.1, results in

e,/e, =1+[r(1-d/e)] (A.6)
which in turn implies an earnings growth rate equal to

g=r(l-d/e) (A.7)

'3 Expected earnings are net after paying taxes and interest.
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Anomalies' Literature Review

3.1. Introduction

Market anomalies can be defined as phenomena where share price behaviour does not
comply with investors' rationality or where there are no plausible ways of explaining the
anomalous price movements within a set paradigm. Most anomalies have been documented
as recurring events which 1mply either investors' failure to take them into account, or some
factors not specified by the Capital Asset Pricing Model (CAPM), which affect the pricing
of assets. If the latter case 1s true, then the benchmark CAPM must be misspecified. In the

former case the CAPM is undermined, as it would imply non-rational behaviour of investors.

The Stock Market Equilibrium, as defined by the CAPM, assumes two kinds of risk:

systematic, or market risk, and non-systematic, or diversifiable risk. An investor should only
be remunerated for suffering systematic risk. As the non-systematic risk can easily be
diversified by investing in a portfolio rather than in a single asset, no refund should be given
for this type of risk. Therefore, if a group of assets, selected on a basis different to their
market risk, 1.e. beta, earns returns higher than its overall beta suggests, it would constitute

digression from the Efficient Market Hypothesis (EMH) and equally from the CAPM.

Market anomalies in general relate to the EMH. One group of market anomalies relates to

the CAPM directly. This group of anomalies, such as P/E, size, and Book to Market

anomalies, challenges the CAPM by assuming other risk factors in addition to beta.
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The other group of anomalies undermines the weak-form of the EMH test, known also as
the random walk test. According to the weak EMH test, publicly available information can
not be used to predict future prices. If markets are efficient in their weak form, they should

quickly incorporate publicly available information, so that no one would be able to earn

excess returns by using some sort of public information, including share prices. Within this
second group fall several anomalies, known as calendar anomalies, as well as stock market

overreaction and the reversal of large stock price decreases.

When some obvious indicator is used to foresee the future movement in a share price and
there is regular success in predicting it, an anomaly is present. Indicators predicting the likely

price behaviour, which are also publicly available information with very low cost of

collection, can be referred to, such as:

I. Stock Market Statistics.

II. Firms' Balance Sheet and Statements.

I11. The Calendar.
IV. A combination of I. and II.

Some of the anomalies which have been documented since the late 70s and early 80s and

attract greater interest can be summarised by the sources of data:

L. Stock Market Statistics.

1. Small Firm Anomaly.
2. Initial Public Offering (IPO) Anomaly.

3. Long Run Stock Market overreaction, e.g. Mean Reversion.

4, Reversal of Large Stock-Price Decreases.

I1. Calendar
1. The Day of the Week Effect.

a. Friday Effects.
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b. Weekend anomaly (Monday effect).
2. Holiday Effect.

3. Turn-of-the-month Effect.

4. January Effect.

II1. A combination of Stock market statistics and Firm's Balance Sheet and Statements.

1. Price/Earnings ratio Anomaly.
2. Book-to-market Anomaly.

st

This chapter is organised as follow: The next section (3.2) reports on evidence of the size
anomaly and the likely explanations of it, such as size effect reversals, stock market
overreaction, transaction costs, marginal firms and neglected firms. The last sub-section

(3.2.7.) looks at some recent advances in the relationship between the Book-to-market and
other factors associated with the size anomaly. Other anomalies’ associated with the size

anomaly, i.e., the Initial Public Offering (IPO) and the Calendar anomalies, are considered in

the subsequent sections.

3.2. Sﬁlall Firm Anomaly
3.2.1. Evidence

The 'firm size' effect was documented by Banz (1981) and Reingahurﬁ 61981); According to

their studies, small firms have higher average returns than larger firms, even after adjusting

for market risk beta.

Banz (1981) examines the linearity of the CAPM relationship by forming market value (MV)
portfolios and then including the ratio of portfolios' MV to the total market value as an
additional variable to the market risk (beta) factor in the cross-section return relationship.

He finds a negative and persistent relationship between returns and market value of equity
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for a sample of all common stocks listed on the NYSE for at least 5 years between 1926 and
1976 throughout all sub periods.

The final results of the study show that, in the period 1936-1975, the common stock of small
firms earns on average, higher risk adjusted returns than the common stock of large firms.
Banz notes that his study is not based on a particular theoretical model, and therefore it is
not possible to determine whether market value per se matters or whether it is only a proxy
for unknown factors correlated with market value.

Banz's model relied essentially on Black's (1972) zero-beta CAPM, incorporating size as an

additional variable,
E(R))=Y, +v,B; +7.00, -9,)/¢,,] | (3.1)

E(R;) =texpected return on sécurity 1,

Y, = expected return on a Z€ro beta portfolio,

¥, =expected market risk premium,

¢, =market value of security i,

¢ =average market value of all securities in the market ,

Y, =constant measuring the contribution of ¢, to the return of a security .
.
If there is no relationship between ¢, and expected return, i.e. Y~= 0, then (3.1) reduces to

the Black (1972) version of the CAPM. In respect to the errors-in-variables problem, Banz
concludes that it should not be a factor as long as the portfolios contain a reasonable number

of éecurities, so that the extreme high and low beta error-in-variables would cancel out.
The major empirical result is a significantly negative estimate for Y, for the overall time

period. Thus, shares of large firms appeared to have smaller returns, on a\}erage, than small

firms with similar risk.
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This result, however, should be considered with caution, as Banz reports that:

'The correlation between the mean market values of the twenty-five
portfolios - and their betas is significantly negative,r which might have

introduced a multicollinearity problem.' (Banz 1981, p.11)

This multicollinearity is regarded as a major problem in testing the size and other anomalies,

and subsequent papers suggest ways of tackling it.

Reinganum (1981), whose paper was published simultaneously with Banz (1981), challenges
Ball's (1978) E/P effect by providing evidence of the superiority of the 'size effect’ over the
E/P effect. The E/P effect, also called price/earnings ratio anomaly, states that stocks trading
on a high E/P ratio (low price/earnings ratio) outperform the market averages. To answer
the question as to whether the E/P and market value of a firm are related or independent,
Reinganum classifies firms by both the market values of the common stock and E/P ratios.
Twenty-five portfolios are formed, in ascending order, from the lowest MV and E/P to the

highest. Then mean excess returns and betas for these portfolios are estimated.

All E/P portfolios within the lowest MV quintile have positive excess returns. However, not
all of the MV portfolios within the lowest E/P quintile have positive excess returns. Thus,
portfolios formed on MV are more powerful in explaining excess returns, compared to those
formed on the basis of E/P ratios. Therefore Reinganum classifies the CAPM as misspecified

and defines the size, rather than E/P ratio, as more closely related to equilibrium pricing.

Possible explanations emerged as soon as the size anomaly was documented. Roll (1981)
claimed that small firms’ thin trade was a possible cause of beta underestimation. Roll
expresses a doubt that small capitalisation firms are able to earn excess return when adjusted
for risk. Although it is a common belief that small firms are riskier, he still maintains that risk
measurements are incomplete. In order to prove this incomplete measurement hypothesis,

Roll estimates the return variance of the Equally Weighted Index and Standard & Poor's 500
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Index (value weighted) for different time intervals. Then the ratios of the variances between

the two indices are calculated for the corresponding time intervals.

The result is puzzling. The variance ratio (0,/0,,, ) gradually increases from 1.05 for daily

intervals to 3.166 for semi-annual intervals in the period 1962-1977. As is well known, the
equally weighted return index 1s more populated by small firms, the S&P-500 by large firms.
Hence, the relationship between equally weighted and S&P-500 indices could be treated as a
relationship between the returns of small and large firms. As the ratio of the equally

weighted and S&P-500 return variances changes, when measured for different intervals,

movement in the risk measurement should be expected.

On the basis of this evidence, no rational investor whose preferences are to hold his portfolio

for more than a day would regard a well-diversified small firm portfolio as equal in risk to a

similar well diversified large firm portfolio.

The reason for this measurement bias originates in infrequent trading, inherent in small firm
assets. As small firms' assets are not traded for days or even months, their prices do not
fluctuate like the prices of large firms. Therefore, the traditional way of estimating return

variances and beta underestimates the true risk of holding small firm assets for longer

investment horizons.

To solve the problem of incomplete risk measurement, Roll uses both an ordinary method
and Dimson's (1979) method, regressing the Equally Weighted Index against the S&P 500
Index. As a result, Dimson's beta is always higher than the ordinary beta estimated for the
1963- 1977 period. The actual beta 1s obtained by summing the lagged, contemporary and
lead beta estimates, a technique, which according to Dimson (1979), allows for infrequent
trading of small firms' shares. The inclusion of lead and lagged independent variables aims
to deal with the thin-trading problem. Thin-trading is a common feature of smaller size
firms, in which the number of shareholders is significantly lower than the number of

shareholders in larger companies. As a result, small companies’ shares are not traded for
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long intervals and thus their prices may remain unchanged, especially when the observation

frequency is short. In OLS terms, beta would be biased, if estimated only from the

contemporary market index.

Thus Roll rejects the existence of size effects and challenges the significance of the previous

works. Roll states as a major conclusion:

Trading infrequency seems to be a powerful cause of bias in risk assessments

with short interval data.' (Roll, R., 1981, p.887)
Reiﬁganum (1982) reacts to Roll's (1981) conjecture on the firm size effect. The results from
his investigation reveal that average returns of small firms exceed those of large firms by
more than 30 percent on an annual basis. Even if Dimson's (1979) estimator is employed,
beta could not explain more than a 30 percent difference in the average portfolio returns.
At the end of each calendar year all common stocks listed on NYSE-AMEX are placed into
one of ten portfolios, based upon the stocks' relative position in the value ranking. The ten
market value portfolios are updated annually, in order to account for the changes in the

assets' market capitalisation. The number of firms that satisfy the data requirements ranges

from 1457 in 1963 to over 2500 in the mid 1970s.

The portfolio betas are estimated using OLS and Dimson's (1979) aggregated coefficient

method. The following regression 1s run to test for the magnitude of the size effect in each of

the 180 months from 1964 through to 1978.

(R S
L]

Rpt =Y or +erpr "'YZrSpy "'epr | ’ | (3_2)

R, = return in month ¢ on market value portfolio p,

B, = estimated Dimson's beta for portfolio p during year y,

S ,, = logarithm of median firm size in portfolio p at the end of year y-1,

P
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€ ,, = disturbance term.
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Table 3.1.
Average size effect and Standard Error for selected periods
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Table 3.1 shows the significance of the size effect for the investigated period and selected

sub periods. It is evident that the size effect is unstable and insignificant for the sub period

01.69/12.73.

Further analysis ‘reveals that small firm portfolios have higher beta than larger firm
portfolios, which raises the question whether it is a small firm effect or high beta effect. The
separate assessment of beta and size is, apparently, exacerbated by the negative correlation
between size and beta. A similar dilemma exists when the significance of several factors,
such as beta, size, market-to-book value, E/P ratio, etc. are to be tested in one multivariate
cross-sectional return relationship.

Jegadeesh (1992) suggests an approach that alleviates the multicollinearity problems. First
he forms ‘10 size portfolios, in a manner similar to the previous studies, and then each size
portfolio is split into 2 portfolios, one with high beta and the other with low beta. The target
high beta is 1.25 and for low beta, 0.75. Thus, the correlation between size and beta is close

to zero, as beta remains constant owing to the design of the portfolios.
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Jegadeesh finds negative and statistically more significant size coefficients than beta

coefficients in both high and 'low beta cross-sectional regressions. Furthermore, beta

coefficients are negative.

Another approach to tackle the multucollinearity problem i1s applied by Fama and French
(1992). Their method consists of forming a number of portfolios sorted by a given criterion,
then each of these portfolios is ranked according to a second criterion. An example is
forming, say, S size portfolios first, and then sorting each size portfolio into 5 portfolios

ranked by beta.

If there is a rate of return pattern across size portfolios and no pattern across beta ranked

portfolios, the size rather than the beta should be considered as a determinant of the cross

section return differences. - 4

Fama & French (1992) aim to evaluate the joint roles of market beta, size, E/P, leverage and

book-to-market equity in the cross section of the'average returns on NYSE, AMEX and

NASDAQ stocks. =~ h S L

Fama & French confirm the previous findings, i.e., the relation between betas and average
returns disappears during the most recent 1963-1990 period, even when betas are used alone

to explain average returns. When common stock portfolios are formed on size alone, Fama
& French find that average return is positively related to beta. However, size portfolios'
betas are almost perfectly correlated with the size, so that the test is unable to distinguish
between beta and size influence on returns. Hence, Fama & French need to:apply more

sophisticated techniques to eradicate the high correlation.

After assigning firms to size-beta portfolios in June, Fama & French calculate the equally
weighted monthly returns on these portfolios for the next 12 months. In this manner, they

obtain post-ranked monthly returns from July 1963 to December 1990 on 100 portfolios
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formed on size and pre-ranking beta. Betas of every size-beta portfolio are estimated, using
the full sample (330 months) of post ranking returns on each portfolio.
Beta is estimated as the sum of the slopes in the regression of a portfolio return on the

current and previous months’ ‘market returns. According to Fama & French, additional leads

and lags of the market have little effect on these beta estimations.

When Fama & French investigate portfolios based on pre-ranking betas, they find a strong
relationship between average returns and size, but no relationship between average return
and beta. When portfolios are formed on size alone, Fama & French observe a strong
negative relationship between average return and beta. Average returns fall from 1.64
percent per month, for the smallest capitalisation portfolios, to 0.90% for the largest. Post-
ranking betas also decline from 1.44 percent for the smallest portfolio to 0.90 for the largest.
Like the size portfolios, the beta sorted portfolios do not support the Sharpe (1964), Lintner
(1965) and Black (1972) (SLB) model. There is a little spread in average returns across the

beta portfolios, and there i1s no obvious relationship between beta and average returns.

Therefore Fama & French's final verdict is:

e

"The proper inference seems to be that there is a relationship between size
and average return, but controlling for size, there is no relationship between

beta and average return.' (Fama and French, 1992, p.433)

Because Fama and French (1992) were initially interested in analysing the impact of leverage
on security returns, they excluded from their analysis all financial firms'. Barber and Lyon

(1997) examine a large holdout sample of financial firms, which they test for the robustness

' 'This study defines financial firms as those belonging to retail and merchant banks, insurance and life
assurance companies, other financial, property and investment trusts, in line with the DATASTREAM

definition for financial firms. These firms are excluded from the study because of the differences in their
capital structure from the rest of the firms and to allow a comparison with other studies, most of which are

based on samples excluding the financial firms.
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of the relationship between the firm size, book-to-market ratios and security returns. Barber
and Lyon’s analysis is restricted to NYSE, AMEX and Nasdaq firms with available return
data from July 1973 through to December 1994. The comparison between the percentage
mean monthly returns for both nonfinancial and financial firms by size decile shows similar
patterns of diminishing portfolios’ returns as the size increases. In addition, the t-statistic for
the difference between returns of the corresponding size deciles of the nonfinancial and
financial firms 1s insignificant for all 10 size portfolios. A similar relationship is established
between the returns of portfolios sorted by firms’ book-to-market ratio. Firms with high
book-to-market ratios earn on average higher returns, no matter whether they belong to the

financial or nonfinancial sector.

Dimson and Marsh (1986) and (1989) report evidence on the size effect in the London

International Stock Exchange. They conclude that the size effect has an important role as

small firms have consistently earned at least 6 percent greater return than that of the market

on an annual basis.

More recent papers of Fraser (1995) and (1996) look at the UK companies traded on the
London Stock Exchange. Fraser (1995) runs the standard CAPM for the Hoare-Govett
Smaller Companies Index’ over the period May 1970 to October 1991. If the market is
efficient, the intercept term should be zero. Fraser (1995) finds that smaller companies
consistently outperformed the market over the period May 1970 to July 1989, but since
then, abnormal returns have disappeared.

Fraser (1996) uses UK data comprising the market portfolio and the smaller companies’
portfolio. The family of GARCH-type models are applied to examine whether the expected

excess returns’ of companies with a low market capitalisation display similar characteristics

to those of the market as whole.

“The Hoare-Govett Smaller Companies Index comprises approximately 1200 companies, each with
maximum market capitalisation of £100m.

> The return on shares less the return from a relatively risk-free bond.
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The summary statistics for the UK monthly mean excess returns shows excess returns for

the FT-All Share Index of 0.006 and 0.013 for the small company index®, or a 0.007 gross
return on size. Overall, the smaller companies index and the market as whole have similar
characteristics. The differences'in the risk-return behaviour may be because information on

smaller companies has tended not to be available to all traders simultaneously and is also less

likely to be acted upon immediately.

3.2.2. Size Effect Reversals

Brown, Kleidon and Marsh (BKM) (1983) use data on the same 566 firms studied by
Reinganum (1981) in which the size-related anomaly is reportéd. Of the 566 existent fﬁns In
December 1975, 535 survived through December 1977# and 496chrouﬁgh December 1979,
Brown et al emphasise that, for the investigation period from 1975 to 1979, 45 of the 62
mergers and acquisitions have resulted in the disappearance of firms smaller than the median

firm size. BKM run an OLS regression in an excess return form of the market model:
(Rit "Rﬁ )=ait + Bi’m (Rmr _Rﬁ )+8ir : (3,3)

They find that excess returns obtained by ranking firms according to market value of equity
are not stable. In some years the distribution of ex-ante returns for the small firms has a
positive value, while in other years the effect is reversed. They also find that the risk-

adjusted excess returns O(;, exhibit reversion across the 10 sized portfolios, i.e., for some

periods the excess returns are earned by small firms and for others by large firms.

To explain the risk-adjusted excess returns by the size anomaly, BKM run a cross-section

regression where the size 1s an independent and the excess returns a dependent variable:
o, =%, +7YS; +N;. =1,...... N (3.4)

*i.e., the Hoare-Govett Smaller Companies Index.
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where 7y, represents the magnitude of the size effect. - -

Overall, for the whole period 1967-79, the size effect is negative. However, for the
subperiod ‘1/67-12/76 the size effect is positive, implying that larger firms earn higher risk

adjusted excess returns. Part of the results are illustrated 1n Figure 3.1.

b

Figure 3.1
Time series of risk adjusted excess returns ( a,, ) for selected portfolios 1, 5 and 10. .-

rll-r- ""f‘l’l“ll
L

Jan- Jan- Jan- Jan- Jan- Jan- Jan- Jan- Jan- Jan- Jan- Jan- Jan- Jun-
67 68 69 70 71 72 73 74 75 76 77 78 79 79

Reproduced from Brown, Kleidon and March, (1983).

BKM fail to explain the reasons behind the reversals of the size effect. Further investigation
of the reversals of the size effect is carried out by Reinganum (1992), who forms ten size
portfolios . assuming dividend reinvestment for the period from January 1926 through

December 1989. On average, the small capitalisation stocks outperform the large ones,

although this is not a universal result.
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To examine the ‘reversals in size portfolios’ performance, Reinganum' considers an
investment horizon of five years. Was the size effect over the period 1926-30 related, for

example, to the size effect of 1931-19357

For each small firm portfolio, the autocorrelation of the excess returns 1s computed for
investment horizons ranging from one to seven years and the correlation of fifty-six pairs of
two adjoining five-year periods are computed. The.autocorrelation for the small size

portfolios is negative when a three-year horizon is reached. It becomes more negative and

statistically significant at investment horizons from five to six years.. Therefore,’the excess
returns on size portfolios exhibit a tendency to reverse themselves. That is, periods when the

size effect is negative tend to be followed by periods when the size effect is positive.

In a similar study, Fama and French (1988) assign 17 industry and 10 size portfolios for the

period 1926-85. In order to estimate [} - the first order autocorrelation - they run a time
series regression r t,t+T)=a(T)+B(T)r(t—T,t)+e(t,t+T) where T 'is an investment
horizon varying from 1 to 10 years. Their analysis shows that B increases after lag 2, and

decreases after lag 6 in both industfy and size assigned portfolios.

3.2.3. Stock Market overreaction

2

Stock Market overreaction is based on the notion that many investors overweight recent
information and underweight prior data. The overreaction thypothesis is developed by De
Bondt and Thaler (1985). They use monthly returns to form portfolios of winner and loser
shares. The selection procedure includes the calculating of cumulative excess over the
market returns for each share for the various periods from 5, 3 and 1 years before the
portfolio formation for even and odd years. Then the extreme winners and losers form the
winner and loser portfolios for a given date. After this date, Cumulative Average (Market
Adjusted) Residual returns (CAR) of winner and loser portfolios are calculated for 36

months ahead. The estimated difference between the winner and loser portfolios CAR 1; 12,

H
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13, 18, 24, 25, 36 and 60 months into the test period is positive and highly significant,

showing a tendency for growth. This difference is mostly pronounced for winner and loser

portfolios based on a 5-year formation period.

In a subsequent study, De Bondt and Thaler (1987) develop the overreaction hypothesis
further, now examining its association with anomalies such as the January anomaly, the small
size anomaly, etc. For the period under investigation they find seasonal patterns and
relationships between the winner-loser effect and the small size anomaly. Thus, the winner
portfolio earns the highest excess return in January, whereas the loser portfolio has the
highest negative excess return in the same month of January during the portfolio formation
period. This state 1s reversed for the winner and loser portfolios when CAR is calculated in

the test period. Now, the winner portfolio underperforms mostly in January, whilst the loser

outperforms in January.

As many authors world-wide document, the January anomaly is mainly due to small
capitalisation firms, as the small firms may have a stronger overreaction pattern. Further, De
Bondt and Thaler compare the Size and Winner-Loser Effects by forming 5 size portfolios
and calculating their CAR in the formation and test periods. The results show that smaller
size portfolios are formation period losers (-0.258 CAR for smallest MV portfolio), whereas
bigger size portfolios are basically winners (0.762 CAR for biggest MV portfolio (see

p.572)).
Winner-loser reversals for 16 countries’ national stock market indices are investigated by

Richards (1997). The interesting evidence found by Richards is that small markets are

subject to larger reversals than large markets, implying greater imperfections in the small

markets.

3.2.4. Transaction Costs

Soon after Banz (1981) and Reinganum (1981), Stoll & Whaley (1983) argue that their

studies are based on gross returns, not accounting for transaction costs. The market-maker's
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spread on a proportional basis is generally higher for small firms, they claim, because of their

infrequent trading activity and risk, while the broker's commission rate is an inverse function
of the total value of a stock. In addition there are other less explicit costs such as the cost of

investigating and monitoring a firm, which might be higher for small firms.

Stoll & Whaley’s test on the size effect involves forming 10 size portfolios for the period
1960-1979. Then, they measure market risk (B ) using monthly returns of the NYSE stocks

and applying Dimson's approach. For the entire period of 240 months the smallest firms

outperform the largest ones by more than 13 percent annually. Further, they apply excess

return series in the manner of Black (1972):

Rar =0, T Ba(Rmr _Rﬁ)'l'ahar | | | I | (3.5)

I

or the so-called zero-beta model, where the subscnpt a ' refers to a.rbltrage The mtercept

term o, of these regressions estimates the abnormal returns realised by engaging in

arbitrage activity.
The relative spreads for each of the stocks within every size portfolio is estimated as an

average of the beginning and end-of-year values of the bid-ask spread. The commission rate

on each stock is computed from the minimum commission schedule.

The mean abnormal return of the lowest market value portfolio is estimated for various
investment horizons, before and after transaction costs. After accounting for transaction
costs, the abnormal return of small firms 1s dramatically reduced, as the transaction costs for
small capitalisation assets are 2-3 times higher than these of large firms (Table 5, p.72).
Small capitalisation firms still earn excess returns, but only for investment horizons greater

than 4 months. For investment horizons less than 4 months, small firm excess returns are

negative.
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Amihud and Mendelson (1989) suggest an illiquidity model to explain the excess returns.
The 1illiquidity 1s measured by the bid-ask spread integrated into an asset-pricing model.
According to their theory, the shares have bid-ask spreads which reflect their transaction (or
illiquidity) costs and investors have heterogeneous liquidation plans or holding periods.

Their test procedure consists of forming portfolios, calculating beta, residual standard
deviation, size and bid-ask spread, for each portfolio, and then testing the cross-sectional

relation between the average returns and these portfolio characteristics over the period

1961-1980.

Amihud and Mendelson find that beta and the bid-ask spread are the only variables with
significant coefficients. These results are consistent with the hypothesis that the principal
factors affecting asset returns are beta-risk and illiquidity, measured by the bid-ask spread.
Therefore the size effect hypothesis is not supported. However, their results seem to be

ambiguous due to the relatively high correlation (always above 0.4) between market size and

bid-ask spread.

Aitken and Ferris (1991) provide additional evidence of the small firm anomaly using
Australian data. They implement a CAPM adjusted for transaction costs. The findings
confirm an overall difference between the large firm and small firm portfolio transaction
costs over the period January 1965 to December 1985 of 7.33 percent. These include
differences in brokerage (2.4%) and the bid-ask spread (4.93%).

To test for the clientele effect’, Atkins and Dyl (1997) investigate the relationship between
the average holding periods and the Bid-Ask spread, market value and return variance on
the NYSE from 1975 to 1989 and Nasdaq from 1984 to 1991. The regression results for the
Nasdaq firms show that the coefficient on the bid-ask spread is positive and significant at the
0.01 level, with t-statistic of 89.85. This finding provides strong support for the hypothesis

that investors' holding periods for common stocks are related to the level of transaction

*See Amihud and Mendelson (1986, 1989) and Constantinides (1986).
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costs. The regression coefficients on firm size and on the return variance also have the
expected signs and are highly significant. Longer periods are associated'with larger firms,
and shorter holding periods are associated with more volatile firms. -

For the NYSE firms the coefficient on the bid-ask spread variable is again positive and

significant at the 0.01 level. The coefficients on firm size and return variance are also

significant and have the expected sign.

Eleswarapu (1997) examines the possible biases in the empirical findings of Amihud and
Mendelson (1986) due to the restrictive data selection criterion and methodology revealed in
Chen and Kan (1989) and Eleswarapu and Reinganum (1993). Eleswarapu (1997) forms 49
portfolios (7x7) on the basts of the bid-ask spread and beta, and reports the spread, beta,
market value (MV) and price per share (PPS) for each portfolio from 1976-1990. The
profile of the lowest spread and lowest beta portfolio (LL) and the highest spread and
highest beta portfolio (HH) are shown Table 3.2.

It is apparent that the bid-ask spread, beta, MV and PPS exhibit a relationship across the
portfolios formed on the beta and the bid-ask spread. While the patterns of the beta and the

bid-ask spread are obtained by construction, the MV and PPS patterns, however, emerge

without controlling them.
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After applying Fama and MacBeth (1973) type cross-sectional regressions and Seemingly
Unrelated Regressions (SUR), Eleswarapu finds the bid-ask spread to be the only variable
that consistently explains the cross-section differences in portfolio returns, beta and size
being marginally significant. Thus, Eleswarapu concludes that there is a liquidity premium in

Nasdagq, contrary to the findings in the NYSE. -

3.2.5. Marginal Firms

Other papers emphasise the difference in the structural characteristics between small and
large firms. Chan and Chen (1991) assume that small firms are ‘marginal ﬁrms They suggest
that small firms have lost market value because of poor performance, they are inefficient
producers and they are likely to have high financial, leverage and cash flow problems. The
share prices of marginal firms tend to be more sensitive to changes in the economy and these
firms are less likely to survive adverse conditions. Since many small firms are marginal firms,

as a group they tend to behave like marginal firms.

Chan and Chen (1991) distinguish the structural characteristics of small and large firms from
1956 to 1985, in order to prove that the small firms are generally marginal firms. All NYSE
firms are classified by how they enter the top (largest) and bottom (smallest) market value
quintile. The most revealing statistic from the bottom quintile is that 66 percent of the firms
have fallen from the higher quintile, and only about 14 percent have been listed directly into
that quintile over the previous 10 years. In contrast; about 51 percent of the firms in the top
size quintile have been there for over 10 years. Of the remaining 49 percent about 41 percent

have gone up from the lower quintiles and 8 percent remain listed into the top quintile over

the previous 10 years.

Chan and Chen calculate the averages of the annual median return on asset and the interest
expense coverage for 19 industries in the lowest and highest quintiles, using data from 1966

to 1984. The results show, that those industries in the smallest size quintile have a lower
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return on assets and a higher interest coverage ratio, compared to the same industries in the

largest size quintile.

Chan and Chen search for additional characteristics that discriminate ex ante 'marginal’ from
non-marginal firms. They suggest that leverage (Gearing) and dividend changes could
indicate a marginal firm and therefore relate to the firm size. In order to explain the logic
behind firm's size effect and dividend changes, Chan & Chen stated: EAE

+ ) [ - o) . E""':H F "

'It is well known that firms are reluctant to cut their dividends. Consequently,
firms that cut their dividends drastically are likely to have done poorly and
face a very uncertain future' (Chan and Chen, 1991, p.1472)

Chan & Chen discover patterns in the relation between firm size, leverage and dividend
changes. For instance, among the firms that have cut their dividends in half (or more) the
year before size portfolio formation, over-50 percent are in the bottom' size quintile. In
respect to the relationship between firm size and leveragé, 33 percent of the bottom size and
only 8.5 percent of the top size firms are highly leveraged. This relationship is reversed in
the low leverage band; 9.8 percent of the bottom size and 36 percent of the top size firms
have low leverage for the period from 1956 to 1985. Thus, Chan & Chen deduce, that the
relationship patterns between firm size, dividend change and leverage are consistent with

their hypothesis of why a small firm portfolio 1s riskier.

A controversy with Chan & Chen's argument is that it does not explain why the incremental
risk born by small capitalisation firms is not captured by the systematic market risk, i.e.,
beta. On the other hand, if small firms bear a risk that 1s not accounted for by beta, then the

rational investor should perceive it. Therefore, the arbitrage process should incorporate this

risk into prices.
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3.2.6. Neglected Firms *

The 'neglected’' firm explanation of the size effect appeared soon after the size effect was
discovered. According to the CAPM, high risk shares sell at a lower price because the
investors do not like risk. Many practitioners use very similar reasons in arguing that prices
of smaller firms' shares are lower (recall that small firm portfolios are high beta as well)
because this is a ‘neglected’ sector of the market. Merton's (1987) investment theory, for

example, predicts that fund managers tend to invest in securities they know about and avoid

those they do not have information about.

Arbel and Strebel (1983) use two separate indicators as benchmarks to divide neglected
from non-neglected firms: the number of analysts regularly following a firm security and the
number of analysts reporting earning forecasts which comply with those in Standard and
Poor's Earning Forecaster. In order to reduce measurement problems, three broad research
concentration ranking groups (RCR) are formed, where RCR1 comprises the most

intensively followed stocks and RCR3 represents the least followed, or neglected firms.

Arbel and Strebel find that for the period 1970-1979 (except for 1971) the average annual

return of the neglected stocks is 16 percent compared to 9 percent for the highly followed

companies.

In respect to the relationship between neglected companies and small companies, Arbel and
Strebel report that the neglected firm effect dominates over the small firm effect. They find

excess return attached to neglected firms, rather than small firms, when controlling for size.

3.2.7. Small Size, Book-to-Market, or other factors?

Fama and French (1995) underline that book-to-market equity plays a consistently stronger

role in average returns, although the size effect has attracted more attention. They suggest a
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theoretical model that explains the contribution of Book-to-market ratio to excess returns
which goes as follows:

Consider an all equity firm that finances its investments entirely with retained earnings.

Dividends paid by the firm in any year ¢, (D (t)) are equal to equity income plus depreciation
(DP (t)), minus investment outlays (7 (1)).

5" |

D(t) = EI(t)+ DP(t) - I(¢)

Suppose that at time ¢ expected depreciation and investment for any year t+i are

proportional to expected future equity income, that is,

EtD(m') = Er I.El(m‘) + DP(:+:‘) o I(m‘).l (353)

= E(r)EI(r+i)(1 +k, —k, ) (35b)

k,° and k, aré the proportionality factors, defined as k, = DP,/EI, and k, =1,/ EI,.
If the discount rate r is constant, then the value of the market equity at ¢ is:

EEl

ME, = (+k - 2)2 o) 1 L | (3.5¢)

and the ratio of market-to-book equity 1s:

ME, _ E.EI (m)/ EEly,;/BE,
1+ k, — 3.6
BE) = 2 )Zl (1+r) >0

° As notation follows closely Fama and French (i995), the tilrilen (¢) subscripts for proportionality factors are

not applied, although they are time varying. This detail is important, though, as it may turn out that identity
in 3.5¢ and 3.6 is not obeyed, if proportionality factors change.
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This simple model predicts that firms with higher required equity returns, r, will have higher
book to market ratios. Thus, Fama and French (1995) make a further contribution to the
three factor asset-pricing model that includes a market factor and risk factors related to size
and BE/ME. Fama and French admit that size and BE/ME remain arbitrary indicator
variables that, for some unexplained economic reasons, are related to risk factors in returns.
The goal they specify 1s 'to begin to fill this economic void' (p.131). The theoretical model
they offer relates a firm’s Equity Income to the same firm’s Market Equity to Book Equity
ratio. Using the ratio of Equity Income to Book Equity as a proxy for a firm’s profitability,
Fama and French allot NYSE, AMEX and NASDAQ into four portfolios,i.e., B/L, B/H,
S/L. and S/H where B and S stand for big and small firms. For each year from 1963 to 1991
the whole sample ‘is split by the median Market Value into Small (S) and Big (B) firms.
Stocks in the bottom 30 percent or top-30 percent of the values of the Book-to-market
equity are assigned to Low (L) and High (H) Book-to-Market value. The four portfolios
(B/L, B/H, S/L and S/H) are the intersection of the four groups, i.e., B, S, L and H. Then,
Fama and French (see Figure 1, p.136) produce the 11-year evolution of earnings on book
equity for size-BE/ME portfolios formed in June of year ¢. Figure 1 shows that in year 0
relative to the ranking year, B/L. performs best, (equity income/book equity, apx. 0.18)
followed by S/L, B/H and S/H. This result supports the model offered by Fama and French
(1995, p.135), and establishes the superiority of the Book-to-Market value over the Size
Effect. Although low-BE/ME equities tend to be highly profitable long before and after they
are sorted into portfolios, Figure 1 (Fama & French (1995)) shows that their profitability
improves prior to portfolio formation, and deteriorates a bit thereafter. The reverse pattern
of decay and then improvement in EI/BE is observed for high-BE/ME stocks. Further Fama
and French (1995) exploit the return differences of portfolios sorted on a large variety of
variables (ratios), to finally affirm size and book-to-market (BE/ME) as factors that capture

'strong common variation' in stock returns.

Fama and French's results are challenged by Kothari, Shanken, and Sloan (1995), who

examine a cross-section of expected returns, and find an economically and statistically
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significant compensation-(about 6 to 9 percent per annum) for beta risk when betas are

estimated from time-series regressions of annual portfolio returns on the annual return on
the equally weighted market index. The relation between book-to-market equity and returns

is weaker and less consistent than that in Fama and French (i992).

According to KSS, there are at least three reasons for re-examining the risk-return
relationship using longer measurement interval returns. First, the CAPM does not provide
explicit guidance on the choice of horizon in assessing whether beta explains the cross-
section -variation in average returns.- Secondly, beta estimates are biased due to-trading
frictions and non-synchronous trading7 (Ball (1977), Scholes and Williams (1977) and
Cohen et al. (1983)) or other phenomena including systematic cross-temporal covariance in
short-interval returns (e.g. Lo and MacKinlay (1990) and Mech (1993)). These biases can be
mitigated using Dimsons' (1979) approach to estimating betas. Thirdly, there appears to be a

significant seasonal component in monthly returns (see, for example, Rozeff and Kinney

(1976) and Keim (1983)).

In addition, Handa, Kothari and Wasley (1989) show empirically that the betas of small
firms increase and those of large firms decrease with the return measurement interval,

substantially reducing the size effect when annual returns are employed. Moreover, the

annual estimates of beta are strongly correlated with both monthly and annual average

returns.

'k ’
F

Each month KSS estimate the following cross-sectional regression of portfolio returns on

beta, size or beta and size.

R, =Yo +Y1B, +Y2Size; +€, * - (3.

" The term 'non-synchronous trading' is another way of addressing thin-trading or infrequent frading. Non-
synchronous trading describes another aspect of small size firms trading, i.e., the irregular arrival of buy
and sell orders for small size firms.
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R, -equally-weighted buy-and-hold return on portfolio p for month ¢,
B, - full period postranking beta on portfolio p,
Size,,_, - natural log of the average market capitalisation on June 30 of year ¢ of the stocks

in portfolio p,

Yors Y1 Y2 - Iegression parameters,

Gp, - ICEZression CIror.

KSS find economically and statistically significant compensation for beta risk, when yearly

intervals and an equally weighted market return are applied. The results also indicate that the

incremental contribution of size, while not unimportant, is not large either.

Further, KSS employ a three-factor model, similar to that in Fama and French (1993),
including the market index as one of the factors. They estimate it for CRSP, COMPUSTAT
and CRSP-COMPUSTAT samples, in order to examine for possible selection biases in
COMPUSTAT data.

In order to construct size and B/M equity factors, all stocks are ranked and assigned to five
size portfolios and five B/M portfolios each year. Then they calculate so-called excess

returns on a factor.

The size factor is the difference, each year, between the sample average return on the five
portfolios within the smallest market capitalisation quintile (i.e., the smallest firm quintile
that is split into five portfolios on the basis of low and high B/M) minus the sample average
return on the five portfolios within the largest market capitalisation quintile. The B/M factor
is constructed similarly as the difference between the average return on the five portfolios
within the highest B/M quintile minus the average return on the five portfolios within the
lowest B/M quintile. As in Fama and French (1993), the B/M and size factors are only

weakly correlated (correlation -0.20). The size factor has a correlation coefficient of 0.69
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with the equally weighted market, whereas the B/M factor has a correlation of -0.26 with

the market.

The estimated time-series regression, in an excess-return form, with annual data from 1963

to 1989 1s:
Rpt = ao + BlRmt + BZRBIM: + B3R3izer + ept (38)

R, -equally-weighted excess-return on size portfolio p, calculated from July of year ¢ to

June of year t+1 where size i1s measured as of June-end of year ¢ and returns are in excess of

the T-bill rate.

R _-annual excess return on the equally weighted market portfolio,

R, ,,, - the B/M factor, derived from an independent portfolio ranking,

R

siee -the Size factor, derived from an independent portfolio ranking.

The intercept terms for the COMPUSTAT size portfolios are small and not significantly
different from zero, consistent with the hypothesis that the size and B/M factors capture the
relevant components of systematic risk as in Fama and French (1993). The extremely small
firms have nontrivial coefficients on the B/M factor and the size factor in the CRSP and
COMPUSTAT samples. Apart from this, the B/M factor betas are small and generally
statistically insignificant. Thus, KSS conclude that the strong Book-to-Market effect in
Fama and French is likely to be influenced by a survivorship bias in the COMPUSTAT data.

Fama and French (1996b) react to Kothari, Shanken, and Sloan (1995) and strongly reject
the ability of the size and the Book-to-Market ratio (BE/ME) to explain the average

differences in returns.
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Fama and French (1996a) subsequent to Fama and French (1995), develop a conditional

three factor model, including the excess return on a broad market portfolio (RM“ - R, ), the

difference between the return on a portfolio of small stocks and the return on a portfolio of
large stocks (SMB), and the difference between the return on a portfolio of high-book-to-
market stocks and the return on a portfolio of low-book-to-market stocks (HML). The

HML factor is classified as a distress factor.
R(t)-RF ()= a+blRM (t)- RF (¢t )I+ sSMB (¢ )+ hkHML (t)+ (¢)

Since the average HML return 1s strongly positive, low Book-to-Market (BE/ME) load
negatively on the HML, implying lower excess returns. The Book-to-Market effect,
however, can be related to DeBondt and Thaler's (1985) reversals, as stocks with low long-

term past returns (losers) tend to have positive SMB and HML slopes and higher future

average returns.

Daniel and Titman (1997) address the question of whether there really are pervasive factors
that are directly associated with the size and book-to-market returns, and whether there are
risk premia associated with these factors. After examining the 25 size/book-to-market
portfolios from Fama and French (1993) over the period 63:07 to 93:12, they find different
return patterns for January and non-January months. The size effect is almost exclusively a

January phenomenon, while the book-to-market phenomenon occurs mainly in January for

larger firms.

In addition, Daniel and Titman (1997) perform a factor analysis on the possibility of

relating the returns of portfolios formed on size and book-to-market with factors, such as
the. trading volume and returns over the 12 pre-formation months, following liquidity
(Amihud and Mendelson (1986)) and momentum (Jagadeesh and Titman (1993))

hypotheses. Their findings, however, lack support for the factor model load on either

momentum or liquidity.
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Jaganathan and Wang (1996) assume that the CAPM holds in a conditional sense, i.e., it

holds at every point in time, based on whatever information is available at. that instant.

Instead of the Sharpe-Lintner-Black (static) CAPM E|R, |=v, +7,B,, where B, is defined
as B, =Cor(R,,R, )/ Var R | they propose a conditional CAPM

ER, |1, 1=Yo, +Y1,4B,,., with beta defined as B, = Cor(R,,R,|I,,)/Var[R,|I,,].

Jaganathan and Watlg form 100 portfolios (10x10) on size and beta, exploring monthly
returns of a sample listed on NYSE and AMEX non-financial stocks from 1963 to 1990.
They run vanous static and cond1t10nal CAPM specifications. The standard vanables in the
CAPM models are beta and logarithms of market’equtty (s1ze) and two additional yanables—
the spread between BAA- and AAA-rated bonds as a proxy for the market ﬂsle prenﬁum‘
and the growth rate of labour income’, estimated as the difference between total personal
income and diyidend ineome. A parallel examination of the static and conditional forms of
the CAPM leads Jaganathan and Wang to support the conditional form of the CAPM. When
betas and expected returns are allowed to vary over time by assuming that the CAPM holds
period by period, the size effect and the statistical rejections of the model spec;ﬁcations
become much weaker. When a proxy for the return on human capital is also included in
measurirtg the return on aggregate wealth, the pricing errors of the 11:10de1 are not significant

at conventional levels. More importantly, firm size does not have any additional explanatory

power,

Kim (19955 elaitns that the Fama and French (1992) ﬂnd*ings are subject to enors;in;srarfable
(EIV) of the traditional two-pass estimation methodology. In the first pass, beta estimates
are obtained from separate time-series regressions for each asset, and 1n the second pass,
gammas are estimated cross-sectionally by regressing asset returns on the estimated betas.

Therefore, the explanatory variable in the cross-sectional regression is measured with error.

¥

3See Stock and Watson (1989) and Bernanke (1990) for the applicability of interest-rate’ variables as a

forecaster of the business cycle.
? The Roll (1977) critique emphasises that the market portfolio is not observable and do not include all assets

in the economy, human capital intra alia and Mayers (1972) denotes that human capital forms a substantial
part of the total capital in the economy.
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The EIV problem results in an underestimation’ of the price' of beta risk and an

overestimation of the other coefficients associated with variables observed without error,

such as firm size and book-to-market equity ratio.

Kim provides a mathematical proof of the gamma bias, when an OLS estimator is used, and
proves that the cross-sectional dependence between residuals from the market model

decreases as the number of size portfolios increases.

In summary, the market beta has an economically and statistically significant effect after
correcting for the EIV problem for the whole period from July 1936 to December 1991. It is
worthwhile, however, to note that the residuals are sensitive to the choice of testing period.
For the subperiod from July 1963 to December 1990, for example, when the size variable is

included in the model, the explanatory power of the market beta is weaker than that

obtained for the whole period.

Hasbrouck (1985) shows that Tobin's g and firm size are important variables in identifying
potential takeover target firms. Specifically, he finds that targets of takeovers are typically
low g and small size firms. Lang, Stulz and Walking (1989) find that gains to the bidder, the
target, as well as the combined gains are largest when a high q bidder acquires a low g
target. Both Hasbrouck (1985) and Lang, Stulz, and Walking (1989) also acknowledge a
disequilibrium explanation, in that the gains from a takeover can be the consequence of
systematic underpricing of the target. They further argue that the takeovers that create the
most wealth are made by high P/E bidders for low P/E targets. Since g is positively
correlated with the P/E ratio, this argument‘ implies that takeovers that create the most

wealth are those by high g bidders for low g targets.

Tobin's g is defined as the ratio of the market value of the firm to the replacement cost of its
assets, and was first introduced 1nto macroanalysis by Tobin (1969) in order to explain the
causal relationship between g and investment. He argues that if, at the margin, g exceeds

unity, then the firms have an incentive to invest, since the cost is less than the new capital
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investment. If such investment opportunities are widely exploited, the marginal value of g

should tend towards unity. Since then Tobin's g has been widely used in the takeover

literature.

Badrinath and Kini (1994) find that the magnitude of the size effect does not change after
controlling for g, but the E/P effect becomes much smaller. Furthermore, the size effect is

extremely robust, even when controlling for ¢ and E/P variables. After controlling for both
size and g, the E/P effect becomes small in magnitude and perhaps economically
insignificant. The examination of the January seasonality effect, for each of the three effects,
(size, E/P and q), each time exercising experimental control over the other two variables,

confirms the size effect as solely a January phenomenon, while the E/P effect does not result

from excess January returns.

Badrinath and Kini (1994) compute the firm size, the E/P ratio and Tobin's g ratio for each
firm for each year in the period 1967-1981. For each year, firms are ranked in ascending
order on the basis of the relevant choice variable (firm size, E/P ratio or Tobin's q) and
grouped into five portfolios. Portfolio performance is estimated relative to systematic risk

using both the single factor and the two factor CAPM. The estimated equations are:

R,-R, =a,+b,(R, —R,),t=1,..180 . (3.9a)

RPt "ROr = ap +bp (Rmf ;RO:)J =1,...,180 (3-9b)

R -return on market portfolio for month ¢,

R, - return on riskfree asset for month ¢,

R,, - return on a "zero-beta" portfolio for month ¢,

a , - estimated abnormal return for portfolio p, -
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b, - estimated systematic risk for portfolio p.

The results are also replicated using Dimson's beta to adjust for infrequent trading biases but
the conclusions are essentially the same. Of some interest, however, is the fact that as we
move from the low to the high size portfolios, the median E/P ratio seems fairly stable while

the median ¢ increases. It is quite possible that the size effect is merely*proxiyirﬁlg for a g

effect or vice versa.

P

Badrinath ‘and Kini utilise Basu’s (1983) randomisation technique to distinguish between
several concurrent effects. The size effect, after controlling for E/P, then shows an abnormal
return between the extreme size portfolios of 0.741 percent per month (8.892 percent per
year). The E/P effect on the two extreme E/P portfolios, after controlling for firm size, is
0.623 percent per month (7.467 percent per year). Finally, for the interactions between size
and E/P effects, small firms with high E/P ratios earn 1.28 percent per month (15.36 percent
per year) on a risk-adjusted basis. The size effect does not subsume nor is it subsumed by

the E/P effect. However, significant interactions between size and E/P are evident.:

If Tobin’s ¢ is controlled for, however, the differential E/P return is substantially smaller,
whilst the size effect is not altered. In addition, the differential returns between the extreme

size portfolios are almost entirely due to the January effect.

3.3. The IPO Anomaly

The Initial Public Offer (IPO) anomaly encompasses low return performance of IPOs in a
period of 3 to 5 years after going public. Ritter (1991) performs an investigation of the IPOs
anomaly from 1975 to 1984 on the NYSE and finds a 34.4 percent average holding period
return of IPOs common stock in the 3 years after going public. The holding period return is
measured from the closing market price on the first day of public trading to the market price

on the 3 year anniversary. The control sample, matched by industry and market value,
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produces an average total return of 61.86 percent over the same 3 year holding period. This
is what Ritter calls long-run underperformance. In addition to this anomaly, numerous
studies have documented the so called short-run underpricing phenomenon, where,
measured from the offering price to the market price at the end of the first day of trading,
IPOs produce an average 1nitial return of 16.4 percent. Why IPOs are priced in a manner
that results in such large positive initial returns has always been a mystery. According to
Ritter, the offering price is not too low; it is the first after-market price which is too high.

Further, Loughran and Ritter (1995) found that the average annual return during the five

years after an initial public offering 1s only 5 percent for a sample of 4753 operating
companies going public in the United States during 1970 to 1990 and listed within the next

three years.

3.4. Reversal of Large Stock-Price Decreases

The reversal of large stock-price decreases consists of a slow recovery of the large stock-

price decreases. The biggest average excess returns are observed on Day 1 after the event of

the decrease (Bremer and Sweeney, (1991)), still existing on Day 2 and 3 and decaying

slowly. Such a phenomenon of long and slow recovery is inconsistent with the assumption

that market prices fully and quickly reflect relevant information.

3.5. Calendar Anomalies

: N

The investigation into calendar anomalies concerns two issues; firstly, to detect the possible

éiisténce of these anomalies and, secondly, to relate them to other anomalies.

éﬁlehdak anomalies have been widely investigated in the US Stock Market. This, hbwever,

does not categorise them as just a US phenomenon. Calendar anomalies are reported on

Bthéf stock markets as well.
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3.5.1. Day-of-the-week anomaly

In the early 1980's various papers reported on the weekend anomaly. It was found that
Friday returns were generally larger than that for other days and these returns tended to be
negative from close of trading on Friday to close of trading on Monday. French (1980) finds
that if an investor purchases a portfolio at the close on Monday, sells it at the close on
Friday, and holds cash over the weekend, it generates an above average annual return of

13.4 percent. Gibbons and Hess (1981) examine the 17 years' period 1962-1978 and

discover that Monday's return is negative, -33.5 percent. on an annualised basis. Harris

(1986) confirms a large negative Monday return between 1981-1983, which occurs within

the first 45 minutes of trading.

Despite the existence of this anomaly, the presence of transaction costs does not permit the
operation of a profitable trading system based on the weekend effect. Nonetheless, the mere

existence of the day-of-the week anomaly may offer an explanation for other anomalies.

Athanassakos and Robinson (1994) find that the Monday negative return is due mostly to
large firms' negative returns, whereas Tuesday’s negative return is due mostly to small firms'
negative returns. They suggest two reasons for the day-of-the-week anomaly; the dividend
effect and information flows. The dividend effect is supported by the fact that the ex-
dividend day is not evenly spread across the days of the week. Canadian firms tend to go ex-
dividend more often on Mondays than on any other day of the week. However, after

adjusting returns for dividend payments, the day of the week anomaly is only partially

explained.

Thus, Athanassakos and Robinson suggest an “information flows” explanation for the day-
of-the-week anomaly. This explanation rests on the tendency for unexpected "bad news" to
be systematically released late on Friday or over the weekend. Evidence in favour of this

tendency has been previously reported in Dyl and Maberly (1988), Patell and Wolfson
; 1 .
(1982) and Penman (1987).
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L b

Athanassakos and Robinson examine the relationship between information flows and the
day-of-the-week effect by testing for (i) a relationship between Friday and Monday returns,

(ii) a pattern of negative Monday returns throughout the month, and (iii) a comparison of

day-of-the-week returns for large and small stocks.

Solnik (1990) examines how specific settlement procedures affect the distribution of daily
stock returns on the Paris Bourse. Settlement procedures vary considerably across national
stock markets. In many countries settlements take place a fixed number of business days
after the transaction. These countries are referred to as countries with a fixed settlement lag.
In other countries settlements take place periodically on a fixed date and all transactions

performed before this date are settled then. These countries are referred to as countries with

a fixed settlement date.

The expected influence of the settlement procedure on the distribution of daily returns is
usually much larger for countries with fixed settlement dates such as the U.K., France or
Italy. In the U.K. the trading year is divided into account settlement periods of two weeks."
This is a forward market with a new account period starting every other Monday. The
financial advantage brought by a new account period should imply a positive return on these
Mondays; the extra return should be in the order of two weeks of interest. In theory, the
forward stock price should converge to the implicit spot price on the last day of the account
perlod and move up from the spot price on the first day of the account period by an amount
equal to the bias (cost of carry). In the absence of dividend payments and transaction costs,

a:bltrage requires that the forward price be equal to the spot price plus the financing cost of

the position to maturity of the forward contract.

? 1

I —
“There are only 24 or 25 account periods in a year because of vacations, so the length of this account

settlement period 1s sometimes greater than two weeks. All the trades during an account period are settled on
the second Monday following the last Friday of the period.

69



Chapter 3 Anomalies’ Review

In France, Italy, and, to some extent, Switzerland and Belgium, as well as some developing
countries, the settlement of all transactions takes place once a month on a fixed date. This
system was instituted by Napoleon, the French emperor. The last day of trading on which all
trades are settled is -called the liquidation. The. liquidation takes place on the seventh
business day preceding the end of the calendar month. The cash transfers take place on the
last business day of the month. The liquidation day is set a week before the end of the
month. All transactions before the liquidation day will be settled at the end of the month.

The magnitude of the effect ought to be one month of interest and hence much larger than in

London. -

{

Solnik explores the daily CAC 240 index from January 2, 1978 to November 3, 1989.-In a

continuous market maintained during the day by specialists or market makers, the difference
between opening and closing prices can be significant and can affect the result of empirical

studies of the behaviour of daily returns. In a fixing market, where shares are only traded for

a few minutes during the day, there exists a single price for the day.

The equality- of mean’ (forward) returns and the monthly settlement effect is tested by

running the regression:

R, = 0o, + Zantdnu + U, ‘ (3.10)
k

where: h c
R,-is the return for day ¢ (from day ¢-1 to day 1),

d, - dummy variable, that takes the value of one if day ¢ falls on any day not included in the

iﬁterval T-5 to T+7 and zero otherwise,

dr,, - @ dummy variable taking the value of one if day ¢ falls on a day T+k surrounding the

liquidation date T and zero otherwise. k ranges from five days prior to liquidation to seven

days after the liquidation; hence, the last day (k=7) is the first business day of the new

calendar month.
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The mean daily return over the period January 1978 - November 1989 is 0.074%. The mean
daily return on the opening day of a new settlement month, 0.698%, is large and significantly
different from the mean daily return at the 99% confidence level. The difference, 0.624%, is

in the order of magnitude of one month’s interest but is somewhat smaller than the average

one-month risk-free rate over the period (around 0.9%).

Solnik tests the effect of dividend payments on daily returns. French companies pay their
dividends only once a year, and payments are mostly made in the months of June and July. If
a stock pays a dividend during a given settlement month, any purchaser of the stock during
that month will receive the shares ex-dividend at the settlement taking place at the end of the
month. Hence, the forward price should drop, ceteris paribus, on the first day of the monthly
settlement period by an amount related to the scheduled dividend payment during the month.
If the impact on the firm's value is exactly equal to the dividend paid out, then the forward
price on the first day of the settlement period should drop by an amount equal to that
discounted dividend. Given the higher dividend payments in June and July, settlement

months should be roughly 1.7% below that of other months since index return calculations

do not include the dividend paid.

Mean daily returns are estimated separately for June-July and for other months of the year.
The price appreciation (for the days 7, T+1, T+2) due to the new settlement month is
ir;deed smaller on the first day of June and July (0.571%), than non-dividend months
(1.216%). While this difference (0.645%) 1s statistically significant, it is less than the average
difference in the monthly dividend yield between June-July and the other months (1.7%),

consistent with a drop in the stock price on the ex-day being less than the dividend.

The final question is whether this settlement procedure could explain the pattern of daily
returns, observed in previous studies of the Paris Bourse''.

The standard methodology is replicated by running the regression:

S —
"' See Condoyanni, O'Hanlon, and Ward, (1987), Solnik and Bousquet, (1990).
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R =o0d , +0,d,,+...+od, +u, R a | (3.11)

R, - the rate of returnon day ¢, "

d., - a dummy variable taking the valu¢ of one on the respective day of the week and zero

4

otherwise.

If daily returns are drawn from an identical disi:ﬁbufioﬁ, we would expect the fegressibn
coefficients to be equal. The hypothesis of equality of the regréésion coefficients is rejected
at the 5% confidence level. As in the countries with other types of settlement procedures,
the monthly settlement cannot explain the day-of-the-week effect observed on the Paris

Bourse because there is no concentration of liquidation dates on Tuesdays.

Recent research on calendar effects in the FT-SE indices by Mills and Coutts (1995) finds
statistical evidence supporting calendar anomalies. The day-of-the week anomaly is unveiled
by high average returns on Wednesday and Friday for FT-SE 100, 250 and 350 indices and
negative mean returns on Monday for the Mid 250 and 350 indices. These results are

consistent with previous findings for the UK by Board and Sutcliffe (1988).

Splitting Mondays into account and non-account days leads to the result predicted by the
'account day' hypothesis“-Monday non-account days have significant negative returns for all
three indices, whereas account days on Mondays have positive returns for the 100, although

essentially zero returns for the Mid 250:perhaps reflecting the size effect.

3.5.2. Holiday Effect

Fields (1934) finds a disproportionate frequency of advances on trading days preceding long
holiday weekends. Roll (1983) reports high returns accruing to small firms on the trading
cia§ prior to New Year's Day. Lakonishok and Smidt (1984) remark that "prices also rise in

[ —
12Gee Lakonishok, J and Levi, M. (1982) and Board and Sutcliffe (1988).
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all deciles (of market capitalisation) on the last trading day before Christmas" and conclude
that ¢ the Christmas returns of large companies might be considered (another) ..... mystery.’.
Merrill (1966) finds a disproportionate frequency of Dow Jones Industrial Average advances
on the days preceding holidays during the 1897 to 1965 period. Fosback (1976) has noted
high pre-holiday returns in S&P 500 index returns.

Ariel (1990) uses value and equally weighted daily indices from 1963 to 1982. He divides
5020 trading days into two subsets; the trading days prior to the holidays in this peridd (160
days), and the rest (4860 days). The 160 pre-holidays are the trading dziys prior to the
holidays. |

For the period under investigation Ariel reports means for the 160 pre—hc;lidayx returns of
0.528% on the equally weighted and 0.364% on the value weighted index respectively.
Means of 4860 other daily returns are 0.059% and 0.026% for the equally and value

weighted indices. Both equally and value weighted indices have a highly significant t-statistic

for the difference of the means.

Ariel tests the hyf)othesis of equal positive return fréquencies in the two groups of days i’dr
the two indices. The test rejects this hypothesis in favour of the alternative hyp'othe'sis of
more frequent ;;re-holiday advances. The actual figures are 0.856 for the pre-holiday days
equally-weighted index, and 0.750 for the value weighted index, whereas the other days'
positive advances are 0.558 and 0.538 respectively. Ariel tests whether the high pre-holiday
returns persisted during the entire sample pei‘iod by splitting the 20-year interval into two
sub-periods. The results reported for the two 10 year sub-periods are only trivially different:
0.503% and 0.556% for the equally weighted index, and 0.343% and 0.386% for the value

weighted index.

Another important assertion is that despite the much higher returns, the pre-holiday return

variance is no larger than the return variance for all other days. Ariel states:

13
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‘Rather, it seems an extra component of return is added to regular trading - -
days.’ (p.1614).

Therefore, the conclusion i1s:

“This fact serves to émphasise that the high pre—holidayireturhh 1S ﬁdt a reward
for bearing extra risk.’ (p.1614).

Ariel examines whether the pre-holiday returns are a materialisation of other calendar
#ﬁomalies, such as the January effect, theﬁ weekend effect and the small firm e*ffe;t.k As the
last day and beginning of the months are seasonally strong periods (Ariel, 1987, Rozeff and
Kinney, 1976, Reinganum, 1983, Roll, 1983) and this is especially true for January, Ariel
applies pre-holidays and pre-New Year holiday dummy variables. Despite this, the pre-
holiday dummy. for both equally and value weighted indices lis still significant. The New-
‘frear's dummy though, is only significant for the equally weighted index. While the equally
weighted index is largely populated by §maﬂ firm returns, this implies that the New Year's

Holiday excess returns are due to the small firms.

Anel uses dummy variables for the days-of-the-week returns, plus an added pre-hohday

dummy variable. The magnitude of the pre-holiday dummy represents the incremental
returns earned on pre-holidays after correcting for the differing means across different days
of the week. For both value and equally weighted indices the magnitude of the pre-holiday
dummy is large and statistically significant. This confirms that the high return frequency of
Fnday and low return frequency of Monday pre-holidays is not responsible for the observed

prc-hohday strength. Further, Ariel shows that the pre-holiday effect is not a small firm

effect.

3.5.3. Turn-of-the-month (January) effect

Another calendar anomaly is the turn-of-the year effect. There is evidence (Reinganum,

1983: Roll, 1983) that securities yield high excess returns in the month of January. Recently
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this phenomenon was tied in with the small firm effect by Roll (1983) and Pettengill and
Jordan (1990).

Ogden (1990) tests the hypothesis that monthly and January effects are due, at least in part,

to a standardisation in the payment system in the United States, specifically a concentration

of cash flows at the turn of each month.

Ogden argues that the end of each month is a preferred habitat (in the Modigliani and Sutch
(1966) sense) for paying off accrued wages, dividends, interest and principal payments and
other liabilities. As a result, economic entities would prefer to invest their short-term
investable funds in securities that mature at the end of the calendar month, rather than before
or well after that date. If securities are to be rolled over (sold prematurely) to provide

necessary liquidity, it would involve greater interest rate risk and transaction costs.

The intra-month returns on the stock market can be partially explained by assuming that the
bulk of expected monthly cash income for the representative investor is received at the turn

of the month, while expected cash expenditures are distributed uniformly throughout the

month.

As for the representative investor, Ogden makes several behavioural assumptions, i.e.,
commensurate holding of investable wealth (cash), liquid securities (Treasury notes) and
relatively illiquid stocks. As a consequence, investors will be more committed to invest in
relatively illiquid stocks at the end of the month, when economy-wide profits are large.

When aggregate liquid profits are small, investors would be less willing to buy stocks."

-’_._________—__.—.—_-———
BIndividual investors may have no compulsion to invest immediately. However, many firms provide
reinvestment plans (Kinoshita, 1989)), indicating that investors have a substantial interest in reinvesting

their income.
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Ogden suggests FED's'* monetary policy as a measure of stock market liquidity (illiquidity).
The monetary policy affects the expected liquid profits, which in turn will affect turn-of-the

month stock returns.”

Ogden links the turn-of-the month liquidity hypothesis with the January effect. The
arguments for this are: (1) the evidence, that the positive January returns are concentrated mn
the first few trading days of January, (i) that it is reasonable to assume that liquid profits are
greater in December than in other months, (iii) that the January turn-of-the month profits are
greater for small firm stocks, and evidence on the ownership of stocks in the U.S. indicates
that individual investors hold proportionately more small firm stocks, while institutional

investors hold proportionately more stocks of large firms (Ritter, 1988).

Ogden uses daily equally- and value-weighted stock indices from January 1969 to December
1986 and the FED fund spread for the measure of a stringent (easy) monetary policy. For
various sub periods and for the whole period, easy-money months have positive and high
turn-of-the month returns. These returns however, are even higher for the equally weighted

index, which in turn implies that the turn-of-the-month effect is more pronounced for small

firms' stocks.

January returns are higher for easy-money than stringent-money Januarys. In spite of this,
stringent-money Januarys have positive abnormal returns, implying that other factors apart

from monetary policy may contribute to the high January turn-of-the month returns.

Bhardwaj and Brooks (1992) provide evidence that the share price (High/Low share price
stock) may dominate the firm size in explaining the January anomaly. They claim that many
of the small size firms' characteristics that are used in explaining the size anomaly, such as

transaction costs, degree of neglect, misassessment of risk, and infrequent trading, are
@l

[ —
14 The US Central Bank, The Federal Reserve System, often abbreviated as FED from the first three letters.

5Note that monetary policy is likely to affect real economic activity, and thus investors' liquid profits, with a
lag (Laurent, 1988). However, a positive association between contemporaneous changes in the money supply
and stock returns is well documented (Sorenson, 1982).
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equally, if -not more, applicable to low price stock. To test this hypothesis, Bhardwaj and
Brooks form 25 portfolios, 5 sorted by market value and 5 by share price, and estimate
January returns over a 20-year period. The conclusion is that there is a stronger relationship

between share price and the January anomaly than between firms' size and the January

anomaly.

Jegadeesh (1991) claims that past return predictabulity, reported in Fama and French (1988),
is mostly due to seasonal price mean reversion. He finds that the stock price mean reversion
is entirely concentrated in the month of January and the estimates of long-term serial
correlation outside January are indistinguishable from zero. Further, Jegadeesh examines an

LSE return sample and finds that the seasonality in stock price mean-reversion in the U.K. is

similar to that in the U.S.

Jones, Lee and Apernbrink (1991) examine the returns of stocks in the Cowles Industrial
Index before and after the introduction of personal income taxes in 1917. They find that
excess returns at the turn-of-the-year and for the month of January were not significant until

after 1917. Thus their results provide support for the tax-loss selling hypothesis as an

explanation for the January seasonal excess return of small firms.

3.6. Conclusion

The extensive work carried out on the size anomaly shows the interest in this phenomenon.
Overall, the existence of the size anomaly has been well documented. The remaining
problem is its logical explanation. Once the size anomaly was documented, attention has
shifted towards its explanation. Most contemporary papers on the size effect have an

introductory section which confirms its existence, and the rest is dedicated to the

explanations of the size effect.

It seems that any rationale for the size effect 1s multidimensional. It looks perfectly logical,

bearing in mind the stock market mechanism (Chapter 2), to expect higher transactions costs
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in terms of bid-ask spread pertaining to small firms. The overreaction patterns may also
contribute to the explanation of the size anomaly, especially when they are coupled with
analysis of size portfolios’ stability after rebalancing. The papers on the size anomaly seem

to avoid this issue, so that Chan and Chen’s (1991) paper is of great significance. The

question is whether there would be excess return on size, if size portfolios were not

rebalanced.

Of course, explanations that embrace the so called ‘proxy hypothesis’ are of great interest

too. First, though, we need to know whether a size effect existed in the LSE between 1985-

1995, which is dealt with in the next Chapter.
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Chapter 4

The Existence of Size Effects: Empirical Evidence

From the UK Stock Market 1985 to 1995

4.1. Introduction

The aim of this chapter is to detect whether or not the size effect has existed in the London

Stock Exchange over the period 1985-1995, and to estimate its magnitude. In brief the

procedure involves:

1. Forming ten portfolios, each consisting of an equal number of commercial firms listed on
the London Stock Exchange, on the basis of the firms' market capitalisation every year for

the period 1985-1995.

7 Rebalancing these size-portfolios every year over the sample period.

3. Estimating portfolio market risk (beta) using the Market Model and regressing monthly
size-portfolio returns against the return of an Equally Weighted Market index.

4. Measuring the significance of beta and size in explaining the cross-sectional differences

of the size portfolio returns.

5. Checking for seasonal patterns in the behaviour of the size portfolio returns.
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4.2 Formation and Rebalancing of Size Portfolios

The stock market data for this research are derived from DATASTREAM Database on-line

and cover the period from 1982 to 1995 inclusive. The sample contains the constituents of

the FTSE Actuaries Share Indices except Financials and Investment Trusts, i.e., General
Industrials, Consumer Goods, Services, Mineral Extraction and Utilities'. The sample is
restricted to those shares available at the end of 1995, as DATASTREAM does not provide
on-line data for those firms that have ceased trading. The number of firms is further

restricted to those with available and positive Market-to-Book (MTB) value and borrowing
ratios (BR). |

The market value* (MV) for every sample firm is collected at the end of each year from

1982 to 1995. Then, shares are sorted into 10 size-portfolios by market value at the end of

the year and by industry. For a share to be included in a size-portfolio, it should be listed for
at least 3 years. Therefore, the first set of 10 size-portfolios was formed using firms' market

value at the end of 1984. Similarly, 10 size-portfolios of firms ranked by their market value

at the end of the year were formed for each year up to 1994,

To be eligible for inclusion in one of the 19835 size-portfolios, an asset should be listed and
traded from the end of 1982 to the end of 1984. At the end of 1984 325 assets are eligible

ffor inclusion, and their number grows gradually to 534 at the end of 1994. However, after
Ecliscarding those shares for which MTB and BR are either unavailable or meaningless, these
numbers are slightly reduced to 304 at the end of 1984 and 500 at the end of 1994.

1

}"or each size portfolio (portfolio 1 being the lowest market capitalisation, portfolio 10 the
highest), one calendar year following portfolio formation is considered and monthly share

prices for this year are extracted from DATASTREAM. Hence, for size portfolios formed at

I'The corresponding DATASTREAM codes are LFTAGENM, LFTACGDS, LFTASERV, LFTAMEXT,

LFTAUTIL. o
2 The market value or firm’s size 1s defined as firm market capitalisation, i.e., the number of firm ordinary

shares multiplied by their current market price.
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Chapter 4 The Existence of Size Effects: Empirical Evidence

the end of a given year falling into the 1984-1994 period, monthly prices are derived for the
following year, e.g., the end of 1984 market value portfolios have equally weighted monthly

returns, calculated from individual asset prices for 1985. Thus, size portfolio returns are

estimated as:

o (Py = Py) [ Dy ' | |
Rp:=z(p p;zl Di-1 ‘ ‘ 1 | (4.1)

) n -
1 LY - [ ‘ b ] - 5’ -I::LJ?*"

R, - return for size portfolio p (p=1 .....10) for month ¢,
p., - price for a share i, constituent of portfolio p for month ¢,
p._, - price for a share i, constituent of portfolio p for month ¢-1,

n - total number of portfolio p constituencies for a given year.

- -

Table 4.1 shows the gross size portfolio returns, calculated from monthly asset prices and

then aggregated on a yearly basis.

Table 4.1.
Size Portfolios' Average Monthly Return from 1985 to 1995

5 | 1986 | 1987 | 1988 | 1989 | 1990 “ 1992 | 1993 | 1994 | 1995
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Table 4.1 indicates that the smallest MV portfolio 1 average return is superior to the

remaining 9 portfolios. Only for two years out of eleven does the portfolio 1 average return
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Chapter 4 The Existence of Size Effects: Empirical Evidence

rank below first, 1989 and 1990. The largest MV portfolio 10’s average return ranks 10th in
three out of the eleven years, and 9th in four. In addition, there is a tendency for average
returns to diminish as portfolio size increases. To allow for an easier interpretation of the
résults of Table 4.1, Table 4.2 reports the portfolio rank order for each year. It also reveals a
rather surprising result for the overall 1985-935 ranking of the 10 MV portfolios; on average,
MYV portfolios are almost perfectly arrayed from portfolio 1 ranking first to portfolio 10
ranking last. The only disharmony consists of portfolios 6 and 7 and portfolios 8 and 9
swapping places. This does not reduce the significance of the relation shown on Table 4.2,

as the swaps take place between neighbouring size portfolios. -

Table 4.2.
Ranked Portfolios' Return

erioa] 1985 | 1986 | 1987 | 1988 | 1989 | 1590 | 1991 | 1992 | 1993 | 1994 | 1995 8595

- # |Size Portfolios' Rank for different years

[N NV VNV T O VN OO O
2 | 3 | 3 | 312 jw] 3| 2]6 2272/ 2
3 [ 4| 2| 2] 5|6 |10f 4 ]1w] ]3| 473713
4 | s | 8 [ 7 | 4| 843 ] 7[5 3] 8 [ 4
5 [ 2 | 4| 6] 6 9 6 | s |9 | 4] 8T 4[5
6 | 8 [ 6 | s | 8 (7|9 ) 6] 8] 6 | 6] 10 7
7 7 7| 4921817 | 4] 7 |10]9 [ 6|
8 [ 10| s [ 0] 3| 45 0] s |85 |5 |9
9 | 6 | 9 | 8] 7 |3 |7 |8 3] 91[]7 ][ 6] 8
10 | 9 J 10 ] 9 (w0 ]t |1 ]9 2]l o710

It seems that 1989 and 1990 break the pattern which appears for the whole period.
Therefore this behaviour can be classified as anomalous. A plausible speculation for the
exceptionally low market returns for both years might include high interest rates and growth

;stagnation caused by Britain's joining the ERM. This, however, is not sufficient to clarify

; # & *
‘why there is a reversion in the rank order.

In the research conducted for the Wilson Committee (Wilson 1979) at the end of 1970s it

was observed that 'small’ and ‘intermediate’ size firms (of up to £4m total assets in 1975)
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Chapter 4 The Existence of Size Effects: Empirical Evidence

were characterised by high ratios of bank borrowing and of higher current liabilities in
general than was the typical large firm. This disadvaﬁtage, as the Wilson Committee to
Review the Functioning of Financial Institutions (1980) concluded, although it cannot be
properly called discrimination, constitutes a barrier to small firm growth. During the 1970s it

appears to be a major barrier to the growth of the small independent British business. Thus,

one might hypothesise that:

I. In a state of relatively high costs of borrowing, poor performance of the small
capitalisation stocks is to be expected. II. In a state of cheap credit and high market returns,
an excellent small capitalisation stocks' performance is to be expected. The econometric
model, therefore, should embrace the gearing behaviour of firms, as well as interest rate

movements, compared with the average market return. Testing of the above hypothesis is

beyond the scope of this chapter.

Table 4.3 supplies the size portfolios’ descriptive statistics, which are estimated for the
whole period. The important characteristics of the size portfolios' return are their

normalised third and fourth moments, skewness and kurtosis, which in turn serve as a test

for the normality of these returns.

" Table 4.3.

Descriptive Statistics for the ten size portfolios' return from 1985 to 1995,

NN
00116

0.0096 | 0.0099 | 0.0095

Portfolio #
Statistics

Mean

St. Error | 0.0057 | 0.0048 | 0.0049 | 0.0048 | 0.0051 | 0.0052 | 0.0054 | 0.0054 | 0.0051 | 0.0046
Median 00143 00112
St. Dev. 0.0547 0.0590 | 0.0526
Variance 0.0035 | 0.0028
Kurtosis 2.7569 | 33396 55692
Skewness | -0.4224 | -0.3451 | -0.6004 | -0.7777 | -0.6016 | -0.3679 [ -0.5100 | -0.8716 | -0.6590 | -0.9163

0.3834 | 0.3927 0.4324 | 0.4203

-0.2365 -0.2691 | -0.2717
Maximum 0.1720 0.1716 | 02030
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The sample standard deviation 1s § = , Whereas the standard error of the mean
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The skewness, or-normalised third moment, of a random variable X, with mean X "and

-?Eﬂ ‘

variance O, is defined by*:
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X

The kurtosis, or normalised fourth moment of X, is defined by:

3 (x,-X

] “=
K[Xi]=';;x""__l_""7_

The normal distribution has skewness equal to zero, as do all other symmetric distributions.
Positive skewness will result if the distribution is skewed to the right, since the average
cubed deviations would be positive. Skewness will be negative for distributions skewed to

the left. For the size portfolios the skewness values are negative for all ten, i.e., all are

skewed to the left.

The normal distribution has kurtosis value of 3, but fat-tailed distributions with
supplementary probability mass in the tail area have higher or even infinite kurtosis. Monthly
return series tend to be thinner-tailed compared to daily or even weekly return series, but

portfolios & and 10 are still distinguished by their high kurtosis. Mills (1995a), using daily

3 See M. Fleming et al, (1994).
4 See Newbold, P., (1991).
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return series on different FT-SE indices over the period 1986-1992, finds that empirical

return distributions are often elongated, having tails heavier than those of the Gaussian

distribution.

The mean, median and mode must coincide for a normal distribution. As it 1s impossible for
the mode to be determined in non-discrete series, we report two indicators of the central
tendency: the mean and median. If the mean and the median of the size portfolios are
compared, it becomes obvious that the median of portfolio 1 1s less than the mean, i.e., the
median is situated on the left. As the portfolios' market capitalisation increases, the median
moves to the right, which 1s particularly pronounced for the largest market value portfolios 9

and 10. Again, mean returns follow the same pattern as rank order, but median returns do

not.

Figure 4.1 displays histograms of the returns of the two extreme portfolios 1 and 10. The
arrows in the middle show the approximate position of the mean. An apparent difference is

that the portfolio 1 distribution 1s rather flat, while the portfolio 10 distribution is spindly.

Figure 4.1.
Portfolio 1 Histogram Portolio 10 Histogram
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Chapter 4 The Existence of Size Effects: Empirical Evidence

These departures of the size portfolios’ return distribution from normality, however, are not
to be exaggerated. It is another story when daily return series are used, and as shown in

Mills (1995), the departure of these series from normality is far greater that that of the series

used 1n this study.

4.3. Size Portfolios Systematic Risk

The size portfolios' betas are estimated by the Market Model:

Rp,t =0T Bp,t-lRm,;-l T Bp,t Rm,r T Bp,Hl Rm,t+l t£& | | - (4.2)

R,, - is size portfolio p (p=1...10) monthly returns, from month -36 to month 0,

O - intercept,

R,,, , - equally weighted market return,

B, B ot B,..1- beta measured as lagged, contemporary and lead coefficient.

The actual beta is obtained by summing the lagged, contemporary and lead beta estimates, a
technique, which according to Dimson (1979), allows for infrequent trading of small firms'
shares. The inclusion of lead and lagged independent variables aims to deal with the thin-
trading problem. Thin-trading is a common feature of smaller size firms, in which the
number of shareholders is significantly lower than the number of shareholders in larger
companies. As a result, small companies’ shares are not traded for long intervals and thus
their prices may remain unchanged, especially when the observation frequency is short. In
bLS terms, beta would be biased, if estimated only from the contemporary market index.
The original Dimson approach recommends more than one lead and lag of the market index.
Beinganum (1982) reacted to Roll's (1981) conjecture on the size effect in relation to small
firms' thin trading by applying 20 lags and 5 leads in addition to the contemporary market
index. However, Fama and French (1992) find that including more than one lag (lead) of the

market index does not yield a great deal of significance.
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Thin-trading is a severe problem when daily return series are used to estimate beta. The
problem of thin trading, although alleviated, still exists within the smallest 2-3 deciles when
monthly average prices and returns are used. Due to lack of information, this study does not

recognise whether and when the zero return 1s due to lack of trading or other reasons such

as trade suspension.

Yet another way of mitigating the thin-trading problem is by combining single assets into
portfolios. Fortunately, this study's methodology requires share bundling into size portfolios.
Nonetheless, in addition to the contemporary market index, lagged and lead market indices
are included in the market model. However, if either lagged or lead market index or both
are not statistically significant at the 5% level, they are dropped from the equation.
Information on how the final portfolio beta 1s arrived at, 1.e., as a sum of contemporary, lead
and lagged beta estimates and whether the lagged and lead coefficients are insignificant, is
provided in Appendix 4.1. In summary, the estimated lead beta coefficient almost always
turns out to be insignificant, being included only twice out of 110 regressions. These are
portfolios 8 for 1992 and 9 for 1995, respectively. On the other hand, the lagged market
index coefficient is significant in a considerable number of cases, and also contributes a fair
amount to the total beta estimate. For instance, the lagged market coefficient contributes
0.189 of the contemporary market index value to the total portfolio 1 beta. The lagged
fnérket coefficient share, however, diminishes gradually at the middle MV poﬁfolios.
Ebrtfolio 5 has an average contribution of the lagged index of 0.015 for the whole period
1985-1995. From portfolio 6 onwards the lagged market index contribution magnifies in

absolute value but reverses its sign, i.e., it is a negative contribution that reaches the peak

value of -0.23 at portfolio 10.
It follows that the returns of the low and high MV portfolios relate to the lagged market

returns, but in a different way. Small MV portfolios' (1-3) relate positively, whereas large

MYV portfolios (8-10) relate negatively to the lagged market return.
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An important procedure in-portfolio beta estimation is the restriction on the intercept.
According to the theory, the intercept of the market model should represent the fraction of
the total asset return which 1s unrelated to market risk, i.e., beta. Portfolio theory claims that
no return should be paid for idiosyncratic risk, hence the intercept should be zero. The
Present Value Theory, however, admits a proportion of the total return which is free of risk

as compensation for the Time Value of Money. Thus, the intercept of the Market Model is

between:

-A lower bound, i.e., zero.

It is true that the CAPM in 1ts analytical form of the Market Model implies o = (1 - B)R .

However, the Market Model estimates oo and 3 simultaneously, when estimated by OLS.

The primary criterion in this case 1s the ininimisation of the least squares. Thus, the process
of minimisation of the least squares may lead to a wide variety of estimated values of the
intercept (o ) across size portfolios’ Market Model. The intercept (o ) should represent the
significance of all factors other than the market index in explaining size portfolio returns.
These factors are grossly embodied in the time value of money discount rate and it is
normally positive. On the other hand, if we allow o to move freely, fulfilling the
minimisation of the least squares criterion 6nly, then a negative estimate of a0 would requiré'

an unjustifiable increase in [} for the sample period so as to offset the negative o and keep

the identity oo = (1-B)R,,.
- An upper bound, i.e., the monthly risk free rate of return. In this stu&y the three month UK

treasury bill rate is used as a proxy for the risk free rate of return. In terms of regression

technicalities, the upper bound is calculated as an average of the monthly risk free rate for all

months included in the regression period.

The market model regression is re-run without an intercept, either when the intercept is

6utside the upper and lower bounds, or when the intercept is within the bounds, but

statistically insignificant,
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There are two major problems with beta estimation. One problem is non-normality of the
regression residuals. An inspection of the residuals shows that non-normality is usually
caused by one, or sometimes by two, outliers. To tackle the non-normality problem, a
dummy variable is gééféﬁéd for the month(s) in which outliers are observed. An ‘outlier’
assigned a dummy variable is defined as the highest absolute valueresidual, which lies
outside of the Standard Deviation band. It is, however, fair to say that in most occasions the

outliers are around or above two Standard Deviations of the dependant variable.’

Another problem is autocorrelation in the residuals. Whenever autocorrelation is detected,

the market model regression is run with the lagged dependent variable added as a regressor.

The estimated lagged dependent variable coefficient p is then used to correct the beta

coefficient, as shown below

Bm + Bm-l + Bm+l |
=Pm T Emt " Pl | .. | ; 4.3

The market index return (R,,,) is calculated as equally weighted assets’ returns for each

month from 02.1982 to 12.1995. Then, every size portfolio return is regressed on the
contemporary, lead and lagged market index return, for a rolling sample of 36 months. Thus,
to estimate portfolio 1 beta for 1986, portfolio 1’s monthly return is regressed on the equally

weighted market index for the period from 01/1983 to 12/1985. The corresponding beta

values are shown in Table 4.4:.‘i

S —
SDummy variables for outliers are used in 14 regressions, out of 110. In all regressions a dummy variable for

one observation (outlier) is assigned except for portfolio 1 for 1993 where two dummies are required to
achieve normality. Dummy variables are included in the following incidents, where the figures in the
brackets indicate the ratio of the outlier's value and the Standard Deviation: 1987, pf.6 May '86 (1.83), pf.8
July '84 (-2.17); 1988, pt.3, Jan.'85 (-1.87) ; 1990 pf.1 August '87 (2.53), pf.4 April '87 (1.14), pf.9 August
'87 (-1.53); 1992 pf.1 Oct. '91 (3.32); 1993 pf.1 Oct. 91 (2.96), June '92 (1.64), pf.3 Oct. '92 (-2.39); 1994,
pf.1 Oct.'91 (3.02), pf.3 Oct. '92 (-2.49), pt.9 Nov. '92 (2.41); 1995 pf.3, Oct. '92, (-2.40), pf.9, Nov. '92,
2.47).
g'I‘abl)e: 4.4 provides normalized beta estimates. Due to the approach used in estimation of the size portfolios'
betas, they do not add up to one, although being very close to it. This can be compared to the raw estimates
in Appendix 4.1. The normalisation procedure thus provides consistency of the beta estimates throughout the

period.
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AEER N Table 4.4. .,,
Size Portfolios Beta -~ +

Period| 1985 | 1986 | 1987 | 1988 | 1989 | 1990 “ 1992 | 1993 | 1994 | 1995
Portfoho

|—|
_n
WD
N

Li58 | 1415 | 1361 |<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>