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The applications of robust squirrel-cage induction motors in variable speed inverter drive systems have increased considerably due to the availability of easily controlled semiconductor switching devices. One problem encountered in inverter drives is the non-sinusoidal nature of the supply voltage, which results in increased motor losses and harmful torque pulsations producing undesirable speed oscillations. The latter effects are negligible at high frequency operation, due to the damping effect of the rotor and load inertia. However, torque pulsations and speed ripple may be appreciable at low frequency, wêre they may result in abnormal wear of gear-teeth or torsional shaft failure. Hence, in applications where constant or precise speed control is important, eg; machine tool, antenna positioning, traction drives etc., it is essential to establish a method for determining the magnitudes of these torque pulsations and speed ripple, as a first stage in minimizing or eliminating them.

When a voltage source inverter is used in such applications, pulse width modulation (PWM) techniques are usually employed, whereby the quasi square waveshape is modulated so as to minimize or eliminate the low order harmonic voltage components and thereby reduce the torque pulsations. Recent investigations have shown that total elimination of low order components does not produce optimal efficiency or torque pulsations and speed rippleminimization. This thesis describes new PWM strategies which does not rely on complete elimination of low order harmonics, but on controliing the magnitude and phase of these components to achieve a smooth rotor motion.

Initially, a mathematical model for the inverter/induction motor drive was developed, based on numerical integration of the system differential equations. The changing topology of the inverter bridge was simulated using tensor techniques. Then an analytical method, based on harmonic equivalent circuit analysis was proposed for calculating the induction motor
pulsating torque components under steady-state operating conditions, in terms of stator and rotor current harmonics. The accuracy of this method was verified by comparing its results with those obtained from the mathematical model developed earlier. This provided an extremely rapid, numerically stable and efficient means for evaluating harmonic current and torque components with balanced non-sinusoidal applied voltages. This method was then used to formulate the torque performance function necessary to determine the new optimal PWM switching strategies.

Throughout the work, the predicted performance was extensively validated and supported by practical results obtained from an experimental rig specifically designed to drive the machine under different PWM techniques.

| $C_{\text {cm }}^{0}$ | Current transformation matrix. |
| :---: | :---: |
| $E_{0}$ | Branch reference frame impressed voltage vector. |
| $E_{m}$ | Mesh reference frame impressed voltage vector. |
| $f r$ | Rotor frequency. |
| $f$ | Stator or modulating wave frequency. |
| $f$ | Frequency of the carrier waveform. |
| $h$ | Integer equal to 6 or multiple thereof. |
| $1_{A, B, C}$ | Instantaneous branch currents of the stator phases $A$, $B$ and $C$. |
| ta,b, ${ }_{\text {c }}$ | Instantaneous branch currents of the rotor phases a, $b$ and c. |
| ${ }_{\text {dac }}^{\text {b }}$ | Instantaneous branch current of the DC-link. |
| $i_{1}^{m} \cdot i^{m}$ | Instantaneous mesh 1 and mesh 2 currents. |
| $i^{\text {b }}$ | Branch reference frame current vector. |
| $7^{m}$ | Mesh reference frame current vector. |
| 1. | Per-phase rms stator current. |
| $1 r^{\prime}$ | Per-phase rms rotor current. |
| Ir | Per-phase rms referred rotor current. |
| $I_{m}$ | Per-phase rms magnetizing current. |
| $I_{\text {rmi }}$ | Total rms stator current. |
| $I_{s(n)}$ | nth-harmonic component of the stator current. |
| $I_{\text {f }}(n)$ | nth-harmonic component of the rotor current. |
| $J$ | Moment of inertia. |
| $K_{w}$ | Stator winding factor. |
| $K_{\text {wr }}$ | Rotor winding factor. |
| $K$ 。 | Excitation constant. |
| $K_{\omega}$ | Windage constant. |
| $K_{*}$ | Viscous friction constant. |
| $K_{1}$ | lst-coefficient of Runge-Kutta 4th-order integration procedure. |
| $k_{2}$ | 2nd-coefficient of Runge-Kutta 4th-order integration procedure. |


| $K_{3}$ | 3rd-coefficient of Runge-Kutta 4th-order integration procedure. |
| :---: | :---: |
| $K_{4}$ | 4th-coefficient of Runge-Kutta 4th-order integration procedure. |
| $1 L_{0}$ | Branch reference frame inductance matrix. |
| $L_{m}$ | Mesh reference frame inductance matrix. |
| $l$, | Per-phase stator leakage inductance. |
| $l_{r}$ | Per-phase rotor leakage inductance. |
| $l_{\text {m }}$ | Per-phase magnetizing inductance. |
| 19 | Modulation index. |
| $N$, | Number of stator turns per phase. |
| $N$, | Number of rotor turns per phase. |
| $n$, | Synchronous speed. |
| $n n_{r}$ | Rotor speed. |
| $p$ | Number of pairsof poles. |
| P. | Per-phase stator power. |
| $P_{\text {Lors }}$ | Per-phase rotor copper loss. |
| $P_{\text {moch }}$ | Gross mechanical power. |
| $R$ 。 | Per-phase stator resistance. |
| $R_{r}$ | Per-phase rotor resistance. |
| $R_{\text {c }}$ | Per-phase core loss resistance. |
| $R$ 。 | Branch reference frame resistance matrix. |
| $R_{m}$ | Mesh reference frame resistance matrix. |
| $s$ | Slip. |
| $S_{\text {max }}$ | Slip at maximum torque. |
| T, max | Maximum torque. |
| T. ${ }^{\prime \prime}$ | Starting torque. |
| $T_{m}$ | Load torque. |
| $T$, | Friction torque. |
| $T_{\text {c }}$ | Coulomb friction torque. |
| $T H_{n}$ | Width of the nth high level pulse. |
| $T L_{n}$ | Width of the nth low level pulse. |
| $T_{1}$ | Period of the carrier waveform. |
| $T$. | Electromagnetic torque. |
| T.0 | Steady-state torque. |
| T.n | hth-harmonic torque component magnitude. |
| $t_{\text {min }}$ | Minimum switching time. |
| $t_{d}$ | GTO gate-controlled delay time. |

1, GTO gate-controlled fall time.
t. GTO gate-controlled storage time.
$v_{\text {AN }}$ Instantaneous phase A voltage.
$v_{A B} \quad$ Instantaneous line voltage.
$V_{\text {ac }}$ DC-link voltage.
$V(n) \quad$ nth-component of rms phase voltage.
$V_{\text {( }}$ ( ) $\quad n t h$-component of rms line voltage.
$V$ Branch reference frame voltage vector.
$V_{m} \quad$ Mesh reference frame voltage vector.
$v$ '. Per-phase stator voltage drop.
$x$. Per-phase stator reactance.
$X_{m} \quad$ Per-phase magnetizing reactance.
$x$; Per-phase referred rotor reactance.
$Z_{1} \quad$ Per-phase input impedance.
$Z_{0} \quad$ Branch reference frame impedance matrix.
$Z_{m} \quad$ Mesh reference frame impedance matrix.
$\Delta x \quad$ Integration step-length.
$\Delta \omega_{m} \quad$ Peak-to-peak speed ripple.
$\Delta \theta_{m} \quad$ Peak-to-peak positional error.
$\Delta T$. Peak-to-peak torque pulsation.
$\omega_{r} \quad$ Rotor angular frequency.
$\omega_{\text {. }} \quad$ Stator (or modulating waveform) angular frequency.
$\omega_{m} \quad$ Mechanical angular speed of the rotor.
$w_{1} \quad$ Angular frequency of the carrier waveform.
$\alpha_{m} \quad$ Switching angle in radians.
$p$
Differential operator d/dt.
e. Rotor electrical angular displacement.
$\theta_{0}(n) \quad$ Phase angle of the nth stator current component.
$\theta_{r(n)} \quad$ Phase angle of the nth rotor current component.
$\sigma_{n} \quad$ Phase angle of the hth-harmonic torque component.
All other Symbols are defined as they appear.
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## CHAPTER 1

## INTRODUCTION

### 1.1 General Background

An increase in the number of applications requiring variable speed drives instigated the need for stable and versatile electrical machine and control schemes. During the 19 th and early 20th centuries, and prior to the introduction of the mercury-arc rectifier, these requirements were traditionally met by the DC motor. In some applications, hazardous environments and frequent maintenance needs of the mechanical commutator, paved the way for the cage rotor AC motor. Various techniques were developed for both types of machine to provide continuous speed control over a wide range using, in all cases, auxiliary machines acting either as prime-movers or power supplies [1]. By the middie of this century, the development of semiconductor devices and their use in controlled rectifiers and static frequency changers had superseded the use of these auxiliary machines, and a new era of solid-state motor speed control techniques was evolving.

Speed control of a DC motor may be performed simply by controlling the armature voltage using a phase-controlled rectifier if the power supply is AC, or a DC-DC converter if it is DC. However, the complicated mechanical construction of the machine makes the overall scheme expensive. By contrast, AC motors require a variable frequency power supply and their speed control schemes are consequently more complicated. Nevertheless the induction motor, in particular its cage variant, has been widely used in industrial drives, due to the following major advantages it possesses over the DC motor:
(1) The cage rotor construction is both rugged and simple.
(2) The rotor inertia is lower than that of a DC machine and it can tolerate higher temperatures and over-speeds for longer periods.
(3) No brush-gear is necessary, which reduces the maintenance required.
(4) The power/weight ratio is about twice that of a DC motor.
(5) It is less expensive.

One of the most widely used methods of induction motor speed control uses the DC-ilink inverter. This can be either a voltage source inverter (VSI) or a current source inverter (CSI), both of which operate in the six-step or quasi-square wave (QSW) mode [2-5]. Although this is satisfactory for high operating frequencies, its low frequency implementation is characterised by significant low order harmonic voltage and/or current components, which have two major practical consequences. Firstly, they produce harmonic copper losses, reducing the overall efficiency and possibly causing overheating. Secondiy, their resultant space harmonic mmfs produce negligible steady torque, but much larger pulsating harmonic torques. If the pulsating frequency is close to a resonant frequency of the rotating system, the resultant mechanical oscillations may unduly stress the rotating shaft and damage the connected assembly. Furthermore, the magnitudes of the resulting speed oscillations depend on the drive inertia and, in applications where precise and smooth rotor motion are essential, eg; machine tools, antenna positioning and traction drives they may reach an unacceptable level.

When a VSI is used in such applications, various pulse width modulation (PWM) strategies are employed. Generally speaking these are based on modulation of the basic 6-step voltage waveshape, with the object of reducing or eliminating low order harmonics to minimise the total harmonic losses and torque pulsations. The natural PWM strategy has been widely implemented using standard analogue techniques [6-10]. Developments in digital electronics and microprocessor control techniques, have greatly facilitated the implementation of more advanced PWM strategies such as the regular symmetrical, asymmetrical [10-15] and optimal PWM strategies [16-23].

Natural and regular PWM strategies have both been analysed using expressions based on a Fourier-series expansion of the modulation process [8,11,14]. These expressions provide relationships between the harmonic content of the PWM waveform and modulation parameters such as the frequency ratio, the modulation index and the sampling (switching) instants. The technique results in complex equations, requiring Bessel functions to derive the harmonic spectra expressions, which need a digital computer to determine the magnitudes of individual harmonics [15]. Optimal PWM strategies need extensive off-ine computation to determine the switching angles which define the PWM waveform. However, once these have been obtained, simple Fourier-series dependent expressions are formed to determine the magnitudes of individual harmonics which led to the development of different techniques. In addition to selected harmonic elimination, these techniques have met specific operational requirements; such as the minimisation of harmonic distortion [20-22], torque pulsations and speed ripple [23].

The harmful effects of torque pulsations, such as mechanical resonance and speed ripple, become increasingly significant at low speed operation, where it may be necessary to eliminate an increasing number of voltage harmonics by using a higher number of pulses. Since the off-line computation of numerous switching angles for a conventional optimal PWM switching strategy is lengthy, natural or regular PWM strategies with a high switching frequency have sometimes been preferred in the past.

With the CSI, commutation constraints have restrained the implementation of PWM strategies with high pulse-numbers. Other modulation techniques based on the instantaneous control of either the DC-link current [24,25] or the stator current [26] were suggested to achieve lower torque pulsations and smooth rotor motion at low frequency operation. Nevertheless, optimal PWM strategies were implemented following certain modulation rules devised according to the power-circuit topology of the

CSI [24,27]. These rules however appear to be unnecessarily restrictive, and they have been revised to permit the implementation of various PWM patterns [28] which either eliminate low order harmonics from the stator current waveform or minimise its harmonic content [27-34]. Other optimal PWM strategies have emphasised the reduction of torque pulsations, rotor speed ripple and positional error [26,32-34].

Recent research on optimal PWM controlled CSI drives [26,30-34] has concluded that eliminating all harmonics below a given frequency over the whole speed range is not necessarily optimal, in terms of minimising torque pulsations, speed ripple or positional error. Indeed, when low order harmonic current components are eliminated high order components are significantly increased, which produce significant torque pulsations. Alternative PWM strategies minimise a weighting function for any performance criterion, perform the required optimization and reduce low order harmonic components without resulting in increased high order harmonics as experienced in the harmonic elimination case. Furthermore, since the torque waveform conforms to the current waveform pattern of a CSI, torque pulsations may be controlled by appropriate positioning of the switching angles to control the harmonics of the PWM current waveforms [32,34].

### 1.2 Stating the Problem

In certain AC traction drives, a VSI controlled induction motor is favoured [35,36], with an elimination optimal PWM strategy employed for most of the frequency range in preference to a natural or regular switching strategy for the following reasons:
(1) For a given pulse-number or switching frequency, the order of the first voltage harmonic remaining is almost double that when using natural or regular switching strategies.
(2) A higher fundamental voltage component is obtained before the minimum pulse width iimit is reached, which is analogous to the pulse dropping technique for the other two strategies. At high frequencies, the optimal strategy thus provides better utilisation of the attainable DC-ilnk voltage, extends the region of constant airgap flux and provides a smoother transition to the QSW mode of operation.

During low frequency operation, the higher switching frequency may however increase the inverter switching losses. The analytical simplicity of the optimal PWM strategy, and its ability to be defined for any practical performance criterion, make it appropriate for optimization studies on VSI drive systems. In contrast with the CSI, the voltage harmonic components produce reduced harmonic currents due to the motor harmonic input impedance. This has two consequences on the dynamic performance of the drive system. Firstly, their contribution to the production of torque puisations is reduced, and secondly there is no direct conformity between the torque and current waveforms as is the case with the CSI.

### 1.3 Thesis Objective

This thesis describes an extensive investigation into a PWM voltage source inverter/induction motor drive, with special emphasis on improving the dynamic performance, especially at low speeds where torque pulsations produce uneven shaft rotation.

Using novel optimal PWM techniques, torque pulsation problems are to be minimized by mutual cancellation between harmonic torque components. Comparative evaluation of the drive performance obtained when using these techniques is to be made with that obtained using the conventional elimination optimal PWM technique.

### 1.4 Computer Aided Design and Analytical Methods

The simulation of drive systems using advanced mathematical modeliling techniques provides a powerful tool in system design. Many studies have investigated the transient and steady-state performance of induction motor drives using both time and frequency-domain methods.

Time-domain methods require the numerical solution of sets of nonlinear differential equations representing the electrical and mechanical performance of the drive. The assembly of these equations requires logic checks at each time increment, to determine the conducting state of the inverter devices and the corresponding circuit topology. Some studies employed 2-axis machine models [37-42] due to their simplicity and low computational requirements, while others opted for the direct-phase model [43-47]. This latter model can account for the imperfections of an actual machine, which a 2-axis model cannot, with space harmonics in the airgap magnetic field and the effects of magnetic saturation being easily inciuded. Furthermore, it is ideally suited to simulate the switching operation of the inverter devices.

The frequency-domain method has the merits of simplicity and efficiency in steady-state performance prediction [48-54]. It is based on a Fourier-series expansion of the inverter output voltage waveforms, in conjunction with the harmonic equivalent circuit of the induction motor. Each harmonic component is applied to a circuit whose frequency dependent parameters are adjusted according to the order of the input harmonic.

### 1.5 Thesis Organisation

Chapter 2 outlines the conventional equivalent circuit of the induction motor and its analytical equations for steady-state operation. It presents the theoretical concepts behind different methods of variable-speed operation, and introduces VSIs and CSIs with a brief comparison between the two types.

Chapter 3 surveys variable speed induction motor drives using a VSI with QSW and PWM switching modes. A detailed analysis and mathematical algorithms are presented for both regular and optimal PWM switching strategies. The chapter also describes an optimization process which eliminates particular inverter output voltage harmonics. Sets of switching angles are obtained for the elimination of successive pairs of harmonics. The contribution of both voltage and current harmonics to the motor losses, and the degradation of the mechanical dynamic performance, are explained.

Chapter 4 describes the experimental inverter/induction motor drive system used in the experimental work of the thesis. Emphasis is given to the switching characteristics and the gate drive circuit for the GTO thyristors used as switches in the inverter bridge. A unique digital technique is described, based on a look-up table for storing the inverter device switching patterns for any operating mode.

In chapter 5 tensor techniques are used in the development of a comprehensive mathematical model for a VSI/induction motor drive. Steady-state results obtained using this model are presented and compared with corresponding practical results.

Chapter 6 is concerned with the development of an analytical model based on conventional equivalent circuit analysis. An electromagnetic torque expression is derived, from which instantaneous torque and other weighing functions of speed ripple and positional error are obtained. Results from this
analysis are presented and verified by comparison with those obtained using the mathematical model developed in the previous Chapter.

Chapter 7 describes new techniques by which the cancellation or minimisation of harmonic torque components is achieved, without eliminating completely either the voltage or current components responsible for them.

Chapter 8 compares results provided by both the comprehensive mathematical model and the frequency-domain model developed in chapters 5 and 6 respectively. It evaluates these using different performance indices between the strategies developed in the thesis and the conventional elimination strategy. It stresses the superiority of the new approach in reducing the extent of torque pulsations and speed ripple during low frequency operation, at the same time maintaining a low number of pulses.

Conclusions and suggestions for further work are given in chapter 9.

## CHAPTER 2

## 3-PHASE INDUCTION MOTOR SPEED CONTROL

This chapter briefly describes the basic methods of induction motor speed control. The equivalent circuit which forms a fundamental building block for the analysis is described and results are presented for this circuit using the parameters given in appendix A.1.

### 2.1 Per-Phase Equivalent Circuit

The per-phase equivalent circuit of an induction motor under balanced steady-state conditions is shown in figure 2.1(a). The rotor frequency/speed relationship applied to this model is defined as

```
\mp@subsup{\omega}{r}{}}=\mp@subsup{\omega}{s}{}-p\mp@subsup{\omega}{m}{
where }\mp@subsup{\omega}{r}{}=\mathrm{ angular frequency in the rotor circuit.
    \omega
    \omega}\mp@subsup{\omega}{m}{}=\mathrm{ mechanical speed of rotation.
    p = number of pair of poles.
```

The rotor slip with respect to the fundamental rotating field is defined as
$s=\frac{\omega_{r}}{\omega_{s}}=\frac{\omega_{s}-p \omega_{m}}{\omega_{s}}$
Assuming the stator and rotor windings have the same number of turns and winding arrangement
$N_{s} K_{u s}=N_{r} K_{u r}$
where $N_{\text {, }}$ and $N_{\text {, }}$ are respectively the effective number of stator and rotor turns per phase and $K_{u s}$ and $K_{u r}$ are their winding factors. The stator and rotor emfs are related by the equation


Figure 2.1 (a) Induction motor per-phase equivalent circuit
(b) Equivalent circuit referred to the stator neglecting stator iron loss
(c) Phasor diagram of the induction motor neglecting stator iron loss
$\bar{E}_{2}=s \bar{E}_{1} \frac{N_{r} K_{u r}}{N_{i} K_{w s}}=s \bar{E}_{1}$
and the rotor current is given by
$\bar{J}_{r}=\frac{\bar{E}_{2}}{R_{r}+j s \omega_{s} l_{r}}$
where $R_{r}$ and $l_{r}$ are the rotor winding resistance and leakage inductance per phase. The rotor current phase angle with respect to $E_{2}$ is
$\theta_{r}=\tan ^{-1} \frac{s \omega_{s} l_{r}}{R_{r}}$

The stator current is given by
$\bar{T}_{s}=\frac{\bar{V}_{1}-\bar{E}_{1}}{R_{s}+j \omega_{s} l_{s}}$
where $\bar{v}_{1}$ is the rms terminal phase voltage and $R_{0}$ and $l_{\text {, }}$ are the stator winding resistance and leakage inductance per phase. Substituting equation 2.4 in 2.5 and dividing throughout by $s$ gives

$$
\bar{I}_{r}=\frac{\bar{E}_{1}}{\left(R_{r} / s\right)+j \omega_{s} l_{r}}
$$

This mathematical manipulation constrains the frequency of the rotor circuit to that of the supply frequency and the equivalent circuit resembles that of a single phase transformer, which is a first stage to foining the rotor and stator circuits directly.

The ideal transformer between the rotor and stator equivalent circuits shown in figure $2.1(a)$ is conveniently eliminated by referring the rotor circuit to the stator as shown in figure $2.1(b)$, where

$$
\begin{align*}
& I_{r}^{\prime}=\frac{N_{r} K_{w r}}{N_{s} K_{w s}} I_{r} \\
& \frac{R_{r}^{\prime}}{s}=\left(\frac{N_{s} K_{w s}}{N_{r} K_{w r}}\right)^{2} \frac{R_{r}}{s} \\
& l_{r}^{\prime}=\left(\frac{N_{s} K_{w s}}{N_{r} K_{w r}}\right)^{2} l_{r}
\end{align*}
$$

The resistance $R_{c}$ is included to account for iron losses and is used when calculating the values of other circuit parameters. Nevertheless, it is often omitted from the model, as shown in figure $2.1(b)$, since its value is sufficiently large to have little effect on calculations of the stator and rotor currents.

A phasor diagram representing the machine variables is shown in figure 2.1(c) where the magnetizing current $I_{m}$ is taken as the reference phasor, with the stator back emf $E_{1}$ leading $I_{m}$ by $90^{\circ}$. The current $I_{m}$ sets up the airgap magnetic flux and is maintained constant for a constant fiux under different operating conditions, as is explained later. The current $I$ is is the load component of the stator current which neutralizes the rotor mmf and lags $E_{1}$ by the rotor power factor angle $\theta_{r}$. The stator current $l$. is the phasor sum of $I_{m}$ and $I_{r}$.

The effective rotor resistance $R / / s$ is split into the two components $R_{!}^{\prime}$ and $R_{!}^{\prime}(1-s) / s$. This illustrates that the power transferred across the airgap or the input power to the rotor $P_{\text {s }}$ comprises the sum of the rotor copper loss $P_{10,1}$ and the power available to do mechanical work $P_{\text {mech }}$. Thus
$P_{s}=R_{r}^{\prime} I_{r}^{12}+\frac{1-s}{s} R_{r}^{\prime} I_{r}^{\prime 2}$
where
$P_{\text {loss }}=R_{r}^{\prime} J_{r}^{12}$
and
$P_{\text {mech }}=\frac{1-s}{s} R_{r}^{\prime} I_{r}^{\prime 2}$

The electromagnetic torque $T$. is related to the gross output mechanical power $P_{\text {mech }}$ by
$T_{r} \omega_{m}=3\left(\frac{1-s}{s} R_{r}^{\prime} M_{r}^{\prime 2}\right)$

Substituting for 1 is from equations 2.8 and 2.9 into equation 2.13 and re-arranging gives the electromagnetic torque as
$T_{1}=\frac{3}{\omega_{1}} p s E_{1}^{2} \frac{R_{r}^{\prime}}{R_{r}^{\prime 2}+\left(s \omega_{d} l_{r}^{2}\right)^{2}}$

This is the internal motor torque, which is greater than the useful shaft torque by the amount required to overcome the windage and transmission loss. For constant terminal voltage and frequency, and neglecting the stator voltage drops, $E_{1}$ is constant for all load conditions and the only variable in equation 2.14 is the slip $s$. The maximum torque and the silp at which this occurs may be determined by equating $d T . / d s$ to zero to give
$s_{\text {max }}=\mp \frac{R_{r}^{\prime}}{\omega_{r} l_{r}^{\prime}}$
where the positive and negative signs relate respectively to motor and generator operation. Substituting the value of $\boldsymbol{s}_{\text {mox }}$ in equation 2.14 gives the maximum electromagnetic torque as

$$
T_{1} \max =3 \frac{p}{2} \frac{E_{1}^{2}}{\omega_{2}^{2} l_{1}^{\prime}}
$$

and setting s-1 in equation 2.14 gives the starting torque as
$T_{0}=\frac{3}{\omega_{j}} p E_{1}^{2} \frac{R_{r}^{\prime}}{R_{r}^{\prime 2}+\left(\omega_{f} l_{r}^{\prime}\right)^{2}}$

### 2.2 Induction Motor Speed Control

Induction motor speed control has long been seen as desirable and numerous methods of obtaining stepped or continuous speed change have been developed. The principles behind some of these are discussed briefly below.

### 2.2.1 Pole Changing

From equation 2.1 it is evident that changing the number of poles results in a change in the motor speed. This may be achieved by providing a squirrel cage machine with two stator windings arranged for different numbers of poles. Figure 2.2 shows one phase of a 4-pole winding, with two coils per phase. If the current in one coil is reversed, the mmf pattern results in a 2-pole distribution and a $2: 1$ change in the synchronous speed. Pole amplitude modulation [55] is a more versatile technique, whereby modulation of the amplitude of the mmf produced by each stator phase is used to produce mmf distributions with different pole numbers.

### 2.2.2 Rotor Resistance Variation

Equation 2.15 shows that if the rotor resistance is varied, the slip at which maximum torque occurs will change. To control speed by this method requires a wound rotor induction motor, in which additional resistance may be inserted in the rotor circuit as shown in figure 2.3(a). The effective rotor resistance may also be varied electronically either by an AC phase-controlled circuit or by a diode rectifier and a chopper. A family of torque-speed curves for various values of the rotor resistance is shown in figure 2.3(b). Stable operation occurs at the intersection of the motor torque and load torque curves.
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Fig 2-2 Pole Changing Winding


Figure 2.3 Speed control of wound-rotor induction motor by variation of external rotor-circuit resistance
(a) External rotor-circuit resistance
(b) Torque-speed characteristics with variable rotor resistance

### 2.2.3 Terminal Voltage Variation

Neglecting the stator voltage drop and assuming that $E_{1}-V_{1}$ equation 2.14 shows that the electromagnetic torque is proportional to the square of the applied terminal voltage. A measure of speed control may therefore be obtained by varying the terminal voltage. This is a simple and economical method of speed control for a cage type motor, whereby the stator supply voltage is controlled at line frequency by controling the trigger angle of the AC controller shown in figure 2.4(a). The resulting torque-speed curves have the form shown in figure 2.4(b). The airgap flux is related to the ratio of stator voltage to frequency and decreases as the ratio is reduced. However, the current magnitude increases for the same value of torque at reduced voltage, resulting in a poor torque-current characteristic.

### 2.2.4 Supply Frequency Variation

The synchronous speed of an induction motor is given by
$n_{s}=\frac{120}{n u m b e r ~ o f ~ p o l e s} f$.
where $f$, is the supply frequency. Since under all load conditions, the motor speed is close to the synchronous speed, speed control may be achieved by varying the supply frequency f, . To give maximum utilization of the core material the motor should operate near saturation, and this requires maintaining the ratio of applied stator voltage to frequency constant.

### 2.3 Constant Airgap Flux Operation

Maintaining $v_{1} / f$, constant results in a reduction in the airgap flux at low frequencies, due to the increased influence of the voltage drop in the stator resistance. The corresponding torque-speed characteristics shown in figure 2.5(a) illustrate the reduction in the maximum torque as the stator supply frequency is reduced.


Figure 2.4 Speed control by variation of terminal voltage
(a) AC terminal voltage controller
(b) Torque-speed characteristics with terminal voltage variation


Figure 2.5 Torque-speed characteristics for variable-frequency operation of induction motor with
(a) Constant terminal-voltage / frequency ratio
(b) Constant airgap-voltage / frequency ratio

If the $E_{1} / f$, ratio is kept constant, $I_{m}$ is constant at the value corresponding to full-load operation at rated voltage and frequency [56]. Equation 2.16 shows that the maximum torque and the product sw, at which it occurs are also constant, resulting in the parallel characteristics shown in the lower part of figure 2.5(b). Theoretically, the motor operating point may move over much of the plane bounded by the characteristics of this figure but, in practice, operation is restricted to conditions under which the stator current will not overheat the motor. During motor operation, the machines ability to provide rated load torque at low supply frequency is confined by the slope of the characteristics which represents the maximum silp-speed obtainable before the motor stalls or enters the generating quadrant. If the supply frequency increases above the rated value, the terminal voltage is held constant at the rated value and the ratio $E_{1} / f$, and consequently the maximum torque decreases. This corresponds to field weakening of a separately excited DC machine.

The required terminal voltage may be determined for different operating frequencies and load conditions by first calculating $E_{1}$ at rated terminal voltage and frequency under full-load conditions. The analysis below is based on the equivalent circuit shown in figure 2.1(b). Taking the rms terminal voltage as the reference phasor, the full-load stator current is obtained from

$$
\bar{I}_{1}=\frac{\bar{v}_{1}}{\bar{z}_{1}}
$$

where the input impedance $\bar{Z}_{1}$ is

$$
\bar{Z}_{1}=R_{z}+j X_{z}+\frac{j X_{m}\left(\left(R_{r}^{\prime} / s\right)+j X_{r}^{\prime}\right)}{\left(R_{r}^{\prime} / s\right)+j\left(X_{m}+X_{r}^{\prime}\right)}
$$

The phase angle of the stator current with respect to the terminal voltage $v_{1}$ is
$\theta_{s}=-\tan ^{-1} \frac{\Im Z_{i}}{\Re Z_{i}}$
where $x Z_{1}$ and $s Z_{1}$ are respectively the real and imaginary parts of the input impedance. The stator voltage drop $\bar{v}$. is then calculated using
$\bar{V}_{t}=\bar{l}_{s} .\left(R_{1}+j X_{s}\right)$
in which the magnetizing branch voltage $\bar{E}_{1}$ is given by
$\bar{E}_{1}=\bar{V}_{1}-\bar{V}_{1}$

The ratio $E_{1} / f$, may now be calculated and fixed for use in obtaining the terminal voltage $V_{1}$ required for other operating frequencies or load conditions. At any other operating frequency $f_{0}^{\prime \prime}$ and silp $s^{\prime \prime}, E_{i}^{\prime \prime}$ is obtained from
$E_{1}^{\prime \prime}=\frac{E_{1}}{f_{s}} \cdot f_{s}^{\prime \prime}$
and is taken as the reference phasor when calculating the new stator current from
$\bar{l}_{s}^{\prime \prime}=\bar{E}_{1}^{\prime \prime} \cdot \frac{\left(R_{r}^{\prime} / s^{\prime \prime}\right)+j\left(X_{m}^{\prime \prime}+X_{r}^{\prime \prime}\right)}{j X_{m}^{\prime \prime}\left(\left(R_{r}^{\prime} / s^{\prime \prime}\right)+j X_{r}^{\prime \prime}\right)}$
in which all reactances have to be corrected for the new operating frequency. Using equations 2.22 and 2.23 the new terminal voltage $\bar{v}_{i}^{\prime \prime}$ may then be calculated. The stator current phase angle $0 \prime \prime$ must be taken with respect to $F_{i}^{\prime \prime}$ and not to $\bar{E}_{i}^{\prime \prime}$ as calculated from equation 2.25. The terminal voltage necessary to maintain a constant flux density is a function of the stator frequency $f$, and the load. Curves of terminal voltage as a function of stator frequency are plotted
in figure 2.6, using the machine parameters given in appendix A.1, and the load dependent increase in terminal voltage is evident.

### 2.4 Frequency Converters

Of the methods mentioned above, only the variable frequency supply provides a continuous, efficient and wide range of speed control. The advent of power semiconductor devices has led to the development of static frequency changers specifically to provide this form of supply.

The cycloconverter converts the mains AC supply to a variable frequency lower than that of the supply, and consequently its implementation is restricted to low-frequency applications. The most common variable frequency drive employs a DC-link inverter, with the AC supply being first converted to DC by either a controlled or an uncontrolled rectifier and then inverted to produce a variable voltage, variable frequency supply. The basic switching action of the inverter normally results in non-sinusoidal output voltage and current waveforms rich in undesirable harmonics which degrade the motor performance. The two most common inverter types are termed current source and voltage source inverters.

### 2.4.1 Current Source Inverter

The current source inverter (CSI) is supplied from a variable voltage DC source, such as a phase-controlled rectifier as shown in figure 2.7, which is effectively converted to a current source by a large series inductance. The DC-link current $l_{\text {ac }}$ is switched through a pair of conducting devices, one in each half of the inverter. Basically, each device conducts continuously for $120^{\circ}$ of the cycle and the gate-drive firing pattern is shown in figure 2.8, together with typical phase current and voltage waveforms for an inductive load. The CSI is an adjustable-frequency current source whose output current is load independent.


Figure 2.6 Phase-voltage / frequency characteristics during the constant airgap flux and field weakening regions.


Figure 2.7 Phase controlled rectifier supplying a 3-phase CSI fed induction motor


Figure $2.8120^{\circ}$ conduction pattern for a 6-step (QSW) CSI with idealized current and voltage waveforms for star-connected inductive-load

### 2.4.2 Voltage Source Inverter

The voltage source inverter (VSI) is supplied from a low impedance DC voltage source such as a battery or the rectifier circuit shown in figure 2.9. The output of the rectifier may be smoothed by an LC filter, with a large filter capacitor across the inverter input terminals to maintain a constant DC-link voltage . The switching devices may conduct for $120^{\circ}$, as with the CSI, although $180^{\circ}$ conduction is more efficient [2]. With $180^{\circ}$ conduction, the DC source is connected to the load by one device on one side of the bridge and two in parallel on the other side. Figure 2.10 shows the basic gate-drive firing pattern, together with output phase voltage and current waveforms for an inductive load connected to the output terminals. Ideally the VSI is an adjustable-frequency voltage source, with an output voltage which is independent of the load.

### 2.4.3 Current Source Versus Voltage Source Inverters

It is useful to compare the features of current and voltage source inverters in order to justify the use of one type for a particular appiication. A brief comparison of the two types therefore follows.
(a) A CSI interacts more with the load, which preferably has a low leakage inductance since, unlike the VSI, this effects the commutation process. For example, a machine with a large leakage inductance will filter harmonics in a VSI, but increases the current transfer interval and worsens the voltage spike problems in a CSI.
(b) Torque pulsations and harmonic heating problems are more severe at low frequency for CSI operation.
(c) The CSI has inherent 4-quadrant operation capability and does not require any extra power circuit component. However, it has a sluggish dynamic response with stability problems at light load and high frequency conditions making


Figure 2.9 Phase controlled rectifier supplying a 3-phase VSI fed induction motor


Figure $2.10180{ }^{\circ}$ conduction pattern for a 6-step (QSW) VSI with idealized voltage and current waveforms for star-connected inductive-load
closed loop operation essential. On the other hand, a VSI drive can be operated in open loop because of the less significant stability problems.
(d) The CSI is attractive for single motor applications, whereas, for a multi-machine load on a single inverter, the necessity of regulating the output voltage by controliling the current delivered to the motors adds considerably to the stability problems.
(e) A CSI is more rugged and reliable than a VSI, and a momentary short circuit or device misfiring is acceptable. On the other hand, the large DC-link inductor and commutating capacitors make it both buiky and expensive.

It is evident from the above list, that both types of inverter have certain advantages and disadvantages. A decision on which is the most appropriate depends largely on the application and the operating environment.

## CHAPTER 3

## VOLTAGE SOURCE INVERTER/INDUCTION MOTOR DRIVES

This chapter describes the operation of both QSW and PWM voltage source inverters. It presents a review of different PWM switching strategies, each with its own mathematical algorithm. Finally, it discusses the contribution made by voltage and current harmonic components in increasing the losses and in degrading the mechanical performance of the motor.

### 3.1 6-Step (QSW) Inverter Drive

Figure 2.9 illustrated the basic circuit configuration of a 3-phase VSI. The feedback or free-wheeling diodes provide reverse current paths such that, when a particular device is gated on, one output terminal and one input terminal are connected regardiess of the direction of current. This is the topic of full discussion in chapter 5. In the analysis which follows, the presence of the rectifier and LC input filter of figure 2.9 is ignored. This enables the inverter to be regarded as fed from a DC supply voltage, leading to a simplified waveform analysis.

In the 6-step VSI, the gating signals result in $180^{\circ}$ conduction for each switching device, as shown in figure 2.10 where the full cycle is divided into six separate modes. The conduction mode constraints define the output phase and line voltage waveforms. In the absence of a neutral current, and assuming a symmetrical 3 -phase load such as an induction motor, the phase and line voltages may be determined. The Fourier-series representing these waveforms are respectively
$v_{A N}=\frac{\sqrt{2}}{\pi} v_{d c}\left(\sin \omega t+\frac{1}{5} \sin 5 \omega t+\frac{1}{7} \sin 7 \omega t\right.$

$$
\left.+\frac{1}{11} \sin 11 \omega t+\frac{1}{13} \sin 13 \omega t+\ldots\right)
$$

and
$v_{A B}=\frac{\sqrt{6}}{\pi} V_{d c}\left(\sin \omega t-\frac{1}{5} \sin 5 \omega t-\frac{1}{7} \sin 7 \omega t\right.$

$$
\left.+\frac{1}{11} \sin 11 \omega t+\frac{1}{13} \sin 13 \omega t-\ldots\right)
$$

where the origins of these two waveforms are chosen such that they are odd functions and consequently their Fouriermseries expression contain sine terms only. Retaining only the fundamental components shows that the rms phase voltage $V_{(1)}$ and the line voltage $V_{(1)}$ are related to the inverter DC-ink voltage $v_{\text {ac }}$ by
$V_{(1)}=\frac{\sqrt{2}}{\pi} V_{d c}$
and
$V_{(1)}=\frac{\sqrt{6}}{\pi} V_{d c}$

Equations 3.1 and 3.2 indicate that the phase and ine voltage waveforms contain only harmonics of order $6 n=1$ (where $n$ is a positive integer), whose magnitudes are inversely proportional to their order. The actual voltage waveshapes are slightly different from the ideal waveforms considered here, due to the commutation effects and internal voltage drops in the inverter circuit demonstrated later in chapter 5. The typical line-current waveform of figure 2.10 contains harmonics of sufficient magnitudes to cause significant additional heat losses in the machine, together with pronounced torque pulsations and speed ripple, particularly during low frequency operation.

The QSW inverter has been widely used for many years in adjustable-speed AC motor drives, with conventional thyristors being used together with a forced commutation circuit. Recentiy other semiconductor devices with a self turn-off capability, such as GTOs , power MOSFETs and transistors, have all become extensively used.

In induction motor drives, the inverter output voltage and frequency must both be controlled continuously to maintain the airgap flux constant, as discussed in chapter 2. Changing the inverter frequency is achieved by changing the frequency of the applied gate signals to the switching devices, but voltage control can only be obtained by changing the DC-link voltage using either a phase-controlled rectifier with a filter or a diode rectifier-chopper with a filter.

### 3.2 PWM Inverter Drives

The PWM inverter overcomes the problems associated with the QSW inverter by introducing intermediate switching instants into the basic QSW gate signal, such that lower order harmonic components are reduced or even eliminated from the output voltage waveform. The motor inductance can then effectively limit the remaining higher order harmonic components in the current waveform, thereby reducing machine losses and low speed torque pulsations and speed ripple. However, the number of switchings required per complete cycle is substantially higher than for a QSW inverter, and the inverter switching losses are consequently higher.

A PWM inverter can operate from a fixed voltage DC source, with the fundamental output frequency being controlled by varying the switching rate of the inverter devices and the output voltage by use of a PWM technique. Full frequency and voltage control is accomplished within the same power conversion stage. The inverter topology is the same as in figure 2.9,
with self-commutated power semiconductor devices being preferred since these can easily be turned on and off to provide any PWM profile.

Generally speaking, there are three different PWM switching strategies. The first, based on natural sampling, has been widely used because of its ease of implementation using analogue techniques. The second is regular sampling, considered to be advantageous following recent advances in electronic hardware and microprocessor-based techniques. The third, which is currently receiving considerable attention, employs optimized PWM switching techniques. These are based on the elimination of particular harmonics or the minimisation of certain performance criteria such as total harmonic distortion, torque pulsations or speed ripple.

### 3.2.1 Natural Switching Strategy

One basic method of generating sinusoidally distributed PWM switching waveforms is by electronically comparing the instantaneous amplitudes of a triangular (carrier) waveform and a sinusoidal (modulating) waveform. The switching edges of the width-modulated pulses are determined by the instantaneous intersections of the two waves as shown in figure 3.1, with the resultant pulse widths depending on the amplitude of the modulating wave at the instant switching occurs. It is evident from figure 3.1 that the centres of the pulses in the PWM wave are not uniformly spaced $1 . e A \neq B$.

The switching waveforms for a 3-phase inverter are obtained from three sinusoidal modulating waves mutually displaced by $120^{\circ}$, which are individually compared with a single symmetrical triangular carrier wave of fixed amplitude to produce identical switching patterns displaced by $120^{\circ}$. The ratio of the modulating wave ampiltude to that of the carrier defines the modulation index $M$, while the frequency ratio of the carrier


Figure 3.1 Half-cycle of natural PWM switcing strategy


Figure 3.2 Half-cycle of symmetric regular PWM switching strategy


Figure 3.3 Half-cycle of asymmetric regular PWM switching strategy
to the modulating waveform gives the pulse number in the output PWM waveform. The width of the modulated pulses are defined by the transcendental equation
$T H_{1}=t_{2}-t_{1}-\frac{T_{1}}{2}\left(1+\frac{M}{2}\left(\sin \omega_{s} t_{1}+\sin \omega_{s} t_{2}\right)\right)$
where $w$, is the angular frequency of the modulating wave.

Since output voltage control of an inverter is achieved by varying the amplitude of the modulating wave, output voltage and frequency control requires the generation of a set of 3-phase sinusoidal modulating voltages of adjustable amplitude and frequency . The fundamental output voltage of a natural PWM waveform is a maximum when the modulation index $M$ is unity and the fundamental rms phase voltage component is [57]
$V_{(1)}=M \frac{V_{d c}}{(2 \sqrt{2})}$ for $\quad 0 \leq M<1$

A comparison between equations 3.6 and 3.3 indicates that the maximum fundamental output voltage of a natural PWM inverter is less than that of a QSW inverter. As $M$ approaches unity, the intervals between successive switching instants become very short near the positive and negative peaks of the modulating wave. They may in fact be less than the turn-off time of the semiconductor switches, implying that a device which has just been turned off must immediately be turned on again. A minimum time must thus be set, defining the shortest pulse duration, such that if the modulation scheme calls for a pulse width less than this, the pulse is dropped completely [58]. Increasing $M$ above unity causes over-modulation, which improves the utilisation of the available DC-link. However, the modulating and the carrier waveforms fail to intersect and pulses are dropped in the output voltage waveform until a transition to QSW operation is accomplished.

Microprocessor implementation of the natural switching strategy requires a powerful arithmetic capability to solve equation 3.5 in real time [59]. Digital implementation may be performed by simulating the analogue process of natural sampling for a particular fundamental voltage, and storing the resultant PWM profile in a PROM accessed digitally or by microprocessor [60]. This process requires however a large memory space to store pulse widths for a wide range of output voltage and frequency.

### 3.2.2 Regular (Uniform) Switching Strategy

The regular switching strategy is based on comparing a triangular carrier wave with a stepped signal, obtained by sampling the sinusoidal modulating wave at regular instants. A sample-and-hold circuit operated at the carrier frequency is thus used to produce an amplitude modulated version of the modulating waveform. This signal is then compared with the carrier wave, to define points of intersection which determine the switching instants of the width-modulated pulses. As a result of this process the newly-formed stepped modulating signal has a constant amplitude while each sample is being taken, with the width of the pulses being proportional to the amplitude of the modulating waveform at uniformly spaced sampling times. Moreover, the sampling positions and their values can be defined clearly, i.e the pulses produced are predictable both in width and position, which is not the case with a natural switching strategy. There are two types of regular sampled PWM ; symmetric regular and asymmetric regular strategies.

### 3.2.2.1 Symmetric Regular Modulation

As illustrated in figure 3.2, the magnitude of the modulating waveform at a sampling instant $t_{1}$ is stored by a sample-and-hold circuit and kept at the same level until the next sampling instant $i_{2}$, taken after a complete period of the carrier wave relative to the sampling instant $t_{1}$. From
figure 3.2, the high level pulse width $T H_{1}$ is defined in terms of the sampled value of the modulating wave taken at time $l_{1}$ as
$T H_{1}=\frac{T_{1}}{2}\left(1+M \sin \omega_{s} t_{1}\right)$
where
$\omega_{s}=2 \pi f_{s}$
$T_{1}=\frac{1}{f_{t}} \quad \& \quad t_{1}=\frac{T_{1}}{4}$

Similarly
$T H_{2}=\frac{T_{1}}{2}\left(1+M \sin \omega_{8} t_{2}\right)$
where
$t_{2}=5 \frac{T_{t}}{4}$

In general
$T H_{(1+1)}=\frac{T_{1}}{2}\left(1+M \sin \omega_{s} t_{(1-1)}\right)$
where
$t_{(j+1)}=\frac{(4 j+1)}{4} T_{1} \quad j=0,1,2 \ldots \ldots(R-1)$
and $R$ is the frequency ratio $=f_{1} / f_{0}$

Substituting for $T_{1}$ and $\omega_{\text {. }}$ in equation 3.9
$T H_{(1+1)}=\frac{1}{2 R f_{s}}\left(1+M \sin \pi \frac{(4 j+1)}{2 R}\right)$

The low level pulse width $T L_{2}$ is calculated using the symmetrical sampling nature of regular modulation, since widths $T A / 2$ and $T B / 2$ are both equal to one-half the carrier period $T$, and can be defined as
$\frac{T A}{2}=X+\frac{T H_{1}}{2} \quad \& \quad \frac{T B}{2}=\gamma+\frac{T H_{1}}{2}$
where
$x=y=\frac{T_{t}}{2}-\frac{T H_{1}}{2}$
3.12

Similarly
$W^{\prime}=Z=\frac{T_{1}}{2}-\frac{T H_{2}}{2}$

From figure 3.2 it is clear that
$T L_{2}=Y+Z$ 3.14

Substituting $Y$ and $Z$ from equations 3.12 and 3.13 into equation 3.14 Yields
$T L_{2}=T_{1}-\left(\frac{T H_{1}+T H_{2}}{2}\right)$
or, in general
$T L_{(1+1)}=T_{1}-\left(\frac{T H_{1}+T H_{(1+1)}}{2}\right) \quad j=0.1 .2 \ldots \ldots(R-1) \quad 3.16$
where
$T H_{0}=\frac{T_{1}}{2}$

Equation 3.11 is used to calculate the high level pulse widths, which are subsequently used to determine the low level pulse widths using equation 3.16. This forms a complete PWM pattern for one phase only, which is phase shifted by $120^{\circ}$ and $240^{\circ}$ to provide the remaining two phases.

### 3.2.2.2 Asymmetric Regular Modulation

With asymmetric regular modulation, each pulse edge is modulated by a different amount, as shown in figure 3.3. The leading and trailing edges of each pulse are determined using samples of the modulating signal at time instants $i_{1}$ and $l_{3}$. Each sample is held for one-half the period of the carrier wave to produce the stepped signal. The width of the resulting high level pulse is defined in terms of these sampling instants as
$T H_{1}=\frac{T_{1}}{2}\left(1+\frac{M}{2}\left(\sin \omega_{8} t_{1}+\sin \omega_{3} t_{3}\right)\right)$
where
$t_{1}=\frac{T_{1}}{4} \quad \& \quad t_{3}=3 \frac{T_{1}}{4}$

Similarly
$T H_{2}=\frac{T_{1}}{2}\left(1+\frac{M}{2}\left(\sin \omega_{2} t_{5}+\sin \omega_{8} t_{7}\right)\right)$
where
$t_{5}=5 \frac{T_{1}}{4} \quad \& \quad t_{7}=7 \frac{T_{8}}{4}$

In general
$T H_{(1+1)}=\frac{T_{t}}{2}\left(1+\frac{M}{2}\left(\sin \omega_{8} t_{(4 /+1)}+\sin \omega_{8} t_{(4 /-3)}\right)\right)$
where $f=0.1 .2 \ldots \ldots(R-1)$

Substituting for $T_{1}$ and $\omega_{\text {. }}$ in equation 3.19 gives
$T H_{(1+1)}=\frac{1}{2 R f_{z}}\left(1+\frac{M}{2}\left(\sin \pi \frac{(4 j+1)}{2 R}+\sin \pi \frac{(4 j+3)}{2 R}\right)\right)$

In determining the low level pulse width $T L_{2}$ the intervals $x$ and $\gamma$ are calculated individually, since each pulse edge is modulated differently. Hence
$T_{1}=X+T H_{1}+Y$
and substituting for $T H_{1}$ in equation 3.17 gives
$T_{1}=X+\frac{T_{2}}{4}+\frac{T_{1} M}{4} \sin \omega_{1} t_{1}+\frac{T_{1}}{4}+\frac{T_{1} M}{4} \sin \omega_{8} t_{3}+\gamma$
from which it can be deduced that
$X=\frac{T_{8}}{4}-\frac{T_{1} M}{4} \sin \omega_{8} t_{1}$ and $y=\frac{T_{1}}{4}-\frac{T_{8} M}{4} \sin \omega_{8} t_{3}$

Similarly
$Z=\frac{T_{1}}{4}-\frac{T_{1} M}{4} \sin \omega_{8} t_{5}$ and $W_{V}=\frac{T_{1}}{4}-\frac{T_{1} M}{4} \sin \omega_{5} t_{7}$

The low level pulse width $T L_{2}$ can now be determined from
$T L_{2}=Y+Z$
and substituting for $\gamma$ and $Z$ in this equation yields
$T L_{2}=\frac{T_{1}}{2}\left(1-\frac{M}{2}\left(\sin \omega_{8} t_{3}+\sin \omega_{8} t_{5}\right)\right)$

Similarly
$T L_{3}=\frac{T_{1}}{2}\left(1-\frac{M}{2}\left(\sin \omega_{8} t_{7}+\sin \omega_{8} t_{9}\right)\right)$

In general

$$
\begin{align*}
& T L_{(j+2)}=\frac{T_{1}}{2}\left(1-\frac{M}{2}\left(\sin \omega_{s} t_{(t /+3)}+\sin \omega_{s} t_{(4 /+5)}\right)\right) \\
& \text { where } j=0,1,2 \ldots \ldots(R-2) \\
& T L_{1}=\frac{T_{1}}{2}\left(1-\frac{M}{2} \sin \omega_{s} t_{1}\right) \\
& T L_{(R+1)}=\frac{T_{1}}{2}\left(1-\frac{M}{2} \sin \omega_{s} t_{(4 R-1)}\right)
\end{align*}
$$

Substituting for $T_{1}$ and $w_{\text {, }}$ in equation 3.24 yields
$T L_{(j+2)}=\frac{1}{2 R f_{s}}\left(1-\frac{M}{2}\left(\sin \pi \frac{(4 j+3)}{2 R}+\sin \pi \frac{(4 j+5)}{2 R}\right)\right)$
where $J=0.1 .2 \ldots \ldots .(R-2)$
$T L_{1}=\frac{1}{2 R f_{s}}\left(1-\frac{M}{2} \sin \left(\frac{\pi}{2 R}\right)\right)$
$T L_{(R+1)}=\frac{1}{2 R f_{s}}\left(1-\frac{M}{2} \sin \left(\pi \frac{(4 R-1)}{2 R}\right)\right)$

Equations 3.20 and 3.25 may be solved to calculate a complete PWM pattern for one phase only and by shifting this result by $120^{\circ}$ and $240^{\circ}$ the other two phase patterns are obtained.

A feature common to both natural and regular switching strategies is the possibility of varying the modulation index inearly with the frequency of the modulating wave. This technique provides a fundamental output voltage proportional to the output frequency, as is required for constant airgap flux operation of a motor. Moreover a 3-phase drive, working over a wide range of variable speeds, requires discrete-integer multiple-of-three values of the frequency ratio to eliminate any sub-harmonic or DC components in the inverter output waveforms [14], which requires locking of the carrier and modulating frequencies throughout the entire range of operation. This is however undesirable, since at high operating frequencies the carrier frequency is sufficiently high to cause excessive switching losses in the inverter, whereas at low frequencies the carrier frequency might not be high enough to
improve the machine performance. It is necessary therefore to change the frequency ratio whenever the carrier frequency become either too high or too low for satisfactory operation of the system. A number of pulses for this gear-changing process is illustrated in figure 3.4, with hysteresis included at each gear-change to prevent system oscillation [61,62].

Unlike the natural strategy, regular switching strategies are suitable for microprocessor implementation, since their mathematical algorithm is easier to solve in real time than is equation 3.5 for the natural strategy. Moreover it requires less memory space to store a small number of samples of the modulating waveform corresponding to the PWM pulse number. As for the regular switching strategy, it is important to note that, since more information about the modulating wave is contained in the asymmetric type, its harmonic spectrum is superior to that produced using the symmetric type. However, the number of calculations required to generate asymmetric PWM is twice that for symmetric PWM, extending the computation time for a microprocessor software based implementation.

In all these techniques, the most significant harmonics usually occur at $\omega_{1} * 2 \omega_{\text {, }}$ and $2 \omega_{1} * \omega_{\text {, }}$, and they are normally accompanied by sidebands of order $\omega_{1}=4 \omega_{\text {, }}$ and $2 \omega_{1}=2 \omega_{10}$ Significant harmonics may also appear with the symmetrical strategy at $2 \omega_{0}, \omega_{1} * \omega_{\text {, }}$ and $2 \omega_{1}=4 \omega_{\text {, }}$ [14,35,36].

### 3.2.3 Optimal Switching Strategy

In this strategy, the 2-level PWM voltage waveform shown in figure 3.5 is defined in terms of the set of switching angles $\alpha_{m}$. If it is assumed that the periodic waveform has half-wave symmetry and unity amplitude then

$$
f(\omega t)=-f(\omega t+\pi)
$$



Figure 3.4 Gear-changing process


Figure 3.5 Generalized optimal PWM output waveform
where $f(\omega t)$ is a 2-state periodic function with $m$ switching angles per half-cycle. The waveform can be represented by the Fourier-series
$f(\omega t)=\sum_{n=1}^{\infty} a_{n} \sin (n \omega t)+b_{n} \cos (n \omega t)$
where
$a_{n}=\frac{1}{\pi} \int_{0}^{2 \pi} f(\omega t) \sin (n \omega t) d \omega t$
and
$b_{n}=\frac{1}{\pi} \int_{0}^{2 \pi} f(\omega t) \cos (n \omega t) d \omega t$

Substituting for $f(w i)$ in 3.28 and using the half-wave symmetry property, then
$a_{n}=\frac{2}{\pi} \sum_{i=0}^{2 m}(-1)^{i} \int_{\alpha_{1}}^{a_{0}+1} \sin (n \omega t) d \omega t$
where
$\alpha_{0}=0$
$\alpha_{2 m-1}=\pi$
$\alpha_{0}<\alpha_{1}<\alpha_{2}<\ldots<\alpha_{(2 m+1)}$

Evaluating equation 3.30
$a_{n}=\frac{2}{n \pi}\left(1-(-1)^{n}+2 \sum_{i=1}^{2 m}(-1)^{i} \cos n \alpha_{i}\right)$

Similarly
$b_{n}=-\frac{4}{\pi \pi} \sum_{i=1}^{2 m}(-1)^{i} \sin n \alpha_{i}$

Utilizing the half-wave symmetry property of the waveform shows that $a_{n}=0$ and $b_{n}=0$ for even $n$. For odd $n$, equations 3.31 and 3.32 become
$\alpha_{n}=\frac{4}{n \pi}\left(1+\sum_{i=1}^{2 m}(-1)^{1} \cos n \alpha_{i}\right)$
and
$b_{n}=\frac{4}{n \pi}\left(-\sum_{i=1}^{2 m}(-1)^{i} \sin n \alpha_{i}\right)$

Due to the quarter-wave symmetry property of the waveform $b_{n}=0$, and equation 3.33 reduces to
$a_{n}=\frac{4}{n \pi}\left(1+2 \sum_{i=1}^{m}(-1)^{i} \cos n \alpha_{i}\right)$

Usually the design procedure for the calculation of switching angles $\alpha_{1}, \alpha_{2}, \ldots \ldots . \alpha_{m}$ is based upon a set of $m$ equations, the first of which determines the fundamental rms phase voltage $V_{(1)}$

$$
V_{(1)}=\frac{\sqrt{2}}{\pi} V_{d c}\left(1+2 \sum_{i=1}^{m}(-1)^{i} \cos \alpha_{i}\right)
$$

while the rest are devoted to the realization of a required optimization criteria, such as the elimination of $m-1$ harmonics,

$$
\begin{align*}
& V_{(5)}=\frac{\sqrt{2}}{5 \pi} V_{d c}\left(1+2 \sum_{i=1}^{m}(-1)^{\prime} \cos 5 \alpha_{1}\right)=0 \\
& V_{(7)}=\frac{\sqrt{2}}{7 \pi} V_{d c}\left(1+2 \sum_{i=1}^{m}(-1)^{\prime} \cos 7 \alpha_{1}\right)=0 \\
& V_{(n)}=\frac{\sqrt{2}}{n \pi} V_{d c}\left(1+2 \sum_{i=1}^{m}(-1)^{\prime} \cos n \alpha_{1}\right)=0
\end{align*}
$$

Since the minimum pulse width requirements are to be satisfied, as discussed in section 3.2.1, the additional constraints on the unknown switching angles $\alpha_{1}, \ldots, \alpha_{m}$ per quarter-cycie in the PWM wave pattern are

$$
\begin{aligned}
& \alpha_{2}-\alpha_{1} \geq t_{\min } \\
& \alpha_{3}-\alpha_{2} \geq t_{\min } \\
& -\alpha_{1-1} \geq t_{\min } \\
& \alpha_{1}-\alpha_{i} \geq t_{\min } \\
& \pi / 2-\alpha_{1}
\end{aligned}
$$

where all the switching angles must ile between $l_{\text {min }}$ and $\pi / 2$ when satisfying the above inequality constraints.

The switching angles can be selected to control the fundamental voltage component and optimize various performance criteria. The performance criteria can be classified as machine independent and machine dependent types. In VSI drives, voltage harmonic elimination or minimisation strategies belong to the first of these, while harmonic current distortion or torque pulsations and speed ripple minimisation belong to the second. Since equations 3.36 and 3.37 are both nonlinear and transcendental, their solution needs either an iterative numerical technique, such as the Newton-Raphson method, or a more complicated gradient search approach, such as Lagrange-Multipliers based on the quasi-Newton method. This latter method produces accurate solutions and good convergence, provided that the initial guess for the switching angles is near a local minima. However, due to the periodicity of the trigonometric functions, several solutions for the equations may be obtained. For any desired number of switching angles, the harmonic spectra of the various solutions may be compared and the optimum solution selected.

Optimum PWM waveforms cannot be generated with analogue control circuitry, and the switching angles cannot be computed in real time. It is usual therefore to define a general PWM waveform in terms of a set of switching angles, then to determine these angles using a mainframe computer. The angles are subsequently pre-programmed into the microprocessor memory in the form of look-up table and used to generate PWM waveforms in real time [63]. Since in general the relationship between the switching angles and the fundamental of the PWM output voltage is non-linear, a large number of look-up tables are required, each corresponding to a discrete fundamental voltage level. Alternatively, some form of interpolation between tables can be used to produce a continuous fundamental voltage variation $[36,64]$. Another possible technique is to store a unique pattern of switching angles and to vary the fundamental voltage component by varying the DC-ilnk voltage. In terms of the mathematical algorithm, this allows one more degree of freedom to be available for the optimization procedure. In other words $m$ pre-determined harmonics can be eliminated using $m$ switching angles [65]. This latter technique is employed in this thesis, and all the investigations and developments on optimized PWM switching strategies are based upon it.

Low order harmonics have the most pronounced harmful effect on machine performance and if they are eliminated, while the fundamental component is maximised, full utilization is obtained of the DC-ilnk voltage. The optimization process is described in appendix A.2, where a PWM waveform containing 8 switching angles per quarter-cycle is considered for eliminating harmonic components up to the 25th. Table 3.1 shows sets of $2,4,6$ and 8 switching angles computed to eliminate successive pairs of harmonic components up to the 25 th, where the rms fundamental component for each set is given by

$$
V_{(1)}=K \frac{\sqrt{2}}{\pi} V_{d c}
$$

where $K$ is a fundamental component factor obtained from the optimization procedure explained in appendix A.2.

| TABLE 3.1 |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| OPTIMIZATION SUBROUTINE SETS OF $2,4,6,8$ | SWITCHING ANGLES |  |  |  |  |  |  |  |  |
| MODE | $K$ | $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ | $\alpha_{4}$ | $\alpha_{5}$ | $\alpha_{6}$ | $\alpha_{7}$ | $\alpha_{6}$ |
| PWM2 | 0.9330 | 0.2836 | 0.3852 |  |  |  |  |  |  |
| PWM4 | 0.9200 | 0.1841 | 0.2809 | 0.5394 | 0.5736 |  |  |  |  |
| PWM6 | 0.9140 | 0.1362 | 0.2212 | 0.4030 | 0.4474 | 0.6654 | 0.6807 |  |  |
| PWM8 | 0.9116 | 0.1081 | 0.1825 | 0.3213 | 0.3675 | 0.5323 | 0.5561 | 0.7409 | 0.7490 |

Comparing the expression for the rms fundamental component of equation 3.38, with that for QSW operation (equation 3.3), leads to the conclusion that for the same DC-ilnk voltage the rms value of the fundamental phase voltage component is less with optimal PWM operation, due to the reduced voltage-time area per half-cycle. It is also clear from table 3.1 that, as additional notches are introduced in the basic QSW gate signal, the $K$ value is reduced, thus reducing the magnitude of the fundamental voltage component for the same DC-link voltage.

### 3.3 Induction Motor Losses and Performance with Non-sinusoldal Supplies

The presence of time harmonics in the induction motor supply voltage results in currents that contain a fundamental and a series of harmonic components. One method for calculating the harmonic currents and the corresponding losses is to neglect magnetic saturation, so that the motor is regarded as a linear device to which the method of superposition can be appiied. The motor behaviour is then analysed independently for the fundamental and for each harmonic component.

### 3.3.1 Motor Losses [50]

Additional losses in an AC motor with a non-sinusoidal supply are as follows
(a) Stator copper loss : This is proportional to the square of the rms current and is given by
$P_{s c}=3 l_{r m s}^{2} \quad R_{s}$
where
$I_{r m s}=\sqrt{l_{s(1)}^{2}+\sum_{n=2}^{\infty} l_{s(n)}^{2}}$
and $\sum_{n=2}^{\dot{l}} l_{s(n)}^{2}$ is the total harmonic stator current content.
Substituting for $l_{\text {r }}$ in in equation 3.40
$P_{s c}=3 l_{s(1)}^{2} R s+3 \sum_{n=2}^{\infty} l_{s(n)}^{2} R s$
where the second term represents the harmonic copper loss.
(b) Rotor copper loss : The backward rotating 5th-harmonic and the forward rotating 7 th-harmonic mmfs both induce rotor currents of approximately six times the fundamental frequency. Similarly the 11th- and 13th-harmonics induce rotor currents of approximately twelve times the fundamental frequency. At these harmonic frequencies, the rotor resistance is much greater than its DC value due to the skin effect. Using Alger's correction curves [66], the rotor copper loss may be calculated independently for each harmonic as
$P_{r c}=3 \sum_{n} J_{r(n)}^{2} R_{r(n)} \quad, \quad n=6,12,18 \ldots$
where $l_{r(n)}$ is the $n$ th-harmonic rotor current and $R_{r(n)}$ the corresponding rotor resistance corrected for skin effect.
(c) Harmonic core loss : The presence of mmf harmonics in the airgap causes negligible increase in the motor core loss. However, end-leakage and skew-leakage fluxes, which normally contribute to the stray load loss, produce a significant core loss at harmonic frequencies which may approach the harmonic copper losses.

### 3.3.2 Torque Pulsations and Speed Ripple

MMF harmonics in the airgap result in both steady and pulsating torques at the motor shaft. Steady torques are developed by the interaction between harmonic airgap fiuxes and harmonic rotor currents of the same order, and they usually have negligible effect on the motor operation. pulsating torque components arise from interactions between harmonic airgap fluxes and rotor currents of different orders, as explained in chapter 6. Pulsating torques cause an undesirable speed ripple, especially at low speed, where the motor may cog if the rotor and load inertia is insufficient to minimise this effect.

### 3.4 Conclusion

This chapter has described the three main PWM strategies, and stated the mathematical algorithm representing each type. It can be concluded that optimal PWM strategies may be arranged to produce switching instants in the PWM voltage waveforms which optimize some specified performance criteria. This is in direct contrast to the natural or regular PWM strategies, which are based on the comparison of a modulating and a carrier wave and are not therefore directly related to any particular performance criteria. Moreover, for a given pulse-number, the order of the first uneliminated harmonic component in the optimal strategy is almost double that for a natural or regular sampled PWM techniques [35,36], which results in a far superior voltage waveform harmonic spectrum.

## CHAPTER 4

## EXPERIMENTAL OPEN-LOOP DRIVE SYSTEM CONTROL

An open-loop induction motor drive system comprising a variable voltage DC-link supplying a 3-phase bridge inverter was designed and built in support of the theoretical work in the thesis. The drive comprises a phase-controlled thyristor bridge rectifier and a GTO-thyristor inverter bridge, together with a PWM gate-drive signal generator. It was provided with over-current protection and regeneration control circuits as well as a soft-start/stop module to implement the start, acceleration, deceleration and stop techniques essential to the safe operation of the drive. A block diagram of the system is shown in figure 4.1, and a detailed description is available elsewhere [67]. This chapter describes briefly the 3-phase GTO-thyristor inverter bridge. A unique digital technique for generation of a 3-phase PWM switching pattern is explainod, and a digital system for speed and torque monitoring is described. This was specifically designed and built to measure the fluctuation of the instantaneous speed around its average value, from which an analogue signal may be obtained which is related to the torque pulsations.

### 4.1 GTOs in Inverter/Induction Motor Drives

The GTO-thyristor is a 3-terminal, 4-1ayer $p-n-p-n$ semiconductor switch, which combines the most desirable characteristics of the bipolar transistor and the conventional thyristor. It incorporates the fast switching and gate drive simplicity of the transistor with the ability of the thyristor to pass high forward current when turned on and to block high forward voltage when turned off.

Figure 4.2 shows the basic circuit configuration for the inverter, with the three upper devices connected to individual motor phases. These are switched at the high voltage levels


of the output waveform and it is essential therefore to have a gate drive which is isolated from the control circuit. The three lower devices have common cathode connections to the negative rail of the DC-link and consequently they present fewer problems of isolation. Each GTO has an associated snubber circuit, a free-wheeling diode and a drive circuit. A complete circuit diagram of one such combination is given in figure 4.3.

The turn-on of a GTO is initiated by a fast rising pulse of gate current, as shown schematically in figure 4.4(a). When the device is fully conducting, and the anode current exceeds the latching current level, this gate signal may be removed. However, to ensure efficient conduction with an inductive load such as an induction motor, and to reduce the on-state voltage drop, a small holding current of about $30 \%$ of the initial gate signal is maintained during the entire conduction period. Figure $4.4(b)$ illustrates that turn-off is initiated by withdrawing a reverse gate current with a peak value of $25 \%$ to $30 \%$ of the anode current. The drive circuit which achieves both operations is discussed in section 4.1.3.

### 4.1.1 Snubber Circuit

At turn-off the snubber circuit provides an alternative path for the current which has flowed through the GTO, thus preventing excessive switching loss in the device. This turn-off dissipation may be significant, particularly with an inductive load. Furthermore, the snubber iimits the rate-of-rise of the voltage (dv/dt) across the device at turn-off to below the value at which an unintentional turn-on may occur and destroy the GTO. An RCD-network connected as shown in figure 4.3 is suitable for this purpose. Figure 4.4(b) shows schematically that, on interruption of the device current at turn-off, the forward off-state voltage jumps initially to a high level, due mainiy to the stray inductance of the snubber circuit. This implies that the snubber circuit

Figure 4.3 Transformer isolated gate-drive circuit for GTO thyristor


Figure 4.4 Schematic representation of (a) turn-on (b) turn-off process of GTO with RCD-snubber circuit
must be connected as near as possible to the GTO terminals. The energy stored in capacitor C9 during turn-off is dissipated in resistor Rll during the next turn-on period.

### 4.1.2 Free-wheeling Diode

If the load is inductive, as is the case with an induction motor, the inverse parallel free-wheeling diode D3 across the GTO carries the load current after turn-off of the opposite GTO in the inverter arm, until this reduces to zero. A detailed discussion on its operation is given in the next chapter.

### 4.1.3 Isolated Gate-Drive Circuit

The GTO gate-drive circuit is required to provide a positive on-gate current and a negative off-gate current. These requirements are met by the dual-polarity isolated switched-mode power supply shown in figure 4.3 [68]. Isolation of the control circuit from the power circuit is achieved by a low impedance pulse transformer, whose secondary voltage is a differentiated version of the primary waveform. The Schmitt-trigger circuit ICla and IClb in the (HEF4O106B) IC restores the sharp edges of this signal, which is then buffered by IClc to IClf and applied to transistor TR2. When TR2 is turned off, TR3 conducts. This transistor is connected in series with network R9, C7 and R10, which provides the initial positive gate-current puise to turn-on the GTO. The GTO is turned off when TR2 conducts, and gate-current is extracted via diode D2 into the smoothing capacitor C6 connected to the -12V isolated supply. The multiple-output isolated power supply for this drive circuit is described elsewhere [68].

### 4.1.4 Delayed Switching Characteristics

When a GTO is either turned on or turned off there is a delay before the new stable state is reached. A minimum turn-on duration should be sustained before attempting to turn-off the GTO, to ensure a better distribution of the on-state current
over the conducting cathode regions. Figure 4.4(a) shows that this duration includes the delay time of the gate current $l_{d}$ and the rise time of the on-state current $i_{r}$. When the device is turned off the on-state current does not fall immediately, but reduces gradually as a result of the delay characteristics. Figure $4.4(b)$ illustrates that this delay consists of two intervals. Firstly, the gate controlled storage time 1 . during which the anode current continues in its normal trend, and secondly the fall time $t$, when it starts decreasing rapidiy to $I_{t a l l}$ which is defined as the tail current. To reduce $i_{\text {. }}$ the stray inductance of the GTO gate circuit during turn-off must be kept to a minimum, to ensure fast puli-out of the gate current. These time intervals are usually provided in the data sheet for specified conditions.

The two complementary GTOs in the same arm of the inverter bridge must not be turned on simultaneousiy, otherwise a short circuit of the DC-link will occur. This implies that a fixed time delay should be introduced into their gate-drive signals. This delay is referred to as the non-overlapping time and is siightly longer than either the on and the off delay times.

### 4.2 Soft-Start/Stop

The rate at which the motor speed can be changed is iimited by the drive inertia and the motor torque. If the stator frequency is increased there is a lag in the rotor speed response and the silp becomes large, with correspondingly large stator currents. If the frequency is decreased, the silp becomes negative, and the rotational energy which is returned to the DC-link increases the link voltage.

The function of the soft-start/stop module is to co-ordinate the rate of increase/decrease of the motor supply frequency with the acceleration/deceleration performance characteristics of the drive system in the low-silp region. A simplified circuit diagram is shown in figure 4.5, the details of which are in [69]. The motor speed is determined by the potentiometer

Figure 4.5 Soft-start / stop simplified circuit diagram

VRT1, whose output Vros may change from 0 to +10 V to vary the motor speed from standstill to rated speed in a clockwise direction. The ramped speed output signal $V_{N}$ is derived from V... via the comparator ICTI and the integrator ICT2. It is fed back to the non-inverting input of ICT2. Thus, the rate of variation of $V_{N}$ depends on the time constant $C_{2} R_{2}$ and the settings of the acceleration/deceleration limiting potentiometers A and D.

### 4.3 Gate-Drive Signal Generator

A circuit diagram for the GTO gate-drive signal generator is shown in figure 4.6. The ramped voltage signal $V_{N}$ from the soft-start/stop circuit is applied to the voltage/frequency converter ICS1 (TSC9400), which generates an output pulse train whose frequency f. is related to the analogue input voltage $V_{N}$ by
$f_{0}=\frac{V_{N}}{R_{S 3}} \frac{1}{V_{R E F} C_{S S}}$
with $R_{s j}, V_{N}$ and $C_{s s}$ adjusted externally to produce an output frequency range of 100 Hz to 100 kHz for a ramped voltage range of 10 mV to 10 V respectively. The adjustment procedure, together with detailed operation and design information are expiained elsewhere [70].

The output of the voltage/frequency converter is fed to a 12-stage binary counter ICS2 (IC74HCT4040). This consists of 12 cascaded filp-flops, incremented by the falling edge of the input clock signal $\overline{C P}$ to provide a sequence of addresses for the EPROM ICS3. When the master reset input MR is high, all the counter stages are cleared and their outputs are reset to low, irrespective of the state of $\overline{\mathrm{CP}}$.

ICS3 is a CHMOS erasable PROM, with 64kbits organized as 8k-8bit words. It is programmed with the switching pattern for one complete cycle in hexadecimal code, using $2 k$ words as

explained below. $\overline{C E}$ is the power control used for device selection and $\overline{O E}$ the output enable control used to gate data from the output. Both $\overline{C E}$ and $\overline{O E}$ are grounded to ensure that the stored data which has been addressed by ICS2 is always available at the outputs 00 to 07 connected to ICSA.

ICS4 is an octal D-type filp-flop (IC74HCT374) used to latch the data at its output while the EPROM is delivering new data. This consists of 8 positive edge triggered D-type flip-flops operating from the clock CP, which also drives ICS2. When CP goes high, the input data DO to D7 appears at the output; when it goes low, the output retains the data. As long as $C P$ is low the input can change without affecting the output, until the arrival of the next pulse. The first three least significant bits of ICS4, output 00 to 02 , define the conduction state of the three upper GTOs as either on (1) or off ( 0 ). The fourth bit on 03 is always low ( 0 ), while the switching code during a cycle is being accessed. At the end of one complete cycle, a high pulse on 03 is used to reset ICS2 enabling a new counting process to start for anothor cycle.

A $10 \mu s$ non-overlapping time-delay is introduced between complementary output signals, to prevent a short circuit of the DC-ilnk. This is achieved by applying the output signals of ICS4 to the three dual monostable multivibrators ICS5, ICS6 and ICS7, which generate the time delays in the trigger pulses. Figure 4.7 illustrates this operation schematically.

### 4.4 EPROM Programming

The implementation of the QSW mode or any of the optimal PWM modes is achieved using a look-up table technique. This involves mapping the pulse patterns for GTOs 1,3 and 5 , as shown in figures $4.8(a)$ and (b) for the OSW and PWM2 modes of operation respectively. By doing this the $120^{\circ}$ phase-shift between the three inverter phases is obtained, and phase balancing is achieved without the need for complex circuitry.

(a)


Figure 4.7 (a) Block diagram of circuit producing non-overlapping time delay in GTO1 and GTO4 energising phase $A$ in the inverter bridge
(b) Waveforms at different stages in (a)


Figure 4.8 Mapping of pulse-width durations for GTO1, GTO3 and GTO5, with the binary and hexadecimal codes representing their conduction patterns for (a) QSW and (b) PWM2 operating inverter modes

Irrespective of the pulse pattern, each switching instant $\alpha_{1}$ is defined as an angle with respect to the initial point of the cycle (which is zero radians). The pulse-width durations $\Delta P_{n}$, are calculated in radians from

$$
\Delta P_{n}=\alpha_{i-1}-\alpha_{1}
$$

These pulse-width durations need to be transformed to integer numbers to be loaded into the EPROM. The number of words needed to be loaded into the EPROM to express the conduction pattern during these pulse durations is
$W_{n}^{\prime}=\frac{f_{\rho(\max .)}}{f_{1}(\max .)}$
where $f_{0(m a x)}-100 k H z$ is the maximum clock frequency produced by the voitage/frequency converter and fo(mon) - $50 / 1 z$ is the maximum inverter output frequency. Hence $W_{n}-2000$ words define the switching pattern for ono complete cycle, each of which corresponds to $0.0001 \pi$ radians. The number of words N'v'. in each pulse duration $\Delta P_{n}$ is
$N H_{n}^{\prime}=\frac{\Delta P_{n}}{0.0001 \pi}$

The dimensionless numbers calculated from equation 4.4 are rounded to the nearest integer and stored in the EPROM memory in the form of a look-up table, shown in tables 4.1 and 4.2 for the QSW and PWM2 operating modes respectively.

### 4.5 Rotor Speed Measuring and Monitoring System

A principle objective of this thesis is to minimise the effect of torque pulsations in producing dangerous stresses and unsmooth angular motion of the rotor shaft, especially during low frequency operation. To accomplish this, a transducer is needed which accurately and instantaneousiy measures the speed response of the rotor shaft. An incremental


shaft encoder was used, which produces a train of pulses at a rate directly proportional to the instantaneous angular velocity. This is applied to a frequency/voltage converter connected as in figure 4.9, with the output voltage signal being related to the input frequency $f_{\text {ancoor }}$ by

$$
V_{\text {out }}^{\prime}=\left[\begin{array}{lll}
V_{R E F} & C_{5}: & R_{9}
\end{array}\right] f_{\text {encoder }}
$$

with $V_{a i f}, C_{5}$ and $R_{9}$ adjusted externally. The output signal inevitably contains a superimposed ripple, and this is minimised using the circuit shown in figure 4.9. This ripple eliminator circuit has unity $D C$ gain and operates on the principle of matching the gain of the positively amplified ripple via the lower path and the negatively amplified ripple via the upper path. Thus, when both paths have the same gain, complete ripple cancellation is achieved.

A digital technique is implemented to calibrate the analogue output signal and to obtain accurate speed measurement over the full speed range. This technique is designated as a constant time resolver [71], since it involves the counting, in successive scaled equal intervals, of the number of pulses that are enclosed. The encoder used in this work produces $N$ - 1250 pulses per revolution of its rotor shaft. If the rotor speed is $\omega_{m} \mathrm{rpm}$, the encoder output pulse frequency is
$f_{\text {ancoder }}=N \omega_{m} / 60$
and the pulse duration $T_{\text {ancoor }}$ is
$T_{\text {ancoder }}=\frac{60}{\omega_{m} N}$

For a minimum rotor speed of $1 r p m$, a maximum pulseduration of 48 ms is produced. This represents the width of the time interval which encloses a number of encoder pulses equal to the rotor speed in rpm.

Figure 4.9 Analogue speed and ripple detection circuit

Figure 4.10 shows the digital system designed specifically to determine the motor speed. The pulse duration of 48 ms is achieved using the astable multivibrator ICl to generate a clock signal A of 18.4 Hz (i.e. a periodic time of 54.4 ms ). This is applied to the monostable multivibrator IC2, with a proper selection of $R_{\text {ext }}$ and $C_{\text {ext }}$ providing a counting signal $B$ of 48 ms duration. This signal is gated with the encoder output, using an AND gate to produce an output pulse train $C$ within the duration of the gating signal.

IC3 is a CMOS L.C.D. counter/decoder/driver, which counts the number of pulses within the prescribed duration of the gating signal B. At the end of this signal, IC3 provides outputs suitable for driving a conventional four-digit by seven segment L.C.D. display. IC3 will increment on the falling edge of the signal at the count input. At the end of each counting period the output data latched at the driver are updated when a low level pulse is applied at the store pin 34. At the end of the store pulse, a further pulse resets the counter when it is received at pin 33. These two pulses are generated by a dual monostable multivibrator IC4. IC4a is triggered by the falling edge of gating signal $B$ and produces store pulse $D$, while IC4b is triggered by the falling edge of pulse $D$ and produces the reset pulse $E$.


## CHAPTER 5

## MATHEMATICAL MODELLING OF VOLTAGE SOURCE INVERTER/INDUCTION MOTOR DRIVE SYSTEM

This chapter describes a computer model for a VSI/Induction motor drive system, which enables a thorough investigation of QSW and various PWM strategies to be undertaken. Due to the greater flexibility and accuracy of prediction, the model uses direct-phase reference frame machine equations in preference to those in $\alpha, q$ or $\alpha, \beta$ reference frames. The analysis uses tensor techniques to simulate the switching operation of the inverter semiconductor devices, specifying some of their physical constraints so that the model reflects the practical system as closely as possible. A detailed description of the program structure shows how the model handles changing circuit topologies for any operating mode. The choice of numerical integration and Fourier analysis methods according to the model requirements are explained. Finally, computed results which illustrate the machine dynamics in terms of voltage, current, torque and speed are presented, and these are compared wherever possible with practical results.

### 5.1 Voltage Source Inverter/Induction Motor Model

The drive system of figure 5.1 shows star-connected stator and rotor windings and the analysis below is based upon the following assumptions :
(1) The inverter is fed from an infinitely stiff voltage source.
(2) A GTO is turned on when a firing pulse is applied to its gate, developing a forward voltage drop when conducting. When turned off, it behaves as an ideal open switch.
(3) The motor has an ideal cylindrical rotor and a uniform airgap.
(4) Magnetic saturation, hysteresis and eddy current effects are neglected.
(5) The stator and rotor windings are symmetrical.


Figure 5.1 Voltage source inverter / induction motor drive


Figure 5.2 Branch (primitive) reference frame
(6) The mutual inductances between any stator and rotor windings are cosine functions of the rotor electrical angle.
Three inverter devices are on at any time during a $180^{\circ}$. with the constraint that, to prevent a short circuit of the DC-ilnk, no two devices in the same arm are conducting. There are therefore six possible switch combinations usually associated with QSW and PWM operation modes, corresponding to six different circuit topologies. Moreover, since the motor current lags the voltage, operation of the free-wheeling diodes is considered in conjunction with that of the GTOs.

### 5.2 Tensor Analysis

In order to simulate the inverter operation the program requires a logic check at each time increment, both to determine the conducting devices forming each circuit topology and to set up the system equations. The development of tensor techniques in modeliling static circuits [72-73] has led to an elegant and superior method of dealing with periodic varying circuit topologies and this technique is employed here. The automatic assembly of the mesh differential equations relevant to the changing pattern of switching devices requires the definition of branch (or primitive) and mesh reference frames.

### 5.2.1 Branch and Mesh Reference Frames

The branch network for the inverter/induction motor system can be developed by disconnecting all stator and rotor windings and removing all connections between circuit elements forming the inverter. Assuming that each parallel diode/GTO may be represented by resistor would require the addition of six branches defining the inverter, thereby compiicating the program unnecessarily and increasing the computation time [74]. A simpler representation is obtained by adding the forward voltage drops of the conducting devices to the relevant branch voltage sources $E_{1}, E_{2} \& E_{3}$ as shown in figure 5.2. When this is done the matrix differential equation relating to the branch reference frame is as given in equation 5.1,


Using Happ's notation [75], equation 5.1 may be written in the abbreviated form
$V_{b}+E_{b}=Z_{b} I^{b}=\left(R_{b}+\rho \theta_{0} \frac{\partial L_{b}}{\partial \theta_{b}}\right) I^{b}+L_{b} \rho I^{b}$
5.2
where $p$ is the differential operator $d / d t$ and $\theta$. the rotor electrical angle. $R_{0}$ is a $7 \times 7$ resistance matrix containing diagonal terms only and $L_{b}$ and $\partial L_{b} / \partial 0$. are respectively a $7 \times 7$ inductance matrix and its rate-of-change, $i^{b}$ a $7 \times 1$ branch current vector, $V_{0}$ a $7 \times 1$ branch voltage vector and $E_{b}$ the $7 \times 1$ vector of source voltages within the branches. $E_{1}, E_{2}, E_{3}$ are the voltage drops across the conducting devices in the inverter arms connected to phases $A, B, C$ respectively, and $E_{\text {, }}$ is the DC-link voltage. $R_{a c}$ and $L_{\text {ac }}$ represent the source impedance shown as $F$ in figure 5.1 and are substituted as 0.0 in the analysis. The parameters of equation 5.1 are derived from the equivalent circuit parameters and are given in appendix A.1.

The mesh reference frame is concerned with the mesh equations formed when the inverter switching elements connect the motor phases to the DC source. As explained earlier, the drive operation can be represented by the six different circuit topologies shown in figures 5.3(a) to (f), where each topology is defined by four meshes. The abbreviated form of the matrix differential equation defining the system meshes is

$$
V_{m}+E_{m}=Z_{m} I^{m}=\left(R_{m}+\rho \theta_{\bullet} \frac{\partial L_{m}}{\partial \theta_{\bullet}}\right) I^{m}+L_{m} \rho I^{m}
$$

where
$E_{m}$ is a $4 \times 1$ mesh voltage vector.
$V_{m}=0$ (null vector) according to Kirchhoff's voltage law.
$I^{m}$ a $4 \times 1$ mesh current vector.
$R_{m}$ a $4 \times 4$ mesh resistance matrix.
$L_{m}$ a $4 \times 4$ mesh inductance matrix.

| E + | $\bigcirc$ | 0 | 0 | $\square$ | $\square$ | 0 | $\bigcirc$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Em | - | $\bigcirc$ | 0 | 7 | 0 | - | $\bigcirc$ |
| $E \sim$ | - | $\bigcirc$ | 0 | - | 0 | 0 | 0 |
| E- | - | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | 0 | $\bigcirc$ | - |
|  | م.< | $\bigcirc$ | 0 | - | م | 0 | م.-- |

Figure 5.3 (a) Typical circuit topology and current transformation matrix when GTOs 123 are fired and diode 3 is conducting

| $E \pm$ | 0 | 0 | 0 | $\square$ | - | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $E \infty$ | 0 | 0 | 0 | $\bigcirc$ | 0 | - | 0 |
| $E \sim$ | - | 0 | $\bigcirc$ | 0 | 0 | 0 | 0 |
| E- | 0 | - | $\bigcirc$ | 0 | 0 | 0 | - |
|  |  |  | ــ مـ | - | م- | م. 0 | م.- |



Figure 5.3 (b) Typical circuit topology and current transformation matrix when GTOs 234 are fired and diode 4 is conducting

| $E \pm$ | 0 | 0 | 0 | $\square$ | $\sigma$ | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{E} \boldsymbol{m}$ | 0 | 0 | 0 | $\bigcirc$ | - | $\checkmark$ | 0 |
| $E \sim$ | 0 | $\checkmark$ | $\bigcirc$ | 0 | - | 0 | 0 |
| $E$ - | $\div$ | - | 0 | 0 | 0 | 0 | - |
|  | - < | ه مـ مـ | - | -. | مـ مـ | م- | م.- |

[^0]| $E *$ | $\bigcirc$ | 0 | 0 | 7 | - | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| E 0 | $\bigcirc$ | - | - | $\square$ | - | - | - |
| E N | $\square$ | - | 0 | - | - | - | $\bigcirc$ |
| E- | $\bigcirc$ | $\bigcirc$ | - | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | - |
|  | م< | م | $0$ | $\left\lvert\, \begin{array}{ll} 0 \\ 0 \end{array}\right.$ | م- | م.-0 | م-- |

Figure 5.3 (d) Typical circuit topology and current transformation matrix when GTOs 456 are fired and diode 6 is conducting


Figure 5.3 (e) Typical circuit topology and current transformation matrix when GTOs 561 are fired and diode 1 is conducting

| E + | 0 | 0 | 0 | - | - | $\bigcirc$ | $\bigcirc$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| E $m$ | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | 7 | 0 | - | $\bigcirc$ |
| E N | $\bigcirc$ | $\square$ | - | - | $\bigcirc$ | 0 | 0 |
| E- | - | $\square$ | 0 | - | $\bigcirc$ | $\bigcirc$ | - |
|  | - | م | م- | -.. | م م | ค.0 | - - |

Figure 5.3 ( 1 Typical circuit topology and current transformation matrix when GTOs 612 are fired and diode 2 is conducting

### 5.2.2 Branch/Mesh Transformation

The transformation between branch and mesh reference frames may be demonstrated by comparing the branch and mesh currents of figures 5.2 and 5.3(a), thus
$i_{1}^{b}=i_{1}^{m}+i_{2}^{m}$
$i_{B}^{b}=-i_{2}^{m}$
$i_{c}^{0}=-i_{1}^{m}$
$i_{a}^{b}=-i_{3}^{m}-i_{4}^{m}$
$i_{b}^{b}=i_{4}^{m}$
$i_{c}^{b}=i_{3}^{m}$
$i_{d c}^{b}=i_{1}^{m}$
In matrix form
$\left[\begin{array}{c}i_{1}^{b} \\ i_{B}^{b} \\ i_{c}^{b} \\ i_{a}^{b} \\ i_{0}^{b} \\ i_{c}^{b} \\ i_{d c}^{b}\end{array}\right]=\left[\begin{array}{cccc}1 & 1 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & -1 & -1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0\end{array}\right] \cdot\left[\begin{array}{c}i_{1}^{m} \\ i_{2}^{m} \\ i_{3}^{m} \\ i_{4}^{m}\end{array}\right]$
and in abbreviated form
$I^{b}=C_{. m}^{b} l^{m}$
where $C_{\text {:m }}^{0}$ is the current transformation matrix between the two reference frames. This transformation maintains both real and reactive power invariance [76] and hence
$V_{.} I^{b}=V . m I^{m}$
5.5
where $V_{.}$and $V_{\text {.m }}$ are respectively the transpose vectors of $V_{\text {. and }} V_{m}$. The voltage transformation is derived by substituting equation 5.4 in 5.5 to give
$V{ }_{. b} C_{. m}^{b} I^{m}=V ._{m} I^{m}$
on re-arranging,
$\left(V{ }_{. b} C_{. m}^{b}-V_{. m}\right) I^{m}=0$

Assuming a non-trivial solution $I^{m * 0}$ implies that
$V_{. m}=V_{. b} C_{\cdot m}^{b}$ 5.8
which transposes to
$V_{m}=C_{m}^{. b} V_{b}$
where $C_{m}^{i b}$ is the transpose of $C_{m}^{0}$. Similariy
$E_{m}=C_{m}^{\cdot b} E_{0}$

Adding equations 5.9 and 5.10 gives
$V_{m}^{\prime}+E_{m}=C_{m}^{. b}\left(V_{b}+E_{b}\right)$

Substituting in equation 5.11 for $\left(V_{0}+E_{0}\right)$ and 10 from equations 5.2 and 5.4 respectively gives

$$
V_{m}+E_{m}=C_{m}^{. b}\left(R_{b} C_{\cdot m}^{b} I^{m}+L_{b} C_{\cdot m}^{0} \rho I^{m}+\rho 0 \cdot \frac{\partial L_{b}}{\partial \theta_{\bullet}} C_{\cdot m}^{b} I^{m}\right)
$$

Comparing equations 5.12 and 5.2 yields the following equations for the resistance and inductance transformation

$$
\begin{array}{ll}
R_{m}=C_{m}^{\cdot b} R_{b} C_{\cdot m}^{b} & 5.13 \\
L_{m}=C_{m}^{b} L_{b} C_{\cdot m}^{b} & 5.14 \\
\frac{\partial L_{m}}{\partial \theta_{b}}=C_{m}^{b} \frac{\partial L_{b}}{\partial \theta_{a}} C_{\cdot m}^{b} & 5.15
\end{array}
$$

### 5.2.3 System Equations and Solution Organization

Equation 5.3 may be formed and re-arranged in state variable form as
$\rho I^{m}=L_{m}^{-1}\left[E_{m}-\left(R_{m}+\rho \theta, \frac{\partial L_{m}}{\partial \theta_{i}}\right) I^{m}\right]$

The mechanical equations representing the system dynamics are [76.77]
$T_{0}=\frac{p}{2} I \cdot \frac{\partial L_{m}}{\partial \theta_{l}} I^{m}$
$\rho \omega_{m}=\frac{\left(T_{0}-T_{m}-T_{f}\right)}{J}$
and
$p \theta_{.}=p \omega_{m}$
where $T$. is the electromagnetic torque, $p$ the number of pairs of poles, $\omega_{m}$ the mechanical rotor speed, $T_{m}$ the mechanical load torque, $J$ the combined inertia of the motor and load and $T$, the friction torque, is composed of several components and may be approximated as [78]
$T_{f}=T_{c}+K_{1} \omega_{m}+K_{\psi} \omega_{m}^{2}$
where $T_{c}$ is the Coulomb friction torque, $K_{*}$ is the viscous constant, and $K_{w}$ is the windage constant. These components were obtained experimentally and are given in appendix A.1 together with the mechanically coupled load torque $T_{m}$.

The elements of the current transformation matrix $c_{\text {im }}^{0}$ of equation 5.4 vary, as shown in figure 5.3, according to the changing circuit topology. The first and second (varying) columns of $C_{0}^{0}$ define two dynamic meshes, $l_{1}^{m}$ and $l_{2}^{m}$. formed when three conducting devices connect the stator phases to the DC-link under different conduction patterns. The third and fourth (invariant) columns of $C_{0}^{\circ}$ define two permanent meshes formed by the star-connected rotor windings.

To solve numerically the system equations 5.16 to 5.19, a step-by-step integration routine is used, in which the first two columns of $C_{0 m}^{0}$ are updated whenever a change in circuit topology is detected. To simplify this process, a technique was used [79] in which a master matrix is formed, as shown in figure 5.4, containing all possible branch-mesh permutations of stator meshes.

### 5.2.4 Voltage Drops in Conducting Devices

At the beginning of each integration step, the existing circuit topology and the direction of the branch currents obtained from the previous step provide sufficient information for the conducting device to be identified as either a GTO or a diode. The static conduction characteristics for the GTOs and the free-wheeling diodes considered in this thesis are shown in figure 5.5. Each conducting device develops a voltage drop, which could be adequately represented by a reverse connected voltage source with a series resistance. Practical values for these were found by fitting a bi-linear function to each characteristic, and choosing a common current value for both devices at which the transition from one slope to the

Figure 5.4 Master matrix


Figure 5.5 Conduction characteristics for the inverter switching devices
other occurs. It was found by this process that the voltage drop across any conducting device may be calculated instantaneousiy from the equations

$$
\begin{align*}
& E_{\text {сто }}=0.78+0.970 i_{n}^{b} \quad \\
&=1.65+0.195 i_{n}^{b} \quad \text { for } i_{n}^{b} \leq 0.897 A \\
& \text { for } i_{n}^{b}>0.897 A
\end{align*}
$$

and

$$
\begin{align*}
E_{\text {DIODE }} & =0.82+0.200 i_{n}^{b}, \quad \text { for } i_{n}^{b} \leq 0.897 \mathrm{~A} \\
& =1.00+0.064 i_{n}^{b}, \text { for } i_{n}^{b}>0.897 \mathrm{~A}
\end{align*}
$$

where $i_{n}^{b}$ is the instantaneous stator branch current.

### 5.2.5 Switching Pattern Determination

For a QSW drive, the firing pattern is as shown in figure 2.10, where each device conducts continuously for $180^{\circ}$. For quarter-wave symmetrical optimal PWM modes, the pattern may be generated by following a number of off-ilne switching angles $\alpha_{(m)}$ as follows. At an operating frequency $f_{1}$, the switching instants for the first quarter-cycle are
$t_{(1)}=\frac{\alpha_{(1)}}{2 \pi f_{s}} \quad, i=1 \ldots \ldots . m \quad 5.23$
and for the second quarter-cycle
$t_{(i+m)}=\frac{1}{2 f_{z}}-\frac{\alpha_{(1)}}{2 \pi f_{s}} \quad, \quad i=1 \ldots \ldots . m_{2}$

$$
j=m, m-1, \ldots, 1
$$

The switching instant at $\pi$ is
$t_{(2 m+1)}=\frac{1}{2 f_{s}}$

The second half of the cycle may be generated using the half-wave symmetry property. Hence for the third quarter-cycle
$t_{(2 m+i+1)}=\frac{1}{2 f_{3}}+\frac{\alpha_{(i)}}{2 \pi f_{s}} \quad, i=1 \ldots \ldots, m$
and the fourth quarter-cycle
$t_{(3 m+i+1)}=\frac{1}{f_{z}}-\frac{\alpha_{(1)}}{2 \pi f_{s}} \quad, \quad i=1, \ldots \ldots, m$

$$
j=m, m-1, \ldots, 1
$$

The switching instant at $2 \pi$ is
$t_{(4 m+2)}=\frac{1}{f_{s}}$

Assuming these instants relate to GTO1, those for GTO3 and GTO5 may be obtained by introducing $120^{\circ}$ and $240^{\circ}$ phase shifts, while those for GTOs 4, 6 and 2 are mirror images of their counterparts. A complete switching pattern with two switching angles per quarter-cycle is shown in figure 5.6.

### 5.3 Program Procedure

A computer program was written to solve equations 5.16 to 5.19, using a step-by-step numerical integration routine with a logic check at each step to determine the conducting state of every device and to update $C_{0 m}^{0}$ if necessary. A flow chart of the program is shown in figure 5.7 and the basic procedure describing its operation is as follows


Figure 5.6 Typical switching pattern for all GTOs, generated using two switching angles per quarter-cycle for PWM2 operating mode


Figure 5.7 Inverter / induction motor program flow-chart
(a) After reading the machine parameters and initial conditions, the firing pattern for all GTOs is set individually, as explained in section 5.2.5.
(b) The elements of the $R_{0}$ matrix are time independent, and therefore need to be formed once only at the beginning of the program.
(c) From the existing circuit topology, which must initially be defined, $C_{!}^{!}$and its transpose are formed.
(d) The elements of the $L_{0}$ and $\partial L_{\iota} / \partial 0$. matrices depend on the rotor angle $\theta_{\text {. and are determined at every stage of }}$ the integration. The voltage drops across the conducting devices are calculated as explained in section 5.2.4 and substituted as the voltage source components in the stator branch reference frame of figure 5.2.
(e) The $E_{m}$ vector and $R_{m}, L_{m}, \partial L_{m} / \partial 0$, matrices are formed, using equations 5.10, 5.13-15, and $L_{m}$ is inverted.
(f) The information obtained from previous steps allows the state variable equation 5.16 to be formed and integrated, together with equations 5.18 and 5.19, to give the new mesh current vector $l^{m}$, its derivative $\rho I^{m}$, the rotor mechanical speed $\omega_{m}$, and the electrical angle of rotation 0. .
(g) The branch current vector $1^{10}$ and its derivative $p / b$ are obtained using equation 5.4. These are used to calculate the branch voltages using equation 5.2.

Operations (d) to (g) are repeated for each time step after updating all branch and mesh currents, the rotor speed $\omega_{m}$ and the angle $\theta_{\text {. . At the end of each integration step, the }}$ inverter devices are tested for any change in their conduction state for the next integration step. If detected, these are treated as discontinuities and the program proceeds as follows;
(1) The time between the start of the step and the discontinuity point is determined.
(2) Operations (d) to (g) are performed, with the system equations integrated from the start of the step to the point of the discontinuity.
(3) A new current transformation matrix $C_{\text {! }}^{0}$ is assembled according to the new circuit topology.
(4) The stator mesh currents are re-defined at discontinuities, according to the new circuit topology, and it is necessary to update them according to their new definition such that branch currents are consistent during the discontinuity. Assuming
$\left[I^{b}\right]^{-}-\left[C_{{ }_{m}^{b}}^{b}\right]^{-}\left[I^{m}\right]^{-}$
is the relation between branch and mesh currents before the discontinuity, and
$\left[I^{b}\right]^{*}=\left[C_{. m}^{b}\right]^{*}\left[I^{m}\right]^{*}$
is the relation between them after the discontinuity. Equating 5.29 and 5.30 results in
$\left[C_{. m}^{b}\right]^{+}\left[I^{m}\right]^{*}-\left[C_{. m}^{b}\right]^{-}\left[I^{m}\right]^{-}$
The matrix $C_{!}^{0}$ is not square and is therefore singular. It cannot be inverted and solving equation 5.31 for $[1]^{+}$ is not possible. Alternatively, the branch currents can be re-arranged individually; for example, the state of branch currents before the discontinuity in figure 5.3(a) was such that

$$
\begin{aligned}
& {\left[i_{A}^{b}\right]^{-}=\left[i_{1}^{m}\right]^{-}+\left[i_{2}^{m}\right]^{-}} \\
& {\left[i_{B}^{b}\right]^{-}=-\left[i_{2}^{m}\right]^{-}} \\
& {\left[i_{c}^{b}\right]^{-}=-\left[i_{1}^{m}\right]^{-}}
\end{aligned}
$$

and after the discontinuity consideration of the currents of figure $5.3(b)$ shows that

$$
\begin{aligned}
& {\left[i_{A}^{b}\right]^{+}=\left[i_{2}^{m}\right]^{+}} \\
& {\left[i_{B}^{b}\right]^{*}=\left[i_{1}^{m}\right]^{*}} \\
& {\left[i_{c}^{b}\right]^{*}=-\left[i_{1}^{m}\right]^{+}-\left[i_{2}^{m}\right]^{-}}
\end{aligned}
$$

It is now possible, by using equation 5.31 for any branch current, to find the relationship between the mesh currents before and after the discontinuity,

$$
\begin{aligned}
& {\left[i_{1}^{m}\right]^{+}=-\left[i_{2}^{m}\right]^{-}} \\
& {\left[i_{2}^{m}\right]^{-}-\left[i_{1}^{m}\right]^{-}+\left[i_{2}^{m}\right]^{-}}
\end{aligned}
$$

$\left[i_{1}^{m}\right]^{\dagger}$ and $\left[i_{2}^{m}\right]^{\dagger}$ can now be used as the initial values for stator mesh currents at the discontinuity point.
(5) Operations (c) to (g) are repeated from the point of discontinuity to the end of a new complete step.
(6) The inverter is tested for any further discontinuities during (5). If any is detected, operations (1) to (5) are repeated. If not, the program proceeds with operations (d) to (g) over the next step.

### 5.3.1 Numerical Integration Methods [80]

Single-step techniques, such as the Runge-Kutta, Euler and modified Euler methods, can begin the solution by the provision of only the initial conditions at each subsequent step using only information from the previous step. The integration is performed by extrapolating from the value of the function at the beginning of the step to obtain a value at the end of the step, with the ability to perform the next integration step with a different step size.

Of the single-step methods avallable, the 4 th-order Runge-Kutta method was chosen, due to its computational efficiency and high accuracy. This method evaluates four values of the function during a step and uses a weighted average
of these to determine the value of the function at the end of the step. The mathematical algorithm of this method as appiled to the solution of the first order differential equation $p y=f(x, y)$ is
$y_{n+1}=\gamma_{n}+\frac{1}{6}\left(K_{1}+2 K_{2}+2 K_{3}+K_{4}\right)$
where
$K_{1}=\Delta X f\left(X_{n}, Y_{n}\right)$
$K_{2}=\Delta X f\left(x_{n}+\frac{\Delta X}{2}, \gamma_{n}+\frac{K_{1}}{2}\right)$
$k_{3}=\Delta x f\left(x_{n}+\frac{\Delta x}{2}, \gamma_{n}+\frac{k_{2}}{2}\right)$
$K_{4}=\Delta X f\left(X_{n}+\Delta X, Y_{n}+K_{3}\right)$
and $\Delta x$ is the integration step-length.

### 5.3.2 Fourier Analysis

The mathematical model included a Fourier analysis algorithm which determines the harmonic contents of both the inverter output voltage and current waveforms and the torque and speed of the machine once steady-state conditions are achieved. In the present application the waveforms to be analysed are defined over a full time period $T=2 \pi / \omega$, by a series of $\gamma$ ordinate values at known values of $t$ as shown in figure 5.8. Since these ordinates are not necessarily equispaced (as described earlier), the integration required to determine the Fourier coefficients may be performed most easily by summing all the trapezoidal areas. Using this technique the Fourier coefficients are given by
$a_{n}=\frac{2}{T} \sum_{m=1}^{1-1} \frac{1}{2}\left(\gamma_{m} \cos n \omega t_{m}+y_{m+1} \cos n \omega t_{m+1}\right)\left(t_{m+1}-t_{m}\right)$
and
$b_{n}=\frac{2}{T} \sum_{m=1}^{1-1} \frac{1}{2}\left(\gamma_{m} \sin n \omega t_{m}+\gamma_{m+1} \sin n \omega t_{m+1}\right)\left(t_{m+1}-t_{m}\right)$


Figure 5.8 Typical example of an arbitrary waveform defined by its $Y$ ordinates at known values of $(t)$
where $m$ is the ordinate number and 1 the number of ordinates In a complete cycle. From these equations, the peak value of the nth-harmonic $F_{n}$ and its phase-angle $\theta_{n}$ may be calculated from
$F_{n}=\sqrt{a_{n}^{2}+b_{n}^{2}}$
and
$\theta_{n}=\tan ^{-1} \frac{a_{n}}{b_{n}}$

It is obvious from figure 5.8 that, replacing a curve by a straight line, may introduce large errors. To ensure sufficient accuracy, it is therefore necessary to use a short step-length in the simulation model, thereby providing sufficient points for use in the Fourier analysis program. It was found that 10000 points/cycle provided enough information for acceptable accuracy in the results, where step-length values ranged from $100 \mu s$ at 1 Hz to $2 \mu \mathrm{~s}$ at 50 Hz operating frequency.

### 5.4 Experimental Set-Up

The experimental drive system described in chapter 4 consists of a GTO-thyristor inverter driving the 0.56 kW squirrel-cage induction motor whose parameters are given in appendix A.1. The motor drive-end was coupled to a swinging-frame DC dynamometer, with a strain-gauge torque transducer mounted on its stator which was locked to limit its movement. Regardiess of whether QSW or PWM modulation techniques were under investigation, sufficient mechanical disturbance was present, to distort the measurement of instantaneous torque pulsations, and consequently, this arrangement was only used for the measurement of average torque.

An incremental shaft encoder was coupled to the non-drive end of the motor shaft. The resulting digital signal was applied to a frequency/voltage converter whose analogue output provided a measure of the instantaneous rotor speed. The AC component of this signal was differentiated, to provide an
analogue signal proportional to the acceleration torque. It was found in practice that to obtain a reasonably meaningful measurement of speed ripple, it was necessary to operate the machine at a stator frequency below 4 Hz , where the ripple is relatively large and can be measured with reasonable accuracy. However, when the pulse number is increased in the PWM operation mode, the rotor speed ripple is correspondingly reduced and experimental measurement is made more difficult even at very low operating frequencies. An external DC source was used to supply the inverter with a link voltage which was adjusted manually to suit different frequencies and load requirements.

### 5.5 Computed And Experimental Results

This section presents. results describing the drive operation using waveforms obtained from the theoretical model. Computed and experimental waveforms are compared and the characteristics at different operating conditions are considered. It is important to note that the theoretical model can produce results showing the machine dynamics during transient and steady-state conditions at any desired operating frequency. However, the following results are intended to highlight typical practical effects during low frequency steady-state operation. Particular emphasis is given to frequencies below 5 Hz , where the instantaneous torque pulsation can produce significant speed variations particularly during QSW operation.

### 5.5.1 Basic Drive Operation

To explain the drive system operation, and to demonstrate the capability of the computer model in dealing with varying circuit topologies, figure 5.9 shows phase voltage and current waveforms for a 4 Hz QSW drive under both no-load and full-load conditions. Following the defined timing instants, $i_{1}$ is the time at which GTO4 is turned off and GTO1 is turned on, thereby connecting phase $A$ to the positive DC rail. Since the phase current $I_{A}$ is negative, it must be carried by diode Dl


Figure 5.9 Phase voltage and current waveforms, with the current in the free-wheeling diodes for QSW inverter driving star-connected induction motor operating at 4 Hz frequency with
(a) Unloaded motor
(b) Fully-loaded motor
circulating through GTO5 phase $C$ and phase $A$, as shown in figure 5.3(e). Although GTO1 is not conducting during the time $\left(l_{1}-t_{2}\right)$, a continuous gating signal is maintained for the full $180^{\circ}$ from $t_{1}$ to $l_{4}$. so that when $l_{A}$ reverses at $i_{2}$ GTOl starts to conduct. Figure 5.9(b) illustrates that the time $\left(t_{1}-t_{i}^{\prime}\right)$ is load dependent.

Figure 5.10 shows the DC-link current and the currents through all six free-wheeling diodes for a complete cycle, under the same operating conditions as those of figure 5.9(a). It illustrates the mechanism of energy feedback through the inverter to the DC-link side. It is clear that the circulating current in diode $D 1$ lasts for more than $60^{\circ}$, during which GTO5 is turned off and GTO2 is turned on. This allows the return of inductive load current, which signifies stored energy, to the DC supply via diodes D1 and D2 for a time $\left(l_{2}-l_{2}\right)$.

The effect of the voltage drops across the conducting devices on the voltage waveshapes is clear in the 3 -phase voltage waveforms of figure 5.11(a). The dotted line waveforms represent the ideal voltage waveshape, assuming that the inverter devices are ideal switches. Figure 5.11(b) shows all possible circuit topologies for each time indicated in figure 5.11(a), with equations defining the stator phase voltages in terms of the branch voltages $l_{0}(1), l_{0}(2), V_{0}(3)$ and the forward voltage drops across each conducting device. Both waveforms were obtained under the same conditions as figure 5.9(a) with a DC-link voltage of 23.7 V calculated from
$V_{d e}=\frac{\pi}{\sqrt{2}} V_{(1)}$

The fundamental phase voltage $V_{\|}$required to provide constant airgap flux is 10.66 V for this condition. It was found that distortion of the ideal voltage waveform reduced this figure to 9.98 V , emphasizing the need to boost the link voltage to 25.30 V to compensate for the device voltage drops and to maintain a constant airgap flux. In the same way, the DC-link


Figure 5.10 DC-link and free-wheeling diode currents for, 4 Hz, no.load QSW operation mode


Figure 5.11 (a) Ideal and actual voltage waveforms, illustrating the effect of inverter devices voltage drops, at 4 Hz, no-load, QSW mode

| Gtos 156 ow |  | Gtos 126 ON |  | GTOS 123 ON |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| " $11{ }^{\text {+ }}$ | ${ }^{10} \cdot \underline{12}$ |  | [2.13 | B. ${ }^{\text {c }}$ | 13.14 |
|  |  |  |  |  |  |
| Gtos 423 On |  | Gtos 453 ON |  | Gtos 456 oN |  |
| W | 14.15 | 15.15 | 15.16 | 16.16 | 16. |
|  |  |  |  |  |  |
| $\begin{aligned} & \mathrm{V}(A M)-V_{1}-v(D) \\ & v(B N)=v_{2}+v(D) \\ & V\left(C N-\cdot V_{3}+v(G 2)\right. \end{aligned}$ |  | $\begin{aligned} & \hline v(A N)-v 1-v(D) \\ & v(B N)-v 2-v(G) \\ & v(C M)=v 3+V(I D) \\ & \hline \end{aligned}$ | $\begin{aligned} & V(A N)=-v_{1}+V(G) \\ & v(B N)=v_{2}-v_{(G 3)} \\ & v_{(C N)}=v_{3}+v_{(O S)} \end{aligned}$ |  | $\begin{aligned} & v(N)=-v_{1}+v(G) \\ & v(B N)=-v_{2}-v(D) \\ & v\left(C N-v_{3}-v_{(G)}\right. \end{aligned}$ |

Figure 5.11 (b) Drive circuit configurations during the specified time periods of figure 5.11 (a)
voltage required at full-load for the same frequency is 41.3 V for a fundamental phase voltage of 16.47 V , instead of the 36.6 V provided by equation 5.38. The precise amount of DC-ilnk voltage compensation for this voltage drop depends on the instantaneous current carried by each GTO and free-wheeling diode in the inverter circuit, which varies according to the load condition and switching profile. Its average value is found to be between $2 V$ and $5 V$ from no-load up to full-load operation of the machine, which represents a significant proportion of the DC-link voltage at low operating frequencies. The compensation process may be simplified by boosting the DC-link voltage by an average value of 3.5 V under all load and operating frequency conditions.

### 5.5.2 Discussion Of Results

Computed and experimental results for 1 Hz no-load operation are shown in figures 5.12 to 5.16 , for $Q S W$ and harmonic elimination PWM operation with $2,4,6$ and 8 switching angles per quarter-cycle. Comparison of these results shows good agreement between computed and experimental line voltage and current waveforms and harmonic spectra for all operating modes. There is however some discrepancy between the computed and practical speed and acceleration torque waveforms, especially with high pulse PWM operation, with the sharp edges in both computed waveforms being more rounded in the practical ones. This is due mainly to the limited sensitivity of the encoder to small deviations of speed and the poor response time of the frequency/voltage converter to a change in the input frequency. Both effects result in a reduction in the high order components of the measured waveforms.

Figures 5.12(a) and (b) show the line voltage and stator current waveforms and their harmonic spectra for QSW operation. The reduction in the fundamental component due to device voltage drops was compensated for by boosting the DC-IInk voltage to 14.1V, rather than the uncompensated figure of 10.6 V calculated from


Figure 5.12Computed and experimental results for QSW mode 1 Hz stator frequency, no-load operation
(a) Line voltage and spectrum
(b) Stator current and spectrum


Figure 5.12 continued (c) Acceleration torque and spectrum
(d) Rotor speed and spectrum


Figure 5.13Computed and experimental results for PWM2 el imination mode at 1 Hz stator frequency, no-load operation
(a) Line voltage and spectrum
(b) Stator current and spectrum


Figure 5.13 continued (c) Acceleration torque and spectrum (d) Rotor speed and spectrum


Figure 5.14Computed and experimental results for PWM4 elimination mode at 1 Hz stator frequency, no-load operation
(a) Line voltage and spectrum
(b) Stator current and spectrum


Figure 5.14 continued (c) Acceleration torque and spectrum
(d) Rotor speed and spectrum



Figure 5.15 continued (c) Acceleration torque and spectrum
(d) Rotor speed and spectrum


Figure 5.16 Computed and experimental results for PWM8 elimination mode at 1 Hz stator frequency, no-load operation
(a) Line voltage and spectrum
(b) Stator current and spectrum


Figure 5.16 continued (c) Acceleration torque and spectrum
(d) Rotor speed and spectrum
$v_{d c}=\frac{\pi}{\sqrt{6}} V_{(1)}$
where $V_{(1)}=8.3 V$ is the fundamental line voltage component required for constant airgap flux. The current waveform has an rms fundamental component of 1.18A. Evidentiy all even components in both harmonic spectra are absent, and the remaining odd non-triplen components decrease in magnitude with increasing harmonic order.

The computed acceleration torque waveform of figure 5.12(c) has a peak-to-peak value of 1.47 Nm , while figure $5.12(\mathrm{~d})$ shows the average speed to be $2.83 \mathrm{rad} / \mathrm{s}$ with a peak-to-peak value of $4.15 \mathrm{rad} / \mathrm{s}$. The harmonic spectra of these waveforms show that both contain harmonics of order six and multiples thereof, with magnitudes decreasing with increasing harmonic order. The low order 6th- and 12th- torque and speed harmonics are thus of principle concern in the design of a PWM strategy to provide smooth machine operation.

Figures 5.13(a) and (b) show respectively the ilne voltage and current waveforms, together with their respective harmonic spectra for PWM operation using two switching angles to eliminate the 5th- and 7th-harmonic voltage components. The required DC-ilnk voltage including the inverter drop compensation is 14.9 V . This compares with 11.4 V calculated for an ideal voltage waveform from
$V_{d c}=\frac{\pi}{K \sqrt{6}} V_{l(1)}$
where $K=0.933$ for this PWM mode, is obtained from the optimization process, and is the fundamental component factor given in table 3.1. The line voltage waveform has five pulses per half-cycle for 5th-and 7th-harmonic elimination. Comparing figures $5.13(a)$ and (b) with figures $5.12(a)$ and (b), it is clear that when low order harmonic elimination is achieved, the high order components are increased. Figure 5.13(c) shows
that, although the 6th-harmonic acceleration torque component is significantly reduced, the remaining 12 th- and 18 th-harmonic components are increased respectively from 0.17 Nm and 0.10 Nm for QSW to 0.50 Nm and 0.23 Nm for PWM2 operating mode. Similar behaviour of the other higher order harmonics results in a peak-to-peak acceleration torque of 2.48 Nm . Nevertheless, figure $5.13(d)$ shows that, since the contribution of the remaining high order torque components to speed ripple production is more effectively damped by the motor and load inertia, a peak-to-peak ripple of $3.46 \mathrm{rad} / \mathrm{s}$ is achieved, a reduction of approximately $16.6 \%$ compared with QSW operation.

Figures 5.14 to 5.16 show that, by increasing the number of switching angles per quarter-cycie to 4,6 and 8 , to eliminate additional successive pairs of higher harmonic components up to and including the 25 th, the PWM line voltage waveforms contain 9, 13 and 17 pulses per half-cycle respectively. The respective DC-link voltages are $15.1 \mathrm{~V}, 15.2 \mathrm{~V}$ and 15.2 V , calculated using equation 5.40 and fundamental component factors (from table 3.1) of 0.92, 0.914 and 0.9116 , including compensation. Inspection of the voltage and current waveforms in these figures confirms that elimination of successive pairs of harmonic components is almost complete. The small residues are due to distortion of the voltage waveform by the inverter voltage drops, and the accuracy with which the switching instants are sampled and stored in a look-up table.

The peak-to-peak torque pulsation magnitudes in figures $5.14(\mathrm{c}), 5.15(\mathrm{c})$ and $5.16(\mathrm{c})$ of $2.26 \mathrm{Nm}, 2.20 \mathrm{Nm}$ and 2.04 Nm respectively, are still higher than the peak-to-peak torque pulsation for the QSW mode, despite the significant successive reduction in the 12 th, 18 th- and the 24 th-harmonic torque components. This again can be attributed to the increase in the remaining high order components, whose contribution to speed ripple production is attenuated more effectively by the motor and load inertia. The resulting smoother rotor motion as the PWM pulse number is increased has a peak-to-peak speed ripple of $2.46 \mathrm{rad} / \mathrm{s}, 1.83 \mathrm{rad} / \mathrm{s}$ and $1.36 \mathrm{rad} / \mathrm{s}$ respectively.

The fundamental and 2nd-harmonic components present in the practical speed spectra become significant with PWM operation, when a high pulse number and a minimum speed ripple are achieved. It was observed that mechanical misalignment between the coupled shafts contribute to the production of the fundamental component of speed ripple. Moreover, any imbalance in the machine windings produces a 2nd-harmonic component of rotor speed as demonstrated in figure 5.17, computed under the same operating conditions as figure 5.16 but with a 5 5 resistance imbalance in the stator winding resistance.

To demonstrate the effect of loading on the drive performance, figures 5.18 and 5.19 present computed and experimental waveforms for QSW operation at 4 Hz under no-load and full-load conditions. The fundamental current at no-load is 1.18A for a DC-link voltage of 25.3 V and at full-load 2.3A for a DC-link voltage of $41.3 \mathrm{~V}(3.95 \mathrm{Nm}$ load applied at the motor shaft), with both values adjusted to compensate for inverter voltage drops. Figures $5.20(a)$ and (b) show computed and practical waveforms for the rotor speed for both load conditions. Computed results show a peak-to-peak speed ripple of $1.01 \mathrm{rad} / \mathrm{s}$ about an average speed of $12.24 \mathrm{rad} / \mathrm{s}$ at no-load and $0.78 \mathrm{rad} / \mathrm{s}$ about an average speed of $4.74 \mathrm{rad} / \mathrm{s}$ at full-load. The average speed dropped by the slip-speed, corresponding to full-load operation. The reduction in the peak-to-peak speed ripple is due to the damping and additional inertia of the load, which reduced the computed peak-to-peak torque pulsations from 1.27 Nm at no-load to 1.02 Nm at full-load as illustrated respectively in figures 5.21(a) and (b).

Figures 5.22 to 5.25 show computed and experimental ine voltage and current waveforms, with current harmonic spectra, for 4 Hz fuli-load harmonic elimination PWM with 2,4,6 and 8 switching angles per quarter-cycle respectively. The harmonic spectra for each current waveform shows the same fundamental current component of 2.3A, with elimination taking place of successive pairs of harmonic components up to the 25 th.


Figure 5.17 Computed acceleration torque and rotor speed and their spectra for PWM8 elimination mode, at 1 Hz no-load operation with unbalanced machine windings


Figure 5.18 Computed and experimental results for QSW mode
4 Hz stator frequency, no-load operation
(a) Line voltage
(b) Stator current
(c)Stator current spectrum


Figure 5.19 Computed and experimental results for QSW mode 4 Hz stator frequency, full-load operation
(a) Line voltage
(b) Stator current
(c)Stator current spectrum


Figure 5.20 Computed and experimental rotor speed for QSW mode 4 Hz stator frequency (a) No-load (b)Full-load


Figure 5.21 Computed electromagnetic torque and its harmonic spectrum for QSW, 4 Hz stator frequency (a)No-load (b)Full-load


Figure 5.22 Computed and experimental results for PWM2 elimination mode 4 Hz stator frequency, full-load operation
(a) Line voltage
(b) Stator current
(c)Stator current spectrum


Figure 5.23 Computed and experimental results for PWM4 elimination mode 4 Hz stator frequency, full-load operation
(a) Line voltage
(b) Stator current
(c)Stator current spectrum


Figure 5.24 Computed and experimental results for PWM6 elimination mode 4 Hz stator frequency, full-load operation
(a) Line voltage
(b) Stator current
(c)Stator current spectrum


Figure 5.25 Computed and experimental results for PWM8 elimination mode 4 Hz stator frequency, full-load operation
(a) Line voltage
(b) Stator current
(c)Stator current spectrum

Observation of these figures demonstrates close correlation between computed and experimental waveforms and provides further confirmation and validation of the computer model.

Figures 5.26(a) to (d) show computed electromagnetic torque and rotor speed ripple waveforms with each pulse number. The peak-to-peak torque pulsations and speed ripple magnitudes listed in table 5.1 provide a clear comparison between QSW and the different PWM modes.

| Table 5.1 |  |  |
| :---: | :---: | :---: |
| $\begin{array}{c}\text { Operating } \\ \text { Mode }\end{array}$ | $\begin{array}{c}\text { Torque } \\ \text { peak-to-peak } \\ -N m\end{array}$ | $\begin{array}{c}\text { Speed } \\ \end{array}$ |
| peak-to-peak |  |  |
| rad/s |  |  |$]$

The table emphasizes that eliminating low order harmonic components may result in an increase in the remaining high order components and produce high peak-to-peak torque pulsations. However, since their effect in producing speed ripple is highly attenuated, the peak-to-peak speed ripple decreases with increasing pulse number. Experimental rotor speed waveforms for PWM operation at this frequency are not included, due to the limited definition of the analogue speed signal. It is noted however that these where confirmed earlier for the case of 4 Hz QSW operation (figure 5.20 ) and 1 Hz no-load condition (figures 5.12 to 5.16).

On loading the machine, other limitations were encountered in measuring the speed ripple at frequencies below 2 Hz , when the silp-speed increases and the average speed drops virtually to zero. At some point, when the speed ripple is large,


Figure 5.26 Computed electromagnetic torque and rotor speed for 4 Hz , full-load, $P W M$ elimination
(a) PWM2
(b) PWM4
(c) PWM6
(d) PWM8 modes
especially during QSW operation, part of the speed ripple is in the reverse direction of rotation. The measuring circuit described in chapter 4 was designed to provide an analogue signal relative to the rotor shaft speed in the forward direction of rotation. Hence it is only possible to obtain a unidirectional speed analogue signal which resulted in a reflection of the negative part of the speed ripple.

To verify this fact, computed and experimental results are presented in figures 5.27 and 5.28. Figure 5.27(a) shows, for 1 Hz operation, the computed electromagnetic torque with an average load torque of 0.8 Nm . The computed rotor speed in figure $5.27(b)$ demonstrates a drop in the average speed from $2.83 \mathrm{rad} / \mathrm{s}$, with a superimposed peak-to-peak ripple of $4.15 \mathrm{rad} / \mathrm{s}$ at no-load to $1.55 \mathrm{rad} / \mathrm{s}$ on-load with a superimposed peak-to-peak ripple of $3.77 \mathrm{rad} / \mathrm{s}$, of which $0.42 \mathrm{rad} / \mathrm{s}$ is in the reverse direction of rotation. Figure $5.27(c)$ shows the computed modulus of the rotor speed, which agrees well with what obtained experimentally in figure 5.27(d). For further confirmation, results are presented in figure 5.28 for the same operating frequency but an increased load. Figure 5.28(a) shows the computed electromagnetic torque with an average load torque of 1.42 Nm . Figure $5.28(b)$ shows the computed rotor speed with an average of $0.29 \mathrm{rad} / \mathrm{s}$ and a superimposed ripple of $3.32 \mathrm{rad} / \mathrm{s}$, of which l.33rad/s is negative. Figure $5.28(c)$ shows the computed modulus of rotor speed, while the experimental waveform is as shown in figure $5.28(\mathrm{~d})$.

### 5.6 Conclusion

This chapter has described the development of a versatile mathematical model for a VSI/induction motor drive. The model is capable of readily handing a wide range of pulsed waveforms, allowing the effect of any proposed PWM strategy to be studied on a computer before practical implementation. The operational modes investigated, and the results presented, were chosen principally for ease of presentation and experimental confirmation, and to provide a basis for confirming the validity


Figure 5.27
Figure 5.28
Torque and speed responce at 1 Hz , QSW aperation mode with 0.8 Nm load
1.42 Nm load
(a)Computed electromagnetic torque
(b)Computed actual rotor speed
(c)Computed modulus of rotor speed
(d) Experimental rotor speed
and accuracy of the computer modelling techniques used. Comparison of computed and experimental results confirmed the validity and accuracy of the computer model. These results highlight that simulation provides a powerful tool for investigating and studying the dynamic performance of the machine, especially when experimental limitations may lead to wrong judgment.

## CHAPTER 6

## A NEW APPROACH TO CONVENTIONAL STEADY-STATE ANALYSIS WITH NON-SINUSOIDAL SUPPLIES

This chapter extends the use of the induction motor equivalent circuit analysis of chapter 2 to cover non-sinusoidal supply voltages, with a detailed analysis being demonstrated using both QSW and PWM operational modes. An analytical torque equation is proposed, which is used for further investigations into the dynamic performance of optimal PWM voltage source inverter drives.

### 6.1 Methods Of Analysis

The optimal PWM switching strategies designed specifically to eliminate low order harmonic components in the inverter output voltage waveform are machine independent. The optimization method described in section 3.2 .3 performs the optimization procedure, by iteratively processing equations defining the fundamental and harmonic components to maximize the former and to equate the latter to zero. There are however other performance criteria which can be optimised; for example the harmonic current content, or the level of torque pulsations or speed ripple could be minimized. Since these are all defined as machine performance requirements, they are therefore dependent on the operating conditions.

A fast and accurate system model is required to perform wide ranging investigations into the effects of using optimal PWM control techniques on the steady-state motor performance. The method requires rapid and efficient computation of the switching angles, especially when numerical minimisation techniques are involved, to minimize a performance criterion objective function which is interactive with the machine parameters and operating conditions.

The time-domain solution described in Chapter 5 is inappropriate for use with optimization techniques, due to its complicated and excessively long computation requirements. Frequency-domain methods, using Fourier analysis, are usually employed to obtain the harmonic content of the VSI output voltage waveshape. These harmonics are applied to harmonic equivalent circuits for the motor, to determine the corresponding current components. The motor torque is then calculated from the interaction and superposition of harmonic current components. This approach has been used for efficiency and machine loss optimization [22] and has proved to be computationally efficient, reasonably accurate and suitable for use with any minimisation process.

### 6.2 Inverter Voltage Waveform Representation

In a VSI drive, the non-sinusoidal output voltage during steady-state operation may be resolved into fundamental and harmonic components. Assuming ideal voltage waveforms, possessing both quarter and half-wave symmetry, the general Fourier-series representation of the phase voltages contains only sine terms and is

$$
v_{A N}=\sqrt{2}\left\{V_{(1)} \sin \omega_{s} t+V_{(5)} \sin 5 \omega_{s} t\right.
$$

$$
+V_{(7)} \sin 7 \omega_{3} t+\ldots: \dot{B}
$$

$u_{B N}=\sqrt{2}\left\{V_{(1)} \sin \left(\omega_{s} t-\frac{2 \pi}{3}\right)+V_{(5)} \sin \left(5 \omega_{8} t+\frac{2 \pi}{3}\right)\right.$

$$
\left.+v_{(7)} \sin \left(7 \omega_{s} t-\frac{2 \pi}{3}\right)+\ldots .\right\}
$$

$u_{C N}=\sqrt{2}\left\{V_{(1)} \sin \left(\omega_{s} t+\frac{2 \pi}{3}\right)+V_{(5)} \sin \left(5 \omega_{8} t-\frac{2 \pi}{3}\right)\right.$

$$
\left.+V_{(7)} \sin \left(7 \omega_{1} t+\frac{2 \pi}{3}\right)+\ldots .\right\}
$$

where $w_{\text {, }}$ is the fundamental angular frequency of the supply and $V_{(n)}$ the rms value of the $n$th phase voltage harmonic. These equations demonstrate that the 5 th-harmonic component $V_{(s)}$ has a negative phase sequence and the 7 th-harmonic component $V_{(r)}$ a positive phase sequence. As explained in chapter 3, the magnitudes of the phase voltage components for a 6-step phase voltage waveshape are inversely proportional to their order and are given by

$$
V_{(n)}=\frac{\sqrt{2}}{n \pi} V_{d c}
$$

For any optimal PWM mode, with quarter-wave symmetry, the magnitudes follow the general expression in terms of the switching angles given by
$V_{(n)}=\frac{\sqrt{2}}{n \pi} V_{d c}\left(1+2 \sum_{i=1}^{m}(-1)^{i} \cos n \alpha_{i}\right)$
where $V_{\text {ac }}$ is the DC-link voltage and $m$ the number of switching angles $\alpha_{1}$ per quarter-cycle.

### 6.3 Harmonic Equivalent Circuit Analysis

Equivalent circuit analysis is usually appiled to steady-state operating conditions with constant speed and sinusoidal excitation. To use this approach, in analysing the performance of an inverter driven induction motor, each harmonic component of the supply voltage (equation 6.1) must be applied to an equivalent circuit in which both reactance components and slip are appropriately scaled, as shown in figure 6.1. Since rotor speed is related to the fundamental frequency only, the rotor slip $s$ at the nth-harmonic is
$s(n)=\frac{n \omega_{s} \mp p \omega_{m}}{n \omega_{s}}$
where the negative and positive signs relate to forward and backward rotating fields respectively. Substituting from equation 2.2 in equation 6.4 and simplifying yields


Figure 6.1 Per.phase harmonic equivalent circuit of the induction motor


Figure 6.2 Induction motor fundamental phasor diagram
$s(n)=\frac{(n-1)+s(1)}{n} \quad, n=1,7,13,19 \ldots$
for forward rotating fields, and
$s(n)=\frac{(n+1)-s(1)}{n} \quad, n=5,11,17, \ldots$
for backward rotating fields, and $s(1)$ is the fundamental slip.

### 6.3.1 Harmonic Equivalent Circuit Considerations

Two main factors effect the equivalent circuit parameters due to the presence of time harmonic components. Firstly, the harmonics result in increased saturation of the leakage flux paths, due to the greater peak value of the non-sinusoidal current waveform, and thus reduce both the magnetizing and leakage inductances. Secondly, skin effect can be a significant factor in increasing the stator and rotor resistances, particularly if the rotor has a deep bar construction. Although precise calculation of the machine parameters is important in predicting the machine performance, it involves excessive complication and was not adopted in the present equivalent circuit analysis.

On the other hand, certain important approximations are often used in equivalent circuit analysis. For example, the resistive components may be neglected in comparison with the reactive components at harmonic frequencies, and the shunt magnetizing reactance branch may be omitted if its value is much greater than the rotor leakage reactance. These approximations are not valid at low frequencies (below about 10 Hz ), where the stator and rotor winding resistances are significant when compared with the reactances, and they are therefore not used in the present analysis.

### 6.3.2 Harmonic Current Representation

Applying the voltage waveforms of equation 6.1 to the machine terminals results in stator currents $i_{1,1}, i_{1,}$ and $i_{\text {re }}$ whose half-wave symmetrical waveforms can be expressed by the Fourier-series

$$
\begin{aligned}
i_{s, A} & =\sqrt{2}\left\{I_{s(1)} \sin \left(\omega_{s} t+\theta_{s(1)}\right)\right. \\
& \left.+I_{s(5)} \sin \left(5 \omega_{s} t+\theta_{s(5)}\right)+I_{s(7)} \sin \left(7 \omega_{s} t+\theta_{s(7)}\right)+\ldots\right\} \\
i_{s B} & =\sqrt{2}\left\{I_{s(1)} \sin \left(\omega_{s} t+\theta_{s(1)}-\frac{2 \pi}{3}\right)\right. \\
& \left.+I_{s(5)} \sin \left(5 \omega_{s} t+\theta_{s(5)}+\frac{2 \pi}{3}\right)+I_{s(7)} \sin \left(7 \omega_{s} t+\theta_{s(7)}-\frac{2 \pi}{3}\right)+\ldots\right\} \\
i_{s C} & =\sqrt{2}\left\{I_{s(1)} \sin \left(\omega_{s} t+\theta_{s(1)}+\frac{2 \pi}{3}\right)\right. \\
& \left.+l_{s(5)} \sin \left(5 \omega_{s} t+\theta_{s(5)}-\frac{2 \pi}{3}\right)+I_{s(7)} \sin \left(7 \omega_{s} t+\theta_{s(7)}+\frac{2 \pi}{3}\right)+\ldots\right\}
\end{aligned}
$$

where $l_{0(n)}$ is the rms value of the nth stator current component and $\theta_{\text {(n) }}$ its phase angle with respect to the corresponding phase voltage component. Each stator current component produces an airgap mmf, rotating either forward or backward according to the phase sequence of the component which produces it. This in turn induces currents $i_{\text {ro }}, i_{\text {ro }}$ and. $i_{\text {r }}$ in the rotor at a harmonic slip frequency $\left(n \omega_{1} * p \omega_{m}\right)$ which may be defined as

$$
\begin{align*}
i_{r a} & =\sqrt{2}\left\{I_{r(1)} \sin \left(\omega_{s} t-p \omega_{m} t+\theta_{r(1)}\right)\right. \\
& \left.+I_{r(5)} \sin \left(5 \omega_{s} t+p \omega_{m} t+\theta_{r(5)}\right)+I_{r(7)} \sin \left(7 \omega_{s} t-p \omega_{m} t+\theta_{r(7)}\right)+. .\right\} \\
i_{r b} & =\sqrt{2}\left\{I_{r(1)} \sin \left(\omega_{s} t-p \omega_{m} t+\theta_{r(1)}-\frac{2 \pi}{3}\right)\right. \\
& \left.+I_{r(5)} \sin \left(5 \omega_{s} t+p \omega_{m} t+\theta_{r(5)}+\frac{2 \pi}{3}\right)+I_{r(7)} \sin \left(7 \omega_{s} t-p \omega_{m} t+\theta_{r(7)}-\frac{2 \pi}{3}\right)+\cdots\right\} \\
i_{r c} & =\sqrt{2}\left\{I_{r(1)} \sin \left(\omega_{s} t-p \omega_{m} t+\theta_{r(1)}+\frac{2 \pi}{3}\right)\right. \\
& \left.+I_{r(5)} \sin \left(5 \omega_{s} t+p \omega_{m} t+\theta_{r(5)}-\frac{2 \pi}{3}\right)+I_{r(7)} \sin \left(7 \omega_{s} t-p \omega_{m} t+\theta_{r(7)}+\frac{2 \pi}{3}\right)+\ldots\right\rangle
\end{align*}
$$

where $I_{r(n)}$ is the rms value of the nth rotor current component and $\theta_{r(n)}$ its phase angle with respect to the corresponding phase voltage.

Individual harmonic current components and their phase angles may be obtained from a harmonic equivalent circuit, using the procedure explained in chapter 2 for fundamental component analysis. The stator nth-harmonic current component is obtained from
$\bar{I}_{s(n)}=\frac{\bar{V}_{(n)}}{\bar{Z}_{i(n)}}$
where the input impedance of the nth-harmonic equivalent circuit $\bar{Z}_{1(n)}$ is
$\bar{Z}_{i(n)}=R_{s}+j n X_{s}+\frac{j n X_{m}\left(R_{r}^{\prime} / s(n)+j n X_{r}^{\prime}\right)}{R_{r}^{\prime} / s(n)+j n\left(X_{m}^{\prime}+X_{r}^{\prime}\right)}$
and the phase angle is

$$
\theta_{s(n)}=-\tan ^{-1} \frac{\Im Z_{i(n)}}{\Re Z_{i(n)}}
$$

The referred rotor nth-harmonic current component $I_{(n)}$, and its phase angle $0_{i(n)}$ are
$\bar{I}_{r(n)}=\bar{I}_{s(n)} \cdot \frac{j n X_{m}}{R_{r}^{\prime} / s(n)+j n\left(X_{m}+X_{r}^{\prime}\right)}$
and
$\theta_{r(n)}^{\prime}=\tan ^{-1} \frac{\Im I_{r(n)}^{\prime}}{R I_{r(n)}^{\prime}}$
respectively.

It is emphasised here that the currents of equation 6.6 are the actual silp frequency rotor current components, whereas the referred rotor current components calculated using equation 6.10 are stator frequency harmonics, with their phase angles reflected by $180^{\circ}$ following the relation $0_{(n)}=0_{(n)}^{\prime}-180^{\circ}$ defined in figure 2.1(c).

### 6.4 Correlation between Current Components in Torque Production

To illustrate the interaction between the fundamental current components in producing constant steady torque, equation 2.13 may be re-arranged according to the fundamental phasor diagram shown in figure 6.2, and written as [77]
$T_{e}=3 p l_{m} l_{m(1)} l_{r(1)}^{\prime} \sin \left(\phi_{m(1)}-\phi_{r(1)}\right)$
or
$T_{\mathrm{E}}=3 p l_{m} l_{s(1)} l_{r(1)}^{\prime} \sin \left(\phi_{s(1)}-\phi_{r(1)}\right)$
where $l_{m}$ is the magnetizing branch inductance, and $\phi_{(1)}$. $\phi_{r(1)}$. $\phi_{m(1)}$ are the stator, rotor and magnetizing current phase angles with the stator generated emf $E_{(1)}$, taken as the reference phasor. These equations express the electromagnetic torque of the motor either in terms of the fundamental components of the magnetizing and referred rotor currents $I_{m(1)}$ and $I_{\text {i(1) }}$, or the stator and referred rotor currents $I_{1(1)}$ and $I_{1}(1)$, and the sine of the angle between them.

Current time phasors represent, to a certain scale, mmf space phasors, and equations 6.12 and 6.13 reveal that the torque is proportional to either the product of the mutual
airgap flux and rotor mmf, or the stator and rotor mmfs and the sine of the angle between them. Since these phasor components are of the same harmonic order, they rotate at the same speed and the angle between them remains constant. Only constant torque is produced by their interaction, which appiles also when considering components of a higher, but equal, harmonic order. Torque pulsations are produced when airgap flux or stator mmf at one frequency interacts with rotor mmf at another frequency, and the angle between them varies as the difference between the speeds of the two rotating space phasors.

### 6.4.1 Analytical Equation for Electromagnetic Torque

Having established the basic principles of torque production, it is important to define the relationship between current and torque harmonic components. Equation 5.17 defines the electromagnetic torque in the mesh reference frame. Due to power invariance, the equation may be defined in the branch reference frame as

$$
T_{0}=\frac{p}{2} l^{\circ} \frac{\partial L_{b}}{\partial \theta_{e}} I^{0}
$$

in terms of the instantaneous machine currents and the $6 \times 6$ rate-of-change of the inductance matrix $\partial L_{0} / \partial \theta$. given as
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After simplification, equation 6.14 becomes
$T_{e}=-p M_{s r}\left\{\left(i_{s A} i_{r a}+i_{s B} i_{r b}+i_{s c} i_{r c}\right) \sin \theta_{e}\right.$

$$
\begin{align*}
& +\left(i_{s A} i_{r b}+i_{s B} i_{r c}+i_{s c} i_{r a}\right) \sin \left(\theta_{e}+\frac{2 \pi}{3}\right) \\
& \left.+\left(i_{s A} i_{r c}+i_{s B} i_{r a}+i_{s c} i_{r b}\right) \sin \left(\theta_{e}-\frac{2 \pi}{3}\right)\right\}
\end{align*}
$$

where $M_{s}=(2 / 3) I_{m}$ as defined in appendix A.1.

Equations 6.13 and 6.16 are similar in that they both express the torque in terms of stator and rotor currents. However, equation 6.16 is non-linear due to the presence of the rotor electrical angle $\theta_{\text {. . . This may be defined in terms }}$ of speed which is assumed constant during steady-state operation by

$$
\theta_{e}=\int_{0}^{t} p \omega_{m} d t=p \omega_{m} t
$$

Substituting equation 6.17 for . results in

$$
\begin{align*}
T_{\theta}=-p\left(\frac{2}{3} l_{m}\right) & \left\{\left(i_{s A} i_{r a}+i_{s B} i_{r b}+i_{s c} i_{r c}\right) \sin \left(p \omega_{m} t\right)\right. \\
& +\left(i_{s A} i_{r b}+i_{s B} i_{r c}+i_{s c} i_{r a}\right) \sin \left(p \omega_{m} t+\frac{2 \pi}{3}\right) \\
& \left.+\left(i_{s A} i_{r c}+i_{s B} i_{r a}+i_{s c} i_{r b}\right) \sin \left(p \omega_{m} t-\frac{2 \pi}{3}\right)\right\}
\end{align*}
$$

Following the manipulation of appendix A.3, equations 6.5 and 6.6 are substituted in equation 6.18 to give the following general expression

$$
\begin{align*}
& T_{\bullet}=3 p l_{m} \sum_{k s} \sum_{k r}\left\{I_{s(k s f)} I_{r(k r f)} \sin \left((k s f-k r f) \omega_{s} t+\theta_{s(k s f)}-\theta_{r(k r f)}\right)\right. \\
&-I_{s(k s b)} I_{r(k r b)} \sin \left((k s b-k r b) \omega_{s} t+\theta_{s(k s b)}-\theta_{r(k r b)}\right) \\
&+I_{s(k s b)} I_{r(k r f)} \sin \left((k s b+k r f) \omega_{s} t+\theta_{s(k s b)}+\theta_{r(k r f)}\right) \\
&\left.-I_{s(k s f)} I_{r(k r b)} \sin \left((k s f+k r b) \omega_{s} t+\theta_{s(k s f)}+\theta_{r(k r b)}\right)\right\}
\end{align*}
$$

where
$k s f, k r f=6 m+1$ is the order of current components which induce forward rotating magnetic fields, m=0.1.2.3.... .
$k s b, k r b=6 m-1$ is the order of current components which induce backward rotating magnetic fields, $m=1.2 .3 . .$. .

Equation 6.19 provides the amplitude and phase angle of individual harmonic torque components and accounts for all possible interactions between forward and backward stator and rotor harmonic components. When substituting ksf-krf=1, the first term gives the constant torque produced by the interaction between the stator and rotor fundamental mmf field components which is the same as equation 6.13. In general, when $k s f=k r f$ and $k s b=k r b$, the first and second terms gives the constant torque components, and when $k s f \neq k r f$ and $k s b \neq k r b$ harmonic torque components are obtained.

### 6.4.2 Calculation of Harmonic Torque Components

The general torque expression defined by equation 6.19 may be re-arranged as
$T_{e}=\sum_{k=k s-k r}\left[T_{e 0}\right]_{k}+\sum_{h} T_{e h} \sin \left(h \omega_{s} t+\delta_{n}\right)$
where $T_{\text {.o }}$ is the constant torque produced when $k s f=k r f$ and $k s b=k r b, h$ is the order of the harmonic torque component (equal to 6 or multiples thereof) and $\delta_{n}$ the phase angle of the hth torque harmonic. The total harmonic torque of a given order $h$ may be obtained by phasor addition of the individual torque components having that order.

Table 6.1 shows the constant torque components obtained using equation 6.19 for a 4 Hz QSW mode and full load operation. It is evident from the table that constant torques produced by components, other than the fundamental, are negligible.

TABLE 6.1
HARMONIC CURRENT COMPONENTS AND CONSTANT TORQUE PRODUCED BY INTERACTION OF THEIR RESPECTIVE MMF FIELDS

| ks | kr | $18(\mathrm{~A})$ | <0, (n) |  | $<\theta_{r(n)}$ | $T$ 。 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 2.2545 | $<-22.59$ | 1.8239 | $<-171.13$ | -3.9384 |
| 5 | 5 | 0.4431 | $<-35.14$ | 0.4194 | $\angle 148.97$ | -2.418e-02 |
| 7 | 7 | 0.2695 | <-42.48 | 0.2553 | $\angle 140.82$ | +7.218e-03 |
| 11 | 11 | 0.1361 | <-55.72 | 0.1290 | $\angle 126.26$ | -1.079e-03 |
| 13 | 13 | 0.1016 | <-59.28 | 0.0963 | $\angle 122.45$ | +5.418e-04 |
| 17 | 17 | 0.0633 | $<-65.97$ | 0.0601 | 4115.29 | -1.535e-04 |
| 19 | 19 | 0.0514 | <-67.87 | 0.0488 | $\angle 113.35$ | +9.408e-05 |
| 23 | 23 | 0.0360 | $<-71.68$ | 0.0342 | $\angle 109.25$ | -3.664e-05 |
| 25 | 25 | 0.0307 | <-72.83 | 0.0291 | $\angle 108.05$ | +2.518e-05 |

Tables 6.2 and 6.3 demonstrate the procedure by which equations 6.19 and 6.20 are used to calculate the 6 th- and 12th-harmonic torque components and their phase angles. It is evident that the harmonic torque components resulting from the interaction of fundamental and harmonics of stator and rotor mmf fields are large, while those due to harmonic fields alone are sufficiently small to be neglected.

| PEAK AMPLITUDE AND PHASE ANGLE OF THE 6TH-HARMONIC TORQUE COMPONENT |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| ks | $k r$ | T.6 $\angle 66^{\circ}$ | Summat | of $T_{06}<\delta_{6}$ |
| 5 1 7 | 5 1 7 1 | $\begin{array}{ll} -1.734<126.38 \\ 1.482<-206.20 \\ -1.055<163.39 \\ 0.901<128.62 \end{array}$ | $0.801<-112.11$ $0.603<41.88$ | $0.370<-66.41$ |
| 5 11 7 13 | 11 5 13 7 | $\begin{array}{cc} 0.105<161.30 \\ -0.105<-204.69 \\ -0.048<164.93 \\ 0.047<-200.08 \end{array}$ | $\begin{aligned} & \mid 0.011<-112.42 \\ & \mid 0.004<71.87 \end{aligned}$ | $0.007<115.02$ |
| 11 17 13 19 | 17 11 19 13 | $\begin{gathered} 0.015<171.01 \\ -0.015<-192.17 \\ -0.009<172.58 \\ 0.009<-190.32 \end{gathered}$ | $\mid 8.3 e-04<-102.64$ \| 4.6e-04<77.02 | $3.7 e-04<-102.22$ |


| TABLE 6.3PEAK AMPLITUDE AND PHASE ANGLE OF THE 12TH-HARMONIC TORQUECOMPONENT |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| ks | kr | $T_{12}<\delta_{12}$ | Summatio | f $T_{12}<6_{12}$ |
| 1 11 1 13 | 11 1 13 1 | $\begin{array}{ll} -0.533<103.61 \\ 0.455<-226.82 \\ -0.398<145.04 \\ 0.340<111.82 \end{array}$ | $<-134.95$ $\angle 23.67$ | $0.10<-82.1$ |
| 5 7 5 17 | 7 5 17 5 | $\begin{gathered} 0.207<105.70 \\ -0.207<106.49 \\ 0.049<150.39 \\ -0.049<-214.94 \end{gathered}$ | $<20.10$ $\angle-123.53$ | $0.003<-86.20$ |
| 7 19 11 23 | 19 7 23 11 | $\begin{array}{cc} -0.024<155.78 \\ 0.024<-208.67 \\ 0.008<164.97 \\ -0.008<-197.88 \end{array}$ | $\angle 63.55$ $<-70.85$ | $1.6 e-03<52.61$ |

### 6.5 Comparison between Direct-Phase and Conventional Analysis Models

A computer program was written to predict the steady-state performance of the machine under non-sinusoidal excitation. To maintain constant airgap flux, the $E_{(1)} / f$ ratio was determined according to the analysis presented in chapter 2 and fixed for any frequency and load during the constant torque regime. After specifying the frequency and load condition, the program proceeds to calculate the required fundamental terminal voltage component. For any operating mode (QSW or optimal PWM), the DC-link voltage is determined using equations 3.3 and 3.38, from which the other harmonic components are obtained using equations 6.2 or 6.3. Each component is applied separately to a frequency-scaled harmonic equivalent circuit, to determine the stator and rotor harmonic current components and their phase angles. These are substituted in equation 6.19, to calculate the average and harmonic torque components. Superposition, according to equation 6.20, yields the torque value at any given time. The period of one output cycle is divided into 10000 equal intervals and the torque value calculated at every time instant to ensure a fair comparison with results obtained from the direct-phase model.

### 6.5.1 CPU Time

Figures 6.3(a) to (c) show torque waveforms for a PWM voltage pattern with two switching angles per quarter-cycle and the same operating conditions as figure 5.13. They were obtained using harmonic superposition of the first 50, 100 and 200 harmonics respectively. The corresponding CPU times required for these results are $39 \mathrm{~s}, 68 \mathrm{~s}$ and 134 s respectively, compared with the 378 s needed for the direct-phase model to reach steady-state and to provide one complete cycle of steady-state waveform.


Figure 6.3 Electromagnetic torque waveforms obtained from the frequency-domain model for PWM2 mode inverter driving unloaded motor at 1 Hz stator frequency
(a) 50 harmonics
(b) 100 harmonics
(c) 200 harmonics , are included

Comparison of the no-load condition waveforms of figure 6.3 with those given earlier in figure 5.13, reveals that 200 harmonics are necessary to achieve an acceptable degree of accuracy, and this extends considerably the computation time. This problem does not exist with a direct-phase model, where all the harmonic components are inherently accounted for in the time description of the waveform. However, on loading the motor, more CPU time is needed for the direct-phase model to reach steady-state. Comparing CPU times for both models indicates that frequency-domain analysis, even when 200 harmonics are included, provides at least a 64.5\% saving in CPU time.

### 6.5.2 Waveform Accuracy

The effect on the waveform accuracy of the number of harmonics considered is not as severe with a QSW waveforms since, in this case, the higher order harmonics have smaller magnitudes and their contribution to the torque waveform is small. Figures 6.4(a) to (c) show the torque waveform for a QSW case, obtained using the frequency-domain model under the same conditions as those of figure 6.3.

The equations describing the frequency-domain analysis were linearized to permit superposition, by assuming a constant steady-state rotor speed. It was demonstrated in chapter 5 that torque harmonics produce speed oscillations, and although their effect is insignificant for a high frequency or PWM pulse number, it may nevertheless become appreciable for a lower operating frequency or PWM pulse number.

Figures 6.5(a) to (c) show torque waveforms, with the solid and dotted traces illustrating respectively results from the frequency-domain and the direct-phase models. The discrepancy between the traces is particularly significant for the QSW 1 Hz operation shown in figure 6.5(a), where the speed ripple is noticeable, as was also shown earlier in figure 5.12(d). With the elimination of low order harmonics and the reduction of


Figure 6.4 Electromagnetic torque waveforms obtained from the frequency-domain model for a QSW mode inverter driving unloaded motor at 1 Hz stator frequency
(a) 50 harmonics
(b) 100 harmonics
(c) 200 harmonics , are included


Figure 6.5 Computed electromagnetic torque from direct-phase model (dotted line) frequency-domain model (continuous line) for 1 Hz frequency, no-load operation
(a) QSW operation mode
(b) PWM2
(c) PWM4 elimination strategy modes


Figure 6.6 Computed electromagnetic torque from direct-phase model (dotted line) frequency-domain model (continuous line) no-load operation (a) PWM6 and (b) PWM8 elimination strategy modes displaying half-cycle at 1 Hz frequency (c) QSW mode operating at 4 Hz frequency
speed deviation around its average value, the constant speed assumption becomes closer to reality. This results in a closer correspondence between the two traces, as shown in figures 6.5(b) and (c), representing PWM modes with two and four switching angles per quarter-cycle respectively. Figures 6.6(a) and (b) with six and eight switching angles per quarter-cycle, show even better correlation. Figure 6.6(c) shows the torque waveform for 4 Hz QSW operation which, when compared with figure 6.5(a), provides further confirmation that a higher operating frequency results in a reduced speed ripple, and consequently a reduced error in the frequency-domain model.

The discrepancies between harmonic torque components as predicted using the two models are assessed in table 6.4. These results, obtained for the same operating conditions as figures 6.5 and 6.6, show good agreement and verify that the frequency-domain model predicts the machine performance with an acceptable accuracy. An increase in the remaining harmonics is evident when the low order ones are eliminated, as verified earlier.

| TABLE 6.4 |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Harm. order | 6 |  | 12 |  | 18 |  | 24 |  |
| mode | direct phase | freq. dom. | direct phase | freq. <br> dom. | direct <br> phase | freq. dom. | direct phase | freq. dom. |
| $\begin{aligned} & 1 H z \\ & Q S W^{\prime} \end{aligned}$ | 0.388 | 0.329 | 0.170 | 0.148 | 0.100 | 0.091 | 0.066 | 0.061 |
| PlvM2 | 0.018 | 0.000 | 0.500 | 0.416 | 0.230 | 0.195 | 0.210 | 0.168 |
| PlvM 4 | 0.016 | 0.000 | 0.015 | 0.000 | 0.490 | 0.410 | 0.210 | 0.182 |
| PlvM 6 | 0.014 | 0.000 | 0.010 | 0.000 | 0.015 | 0.000 | 0.460 | 0.392 |
| PlvM 8 | 0.018 | 0.000 | 0.005 | 0.000 | 0.003 | 0.000 | 0.010 | 0.000 |
| $4 \mathrm{~Hz}$ QSW | 0.379 | 0.330 | 0.102 | 0.100 | 0.055 | 0.044 | 0.035 | 0.030 |


| TABLE 6.4 continued |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Harm. order | 30 |  | 36 |  | 42 |  | 48 |  |
| mode | direct phase | freq. dom. | direct phase | freq. <br> dom. | direct phase | freq. dom. | direct phase | freq. <br> dom. |
| $\begin{aligned} & 1 H z \\ & Q S h^{\prime} \end{aligned}$ | 0.051 | 0.044 | 0.039 | 0.034 | 0.029 | 0.026 | 0.028 | 0.021 |
| Plv M2 | 0.180 | 0.153 | 0.150 | 0.111 | 0.080 | 0.063 | 0.067 | 0.042 |
| Plv'M4 | 0.008 | 0.004 | 0.197 | 0.155 | 0.166 | 0.130 | 0.048 | 0.032 |
| Plv'M6 | 0.198 | 0.154 | 0.008 | 0.003 | 0.008 | 0.005 | 0.160 | 0.133 |
| Plu'M8 | 0.410 | 0.360 | 0.190 | 0.140 | 0.006 | 0.003 | 0.004 | 0.002 |
| $\begin{aligned} & 4 H z \\ & Q S W^{\prime} \end{aligned}$ | 0.026 | 0.020 | 0.019 | $0.015$ | 0.018 | 0.0088 | 0.008 | 0.006 |

### 6.6 Speed Ripple and Positional Error Analytical Expressions

The torque expression of equation 6.19 was derived assuming the speed to remain constant during steady-state operation. Nevertheless, its accuracy of prediction permits the derivation of an analytical expression for speed ripple, which in turn provides a qualitative factor for the harmonic torque components. Substituting for $T_{1}, T_{\text {. and }} T_{m}$, from equations 5.20, 6.20 and A.1.5 respectively, in equation 5.18 , and neglecting the windage losses which form a negligible proportion of the total mechanical losses, yields

$$
\begin{align*}
\rho \omega_{m}=\left(\frac{1}{J}\right)\left[\sum_{k=k s-k r}\left[T_{e O}\right]_{k}\right. & +\sum_{n} T_{e n} \sin \left(h \omega_{s} t+\delta_{n}\right) \\
& \left.-\left(\frac{K_{\bullet} V_{T}+K_{\phi}^{2} \omega_{m}}{R}\right)-\left(T_{c}+K_{\nu} \omega_{m}\right)\right]
\end{align*}
$$

Previous authors [32-34] neglected also viscous and transmission losses when deriving a speed ripple expression. This is however not the case in the present work, since these losses are seen as providing additional damping on the speed
ripple and generalise the analysis for different types of load. An analytical expression for the speed ripple is obtained by removing the mean value of torque from equation 6.21 , which enables the speed ripple function to be written as
$\rho \Delta \omega_{m}=\left(\frac{1}{J}\right)\left[\sum_{h} T_{\text {oh }} \sin \left(h \omega_{s} t+\delta_{h}\right)-\left(\frac{K_{i}^{2}+K_{\nu} R}{R}\right) \Delta \omega_{m}\right]$
which may be re-arranged as
$\rho \Delta \omega_{m}+a \Delta \omega_{m}=\left(\frac{1}{J}\right) \sum_{h} T_{e h} \sin \left(h \omega_{s} t+\delta_{h}\right)$
where
$a=\frac{K_{0}^{2}+K_{u} R}{R J}$

Use of an integration factor $e^{a t}$ reduces equation 6.23 to
$\Delta \omega_{m} e^{a t}=\left(\frac{1}{J}\right) \int_{0}^{t} \sum_{h} T_{e h} \sin \left(h \omega_{s} t+\delta_{h}\right) e^{a t} d t$
and after integrating the right-hand side of equation 6.24 twice by parts and re-arranging

$$
\begin{align*}
\Delta \omega_{m}=\frac{1}{J\left(a^{2}+h^{2} \omega_{s}^{2}\right)} & {\left[\sum_{h} a T_{e n} \sin \left(h \omega_{s} t+\delta_{h}\right)\right.} \\
& \left.-\sum_{h} h \omega_{s} T_{A h} \cos \left(h \omega_{s} t+\delta_{n}\right)\right]
\end{align*}
$$

since the constant of integration is irrelevant to the peak-to-peak speed ripple function. This equation may be solved, to obtain the variation of $\omega_{m}$ between the lowest and highest value.

During steady-state sinusoidal operation, the rotor angular position increases linearly with time, but with an inverter
drive, the speed ripple causes the rotor to experience periodic deviations from a true linear response. This positional error may be expressed as the integral of the rotor speed ripple

$$
\Delta \theta_{m}=\int_{0}^{1} \Delta \omega_{m} d t
$$

Substituting equation 6.25 into equation 6.26 and integrating yields

$$
\begin{align*}
\Delta \theta_{m}=-\frac{1}{J\left(a^{2}+h^{2} \omega_{s}^{2}\right)} & {\left[\sum_{h} \frac{a^{-}}{h \omega_{s}} T_{a h} \cos \left(h \omega_{s} t+\delta_{h}\right)\right.} \\
& \left.+\sum_{h} T_{e h} \sin \left(h \omega_{s} t+\delta_{h}\right)\right]
\end{align*}
$$

where the integration constant is again suppressed. Equations 6.25 and 6.27 provide simple analytical expressions for $\Delta \omega_{m}$ and $\Delta \theta_{m}$, in terms of the harmonic torque components and their phase angles.

Figure 6.7 shows speed ripple waveforms obtained using equation 6.25, and corresponding to the operating conditions of figures 5.12 to 5.16. With the exception of the QSW mode, and as the pulse number increases for the PWM modes, these frequency-domain results show improved correspondence with those obtained from the direct-phase model and the experimental results presented in Chapter 5. Figures 6.8 and 6.9 show positional error waveforms obtained using respectively equation 6.27 of the frequency-domain model and the direct-phase model. They indicate a good correlation and verify the mathematical manipulation followed in deriving equations 6.25 and 6.27.

(a)


Figure 6.7Speed ripple waveforms obtained using the frequency-domain model

$$
\text { for } 1 \mathrm{~Hz} \text {, no-load operation, for: (a) QSW }
$$

(b) PWM2
(c) PWM4
(d) PWM6
(e) PWM8


Figure 6.8 Positional error waveforms obtained using the frequency-domain model for 1 Hz , no-load operation, for: (a) QSW
(b) PWM2
(c) PWM4
(d) PWM6
(e) PWM8

(a)


Figure 6.9 Positional error waveforms obtained using the direct-phase model for 1 Hz , no-load operation, for: (a) QSW
(b) PWM2
(c) PWM4
(d) PWM6
(e) PWM8

### 6.7 Performance Criteria

In the following sections different performance indices are defined and investigated, based on the analysis outlined in the previous sections. Each of these criteria could form a design requirement for a certain application, and a specific PWM strategy may be designed in each case.

### 6.7.1 Total Harmonic Current Distortion

Motor efficiency may be regarded as an important performance index, when designing a PWM strategy to minimize the machine harmonic losses. Efficiency optimization has often placed an emphasis on minimizing copper losses [83], which proved to give near optimam results for other types of harmonic losses [48]. A simplistic method of assessing copper losses for different operating modes is based on the sum of the rms values of the stator harmonic current components, with the total harmonic current distortion factor (THD) defined by
$T H D=\frac{\sqrt{\sum_{n=2}^{1} l_{s(n)}^{2}}}{l_{s(1)}} \cdot 100 \%$
where 1 is the highest harmonic order under consideration.

Figure 6.10 shows the variation of harmonic distortion with frequency, as predicted for no-load operation using both frequency-domain and direct-phase models. The figure illustrates that, in the frequency range $(20-50) \mathrm{Hz}$, harmonic distortion appears to be constant for each of the modes considered. Moreover, it indicates that the QSW mode has the highest harmonic distortion, which decreases as successive pairs of low order harmonic components are eliminated with the PWM modes. Below 20 Hz , the harmonic distortion begins to decrease for the QSW mode, with a more rapid decrease below 10 Hz , until at 5 Hz it becomes even lower than other PWM modes. This behaviour may be attributed to the variation of motor input impedance with frequency and interaction with the terminal


Figure 6.10 Harmonic distortion against operating frequency, no-load operation
voltage. The input impedance, given by equation 6.8, depends on a moderately constant resistive component and a reactive component decreasing with frequency, while the terminal voltage decreases with frequency even with the voltage boost at low frequencies shown earlier in figure 2.6 . As the frequency is reduced, the contribution of the reactive part becomes progressively less significant, leaving the magnitude of the input impedance depending mainly on a constant resistive component. The decreasing terminal voltage produces reduced low order harmonic current components at low frequencies, which result in a lower distortion factor. When the machine is loaded, the fundamental current component increases without a significant increase in the harmonic components. This results In a reduced distortion factor for all modes of operation, as shown in figure 6.11 for the full-load operating condition.

Moreover, it may be concluded from figures 6.10 and 6.11 that the increase in the remaining harmonic voltage and current components when the low order voltage components are eliminated is more pronounced at low frequency operation, since high order current components are increasingly attenuated by the reactive part of the machine input impedance as the input frequency is increased.

### 6.7.2 Torque Pulsations

At low operating frequencies, the increased magnitudes of the remaining high order harmonic torque components may excite high frequency mechanical resonances unnoticeable in quasi-square wave operation. If the application prohibits the use of a damping coupling, the small damping present in the rotor shaft may be insufficient to reduce the order and magnitude of these resonances and dangerous stresses may arise leading to possible torsional shaft failure.

It has been demonstrated that harmonic torque components are induced by interaction between stator and rotor current


Figure 6.11 Harmonic distortion against operating frequency full-load operation
components of different orders. To understand the characteristics of the resultant harmonic torque, each component must be analysed in terms of the current harmonics which produced it. Figures $6.12(a)$ and (b) show respectively the phasor representation of the 6th-harmonic torque components and their phasor sum, as produced by the group of currents $(1,5)$ and $(1,7)$ for no load conditions and over the operating frequency range $1 \mathrm{~Hz}-50 \mathrm{~Hz}$. It illustrates how the phasor locus of each component, which is determined by the phase angles of current harmonics, depends on the operating frequency. At low frequencies, the 6th-harmonic torque components are small, but their phasor sum produces an enhanced resultant. As the frequency increases the harmonic magnitudes also increase, but their phasor sum remains approximately unchanged due to mutual cancellation of harmonic torques of the same order.

The effect of mutual cancellation can be confirmed by considering the higher harmonic torque components over the same range of operating frequencies. This is demonstrated in figures 6.13(a) and (b), which illustrate the phasor representation of the 12 th-harmonic torque components. As the operating frequency increases, the components of figure 6.13(a) mutually cancel, producing only the resultant shown in figure 6.13(b), even though their individual amplitudes are large.

The peak-to-peak value of torque pulsation provides an approximate assessment of the quality of a torque waveform which contain significant high order components, since these will produce higher sharp edges. Figure 6.14 shows the variation of peak-to-peak torque pulsation with frequency for different modes of operation under no-load conditions. It shows that, below a 2 Hz operating frequency, the torque pulsation is lower for the QSW mode than any other mode of PWM elimination strategy, as confirmed earlier. As the frequency and the pulse number increase, the PWM modes show a better performance in terms of this criteria, which can be attributed to the progressive mutual cancellation of high order harmonic torque components. Figures 6.15(a) to (e) illustrate the behaviour of a group of

(a)

(b)

Figure 6.12 (a) Phasor representation of the 6th harmonic torque components (b) Resultant 6th harmonic torque component for a QSW mode, no-load operation

(a)

(b)

Figure 6.13 (a) Phasor representation of the 12th harmonic torque components (b) Resultant 12th harmonic torque components for a QSW mode, no-load operation


Figure 6.14 Peak-to-peak torque pulsation against operating frequency for no-load operating condition


Figure 6.15 Harmonic torque components against operating frequency
(a) QSW mode of operation
(b) PWM2 ( 2 switching angles / quarter-cycle )


(d)
no-load
full-load
Figure 6.15 continued (c) PWM4 ( 4 switching angles / quarter-cycle ) .
(d) PWM6 ( 6 switching angles / quarter-cycle )


Figure 6.15 continued (e) PWM8 ( 8 switching angles / quarter-cycle )
these harmonic torque components, and these confirm that at low operating frequencies the remaining harmonic torque components are significantly increased, when compared with the QSW mode, and thus produce higher torque pulsations. As the frequency is increased, high order harmonic torque components decrease, resulting in a reduced torque pulsations.

On loading the machine, the fundamental stator current increases together with the harmonic components, although figure 6.11 shows that the increase in the latter is to a much reduced extent. This results in the siight increase in the torque pulsations evident in figure 6.16.

### 6.7.3 Speed Ripple and Positional Error

In applications such as machine tool, traction and mill drives, antenna positioning, robotics, etc. rotor speed rippie or positional error represents a design requirement. These features were expressed previously in equations 6.25 and 6.27 and minimisation of these equations with respect to $\alpha_{\text {, }}$ provides a PWM profile which reduces $\Delta \omega_{m}$ and $\Delta 0_{m}$ respectively. This may be achieved by rearranging the equations in terms of the phase voltage harmonics expressed in terms of the undetermined switching angles. This approach is however inefficient and time consuming, since it is necessary to access the subroutine which calculates the peak-to-peak magnitude of each function during the course of numerical minimisation. The problem becomes more severe as the PWM pulse number is increased. To simplify the process, the number of harmonic components considered in the definition of each function may be iimited. Moreover, by observing torque, speed and positional error waveforms it can be deduced that one-sixth of a cycle contains sufficient information about the waveform for the minimisation process to be applied.

Figures 6.17 and 6.18 show respectively the variations of $\Delta \omega_{m}$ and $\Delta \theta_{m}$ with frequency, for both QSW and PWM modes of operation, computed (for no-load operation) using both models.


Figure 6.16 Peak-to-peak torque pulsation against operating frequency for full-load operating condition


Figure 6.17 Peak-to-peak speed ripple against operating frequency for no-load operation


Figure 6.18 Peak-to-peak positional error against operating frequency for no-load operation

These figures illustrate the effect of increasing the operating frequency on the damping and provide a qualitative measure of the extent to which the two factors could be tolerated for any application.

### 6.8 Conclusion

This chapter has demonstrated the necessity to consider pairs of harmonic voltage components, which produce corresponding current components whose magnitudes and phase angles play an important role in harmonic torque production. It has verified that a frequency-domain model based on the familiar induction motor equivalent circuit may be used as an efficient and fast alternative to the comprehensive time-domain analysis represented by the direct-phase model, provided that certain assumptions that govern its implementation are sufficiently valid for the conditions being considered. At low operating frequencies, low order harmonics suffer from large errors which contribute to some discrepancies in the analysis. Eliminating these will result in closer correlation between results from the two models.

The performance of the harmonic elimination PWM strategy used to remove the low order harmonic voltage components may be examined with the aid of figures 6.17 and 6.18 , which show that a worthwhile improvement is obtained in terms of both reduced speed ripple and rotor positional error throughout the operating frequency range. Figures 6.10, 6.11, 6.14 and 6.16 demonstrate that at low frequency, the harmonic losses and torque pulsations for the PWM modes are worse than for the QSW mode, especially for a low pulse number per half-cycle. Using a higher pulse number improves the machine performance, but this requires a better resolution for storing the PWM pattern in a look-up table and incurs higher switching losses in the inverter. Also, it becomes increasingly difficult to obtain an optimal solution as the pulse number is increased.

Higher torque pulsations at low operating frequencies are due to increased magnitudes of the remaining high order torque components. The operating frequency provides a further damping
factor to these components, reducing their magnitudes at higher frequency operation. Hence it is at low operating frequencies where these components are to be treated to minimize their harmful effect.

## CHAPTER 7

## NEW OPTIMAL PWM STRATEGIES

In this chapter, new strategies are proposed which minimize the harmful effects of torque pulsations without the total elimination of current harmonics. Their implementation with a VSI is unique, as opposed to the usual and more straightforward implementation when using a CSI. Theoretical results are presented, together with practical verification obtained using the experimental system described in chapter 4.

### 7.1 Harmonic Minimisation Strategies

Harmonic minimisation strategies are dependent on the motor operating conditions, whereas elimination strategies are not. Whether the harmonic losses or the torque pulsations is the performance criterion to be optimized, both are functions of the silp frequency or the phase angle between the current components. These strategies may be derived with a quarter-wave symmetrical PWM voltage switching pattern, similar to the elimination strategy. This produces voltage waveforms whose Fourier series components have either zero or $180^{\circ}$ phase displacement. Consequently, the phase angles of the harmonic current components are determined solely by the operating conditions of the machine, and the torque harmonics are reduced only by minimisation of the harmonic current magnitudes. The following sections are devoted to the development of new PWM strategies which manipulate the phase angles and/or the magnitudes of the individual current components, to achieve mutual cancellation between the torque components in an attempt to improve the drive dynamics.

### 7.2 Harmonic Current Control Techniques

Torque components of order $6 n$ are produced predominantly by the interaction between currents of harmonic orders $1,6 n-1$ and $1,6 n+1$. For any quarter-wave symmetrical periodic voltage
waveform, the phase angle between these components increases with operating frequency, as demonstrated for the QSW mode in figures 6.12 and 6.13. For this operating mode, figure 7.1 shows the variation of the phase angle with frequency, at no-load and full-load operating conditions for the 6th, 12 th, 18th- and 24th-harmonics. It illustrates that, as the frequency falls below about 10 Hz , the phase angle decreases rapidiy, resulting in an increased magnitude of the resultant components. At low frequency, cancellation between torque components of the same order may be achieved by equating their magnitudes and re-adjusting their phase angle to $180^{\circ}$. The phase angle of the torque component depends on the phase angles of the stator and rotor current components with respect to the terminal voltage component. Adjustment of the torque components'phase angles requires easing the quarter-wave symmetry property of the voltage pattern to half-wave symmetry only, so that the harmonic voltage component phasors are no longer mutually in phase or anti-phase at 1 - 0 .

At higher operating frequencies and load conditions, the phase angle approaches $180^{\circ}$, and the resultant torque components consequently have lower magnitudes. It is proposed that, at high frequency, equating only the magnitudes of these components, while maintaining the quarter-wave symmetry property of the voltage pattern, will result in a significant decrease in the resultant torque components.

Both techniques are described in detail below.

### 7.3 Half-Wave Symmetrical Strategy

Cancellation between torque components of the same order can be achieved by magnitude and phase adjustment of the individual harmonic current components, with equation 6.19 providing the mathematical basis for this mechanism.


Figure 7.1 Phase angle between harmonic torque components of the same order against operating frequency for quarter-wave symmetrical OSW modes of operation

### 7.3.1 Solution Organization

The Fourier coefficients for a half-wave symmetrical PWM voltage pattern with $\alpha_{m}$ switching angles per half-cycle are
$a_{(n)}=\frac{\sqrt{2}}{(n \pi)} V_{d c}^{\prime}\left(1+\sum_{(1=1)}^{m}(-1)^{\prime} \cos n\left(\alpha_{1}\right)\right)$
and
$b_{(n)}=\frac{\sqrt{2}}{(n \pi)} V_{d e}\left(-\sum_{(i=1)}^{m}(-1)^{i} \sin n\left(\alpha_{1}\right)\right)$
where $n$ is the harmonic order, $m$ the number of switching angles per half-cycle and $V_{\text {dc }}$ the DC-link voltage. The nth-harmonic component has the rms value

$$
V_{(n)}=\sqrt{a_{(n)}^{2}+b_{(n)}^{2}}
$$

and the phase angle calculated in a 4-quadrant plane with real and imaginary axes is

$$
\begin{array}{rlrl}
\Psi_{(n)} & =\tan ^{-1} \frac{a_{(n)}}{b_{(n)}} & \text { for } b_{(n)}>0 \\
& =\tan ^{-1} \frac{a b s\left(b_{(n)}\right)}{a_{(n)}}+\frac{\pi}{2} & & \text { for } b_{(n)} \leq 0, a_{(n)}>0 \\
& =-\tan ^{-1} a b s\left(\frac{b_{(n)}}{a_{(n)}}\right)-\frac{\pi}{2} & & \text { for } b_{(n)} \leq 0, a_{(n)}<0
\end{array}
$$

The rms components of the stator current may be obtained using equation 6.7, while their phase angles with respect to the reference real axis are obtained using equation 6.9 written as

$$
\theta_{s(n)}=\Psi_{(n)}-\tan ^{-1} \frac{\Im Z_{i(n)}}{\mathcal{R} Z_{i(n)}}
$$

The rotor current components and their phase angles can be obtained using equations 6.10 and 6.11. This procedure interprets the stator and rotor current components with their phase angles in terms of unknown switching instants, whose determination is obtained iteratively during the progression of the optimization process described in the next section.

### 7.3.2 Mathematical Techniques and Optimization Approach

By analogy with the conventional elimination PWM strategy, the design procedure involves considerations of a set of $m$ equations. The first of these ensures a fundamental voltage component expressed by the equation

$$
V_{(1)}=\sqrt{a_{(1)}^{2}+b_{(1)}^{2}}
$$

while the rest are devoted to providing cancellation of harmonic torque components of the same order. This may be achieved using equation 6.19 as follows.

At a certain frequency and load condition, interaction between current components of order ( $1,6 n-1$ ) produces a harmonic torque component

$$
\begin{align*}
T_{1}(1.6 n-1)=3 p l_{m} & {\left[l_{s(0 n-1)} l_{r(1)} \sin \left(6 n \omega_{8} t+\theta_{s(0 n-1)}+\theta_{r(1)}\right)\right.} \\
& \left.-I_{s(1)} I_{r(6 n-1)} \sin \left(6 n \omega_{8} t+\theta_{s(1)}+\theta_{r(0 n-1)}\right)\right]
\end{align*}
$$

which comprises two rotating time phasors, one produced by the currents $l_{\text {e }(0,-1)}$ and $I_{r(1)}$, and the other by the currents $l_{1(1)}$ and $I_{\text {r }}^{(0 n-1)}$. Both phasors rotate in an anti-clockwise direction. From figures 6.12 and 6.13, each component may be resolved into real (cosine terms) and imaginary (sine terms) parts as

$$
\begin{align*}
K T_{0}(1.6 n-1)=3 p l_{m}[ & I_{s(6 n-1)} I_{r(1)} \cos \left(\theta_{s(0 n-1)}+\theta_{r(1)}\right) \\
& \left.-I_{s(1)} I_{r(\theta n-1)} \cos \left(\theta_{s(1)}+\theta_{r(0 n-1)}\right)\right]
\end{align*}
$$

$$
\begin{align*}
פ T_{\mathbf{A}}(1,6 n-1)=3 p l_{m}[ & l_{s(0 n-1)} l_{r(1)} \sin \left(\theta_{s(6 n-1)}+\theta_{r(1)}\right) \\
& \left.-I_{s(1)} I_{r(0 n-1)} \sin \left(\theta_{s(1)}+\theta_{r(6 n-1)}\right)\right]
\end{align*}
$$

Interaction between current components of order $(1,6 n+1)$ yields

$$
\begin{align*}
T_{1}(1,6 n+1)=3 p l_{m} & {\left[l_{s(6 n+1)} I_{r(1)} \sin \left(6 n \omega_{s} t+\theta_{s(6 n+1)}-\theta_{r(1)}\right)\right.} \\
& \left.+I_{s(1)} I_{r(0 n+1)} \sin \left(-6 n \omega_{s} t+\theta_{s(1)}-\theta_{r(0 n+1)}\right)\right]
\end{align*}
$$

illustrating that the currents $l_{\text {( }(0 \cdot 1)}$ and $l_{\text {i(ll) }}$ produce an anti-clockwise rotating time phasor, while $l_{\text {(1) }}$ and $I_{\text {i(cn.1) }}$ produce a clockwise rotating time phasor. Mutual cancellation can only be achieved if all phasors rotate in the same direction. Thus equation 7.10 may be re-written as

$$
\begin{align*}
T_{1}(1,6 n+1)=3 p l_{m} & {\left[l_{s(6 n+1)} I_{r(1)} \sin \left(6 n \omega_{s} t+\theta_{s(0 n+1)}-\theta_{r(1)}\right)\right.} \\
& \left.-I_{s(1)} I_{r(6 n+1)} \sin \left(6 n \omega_{s} t-\theta_{s(1)}+\theta_{r(0 n+1)}\right)\right]
\end{align*}
$$

with the real and imaginary parts being
$R T_{1}(1,6 n+1)=3 p l_{m}\left[I_{s(6 n+1)} I_{r(1)} \cos \left(\theta_{s(0 n+1)}-\theta_{r(1)}\right)\right.$

$$
\left.-I_{s(1)} I_{r(0 n+1)} \cos \left(-\theta_{s(1)}+\theta_{r(0 n-1)}\right)\right]
$$

$S T_{1}(1,6 n+1)=3 p l_{m}\left[l_{s(6 n+1)} I_{r(1)} \sin \left(\theta_{s(6 n-1)}-\theta_{r(1)}\right)\right.$

$$
\left.-I_{s(1)} I_{r(0 n+1)} \sin \left(-\theta_{s(1)}+0_{r(0 n+1)}\right)\right]
$$

Cancellation between $T_{0}(1.6 n-1)$ and $T_{1}(1.6 n+1)$ is achieved if
$R T_{0}(1,6 n-1)=-R T_{0}(1,6 n+1)$
$פ T_{.}(1.6 n-1)=-3 T_{.}(1.6 n+1)$

Substituting equations $7.8,7.9,7.12$ and 7.13 into these relationships, re-arranging and setting to zero results in

$$
\begin{align*}
c c(n)=3 p l_{m}[ & I_{s(6 n-1)} I_{r(1)} \cos \left(\theta_{s(6 n-1)}+\theta_{r(1)}\right) \\
& -I_{s(1)} I_{r(6 n-1)} \cos \left(\theta_{s(1)}+\theta_{r(6 n-1)}\right) \\
& +I_{s(6 n+1)} I_{r(1)} \cos \left(\theta_{s(6 n+1)}-\theta_{r(1)}\right) \\
& \left.-I_{s(1)} I_{r(6 n+1)} \cos \left(-\theta_{s(1)}+\theta_{r(6 n-1)}\right)\right]=0
\end{align*}
$$

$$
\begin{aligned}
c c(n+1)=3 p l_{m}[ & {\left[I_{s(6 n-1)} I_{r(1)} \sin \left(\theta_{s(6 n-1)}+\theta_{r(1)}\right)\right.} \\
& -I_{s(1)} I_{r(6 n-1)} \sin \left(\theta_{s(1)}+\theta_{r(6 n-1)}\right) \\
& +I_{s(6 n-1)} I_{r(1)} \sin \left(\theta_{s(6 n+1)}-\theta_{r(1)}\right) \\
& \left.-I_{s(1)} I_{r(6 n-1)} \sin \left(-\theta_{s(1)}+\theta_{r(6 n-1)}\right)\right]=0
\end{aligned}
$$

where $c c(n)$ and $c c(n+1)$ are the $n$th and ( $n+1$ )th equality constrains imposed on the optimization process.

To satisfy both the minimum pulse-width requirement and the half-wave symmetry property of the PWM pattern, the additional inequality constraint imposed on any number of unknown switching angles per half-cycle is
$\ell_{\min }<\alpha_{1}<\alpha_{2}<\alpha_{3}<\ldots \ldots<\alpha_{m}<\pi$

### 7.3.3 Optimization Results

When cancellation is performed on one torque component, three equations are involved; one for setting the fundamental component factor and two for real and imaginary component cancellation. Since the magnitude of the fundamental component is controlled via the DC-link, the solution requires at least two switching angles ( $m$ - 2 ) , corresponding to three pulses per half-cycle in the line voltage waveform, compared with five pulses per half-cycle required by an elimination strategy with quarter-wave symmetry. As $m$ is increased by two, cancellation can be performed on one further torque component. Thus, with $m=8$, the line voltage waveform will have nine pulses per half-cycle, compared with seventeen for the elimination strategy, and four consecutive torque components
can be cancelled. This indicates that the switching losses in the inverter are likely to be approximately $50 \%$ lower than with the elimination strategy. An example for cancellation of the 6th-harmonic torque component using two switching angles per half-cycle is given in appendix A. 4 .

Table 7.1 shows sets of $2,4,6$ and 8 switching angles per half-cycle, corresponding to $3,5,7$ and 9 pulses per half-cycle in the line voltage waveform. Each set produces a PWM pattern designed to provide successive cancellation of the 6th, $12 t h$, 18 th and 24 th torque components for 1 Hz operation at no-load. These sets will be denoted as type A PWMT, to distinguish them from the elimination strategy.

TABLE 7.1
OPTIMIZATION SUBROUTINE SETS OF 2,4,6,8 SWITCHING ANGLES PER HALF-CYCLE , TYPE A

| MODE | $K$ | $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ | $\alpha_{4}$ | $\alpha_{5}$ | $\alpha_{6}$ | $\alpha_{7}$ | $\alpha_{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PWMT2 | 0.9680 | 0.2111 | 0.3634 |  |  |  |  |  |  |
| PWMT4 | 0.9593 | 0.1143 | 0.2667 | 0.4601 | 0.5369 |  |  |  |  |
| PWMT6 | 0.9557 | 0.0724 | 0.2106 | 0.3340 | 0.4250 | 0.5928 | 0.6393 |  |  |
| PWMT8 | 0.9540 | 0.0502 | 0.1741 | 0.2605 | 0.3514 | 0.4687 | 0.5296 | 0.6759 | 0.7071 |

A fair comparison may be made with the elimination strategy, if the number of switching angles per half-cycle is doubled, so that the line voltage waveform has the same number of pulses per half-cycle as the quarter-wave symmetrical elimination strategy. This demonstrates the practical feasibility of implementing a high pulse-number strategy for low frequency operation of the drive. Hence, using 4,8,12 and 16 switching angles per half-cycle produces $5,9,13$ and 17 pulses per half-cycle in the line voltage waveform. Table 7.2 shows sets of switching angles denoted as type B PWMT, for 1 Hz no-load operation.

| OPTIMIZATION SUBROUTINE SETS OF 4,8,12,16 SWITCHING ANGLES PER HALF-CYCLE , TYPE B |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MODE | $\mathcal{K}$ | $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ | $\alpha_{4}$ | $\alpha_{s}$ | $\alpha_{0}$ | $\alpha_{7}$ | $\alpha_{0}$ |
| PWMT4 | 0.9659 | 0.1257 | 0.1970 | 0.3090 | 0.4154 |  |  |  |  |
| PWMT8 | 0.9577 | 0.0716 | 0.1516 | 0.1916 | 0.2449 | 0.3064 | 0.3696 | 0.5279 | 0.5884 |
| PWMT 12 | 0.9543 | 0.0390 | 0.1313 | 0.1853 | 0.2583 | 0.2961 | 0.3307 | 0.4157 | 0.4795 |
| PWMT16 | 0.9535 | 0.0378 | 0.1203 | 0.1391 | 0.1727 | 0.2104 | 0.2583 | 0.2872 | 0.3015 |


| TABLE 7.2 |  |  |  |  |  |  |  |  |  | continued |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MODE | $K$ | $\alpha_{9}$ | $\alpha_{10}$ | $\alpha_{11}$ | $\alpha_{12}$ | $\alpha_{13}$ | $\alpha_{14}$ | $\alpha_{18}$ | $\alpha_{16}$ |  |
| PWMT12 | 0.9543 | 0.5642 | 0.5818 | 0.6745 | 0.7057 |  |  |  |  |  |
| PWMT16 | 0.9535 | 0.3351 | 0.3844 | 0.4389 | 0.4628 | 0.5336 | 0.5761 | 0.7095 | 0.7357 |  |

### 7.3.4 Switching Pattern Generation

Based on the half-wave symmetry property of the PWM switching pattern, the switching instants $l_{(1)}$ for switching angles $a_{(1)}$ are determined as follows.

At an operating frequency $f_{\text {, }}$, the switching instants for the first half-cycle are
$l_{(1)}=\frac{\alpha_{(1)}}{2 \pi f_{3}} \quad, \quad i=1, \ldots ., m \quad 7.15$
and the switching instant at $\pi$ is
$t_{(m \cdot 1)}=\frac{1}{2 f_{s}}$

Using the half-wave symmetry property, the switching instants for the second half of the cycle are
$t_{(i, m \cdot 1)}=\frac{1}{2 f_{s}}+\frac{\alpha_{(i)}}{2 \pi f_{s}} \quad, \quad i=1 \ldots \ldots, m$
and the switching instant at $2 \pi$ is
$t_{(2 m+2)}=\frac{1}{f_{s}}$

By introducing phase shifts of $2 \pi / 3$ and $4 \pi / 3$ into the above equations, switching instants for the three GTOs in the same half of the inverter bridge are determined. Those for the other half are mirror images of the ones obtained above. Figure 7.2 demonstrates an example of the switching pattern generated using the PWMT2 set with the two switching angles given in table 7.1.





Figure 7.2 Typical switching pattern for all GTOs, generated using two switching angles / half-cycle for PWMT2 operating mode

### 7.4 Computed and Experimental Results

Computed and experimental results are presented in this section to verify the two versions of the PWM strategy developed in section 7.3 and the mathematical techniques involved in their derivation. The computed results were obtained using the direct-phase model and are confirmed by experiment. All results refer to an inverter frequency of 1 Hz , with the motor unloaded.

The results for a type A strategy with two switching angles per half-cycle are presented in figure 7.3. Figure 7.3(a) shows the line voltage waveform having three pulses per half-cycle, obtained using a DC-link voltage of 14.5 V calculated from equation 5.40 and including inverter voltage drop compensation. The waveform clearly does not possess quarter-wave symmetry. Figure 7.3(b) shows the corresponding current waveform, together with its harmonic spectrum, which illustrates that, although the 5th-and 7th-harmonic current components are not eliminated completely, their magnitudes are less than in the QSW case of figure 5.12(b). Comparing this spectrum with that in figure $5.13(b)$ for the PWM2 mode, when the 5 th and 7 th components were completely eliminated, illustrates a more uniform distribution in terms of the magnitudes of successive pairs of harmonic current components. This resuits in a significant reduction in the magnitude of the 6th-harmonic torque component and a redistribution of the remaining harmonic torque content. When compared with the elimination strategy, the 12 th-harmonic torque component reduces from 0.50 Nm with the PWM2 mode to 0.39 Nm with the PWMT2 mode, as shown in figure 7.3(c). The 18th-harmonic component increases from 0.23 Nm for the PWM2 mode to 0.36 Nm for the PWMT2 mode, while all other higher harmonic torque components show smaller magnitudes than in the PWM2 mode. Compared with the QSW mode, the 6th-harmonic torque component is significantiy minimized, with the small residual magnitude arising due to:


Figure 7.3Computed and experimental results for type A PWMT2 half-wave symmetrical strategy at 1 Hz stator frequency no-load operating condition
(a) Line voltage
(b)Stator current and spectrum


Figure 7.3 continued (c) Acceleration torque and spectrum
(d) Rotor speed and spectrum
(1) The constant speed assumption made in the frequency-domain analysis and used in the optimization process for switching angle determination.
(2) The distortion imposed on the terminal voltage waveform by voltage drops in the inverter devices.
(3) The contribution of harmonic-harmonic interaction in producing the 6th-harmonic torque component, which was not accounted for in the optimization process.

The computed acceleration torque waveform shown in figure 7.3(c) has a peak-to-peak value of 2.26 Nm , while figure 7.3(d) shows that, at an average speed of $2.83 \mathrm{rad} / \mathrm{s}$, the superimposed peak-to-peak ripple is $3.63 \mathrm{rad} / \mathrm{s}$.

Figures 7.4 to 7.6 show the drive performance when the cancellation process is extended to higher order torque components. Figure $7.4(a)$ shows the PWMT4 mode ilne voltage waveform with five pulses per half-cycle for a DC-link voltage of 14.6 V . The corresponding stator current waveform and its harmonic spectra are shown in figure 7.4 (b). Again, the voltage switching pattern does not possess quarter-wave symmetry, and the 5th, 7th and 11th, 13th-harmonic curront components are still present, with each pair having approximately the same magnitude. The magnitudes of the higher order harmonic current components have a better distribution than for the elimination PWM4 mode of figure 5.14(b). Figure 7.4(c) illustrates that the 6th-and l2th-harmonic torque components experience a great reduction. The remaining higher order torque components are less than those appearing in figure 5.14(c) for the quarter-wave symmetrical PWM4 mode, with the exception of the 24th-and the 48th-harmonics. Figures 7.4(c) and (d) demonstrate that both torque pulsations and speed ripple decrease as additional pulses are introduced in the PWM pattern and more torque components are cancelled.

Figures 7.5(a) to (d) and 7.6(a) to (d) show results for PWMT6 and PWMT8 modes of operation, with three and four pairs of low order harmonic current components being considered


Figure 7.4Computed and experimental results for type A PWMT4 half-wave symmetrical strategy at 1 Hz stator frequency no-load operating condition
(a) Line voltage
(b)Stator current and spectrum


Figure 7.4 continued (c) Acceleration torque and spectrum
(d) Rotor speed and spectrum


Figure7.5Computed and experimental results for type A PWMT6 half-wave symmetrical strategy at 1 Hz stator frequency no-load operating condition
(a) Line voltage
(b) Stator current and spectrum


Figure 7.5 continued (c) Acceleration torque and spectrum
(d) Rotor speed and spectrum


Figure 7.6Computed and experimental results for type A PWMT8 half-wave symmetrical strategy at 1 Hz stator frequency no-load operating condition
(a) Line voltage
(b) Stator current and spectrum

(c)

(d)

Figure 7.6 continued (c) Acceleration torque and spectrum
(d) Rotor speed and spectrum
respectively. In each mode, the first three and four low order torque components are considerably reduced by the cancellation process. A redistribution of the high order harmonic magnitudes $1 s$ still evident when compared with figures 5.15 and 5.16 for the elimination strategy, as is a reduction in the peak-to-peak torque pulsations and speed ripple.

The behaviour of the drive when using a type $B$ strategy is illustrated by figures 7.7 to 7.10. The number of switching angles is increased for each mode, using the equality constraints of section 7.3.2, so that the PWM voltage pattern ends up with the same pulse number as the elimination strategy. Figure 7.7(a) shows that the line voltage waveform for four switching angles per half-cycle has five pulses per half-cycle and does not display quarter-wave symmetry. Figure 7.7(b) illustrates the stator current waveform and its spectrum, with the 5th-and 7th-harmonic components clearly visible. Figure 7.7(c) shows the acceleration torque waveform, with its harmonic spectrum, which demonstrates a lower 6th-harmonic torque component than the QSW mode of figure 5.12(c), and a bettor distribution of higher order harmonic components than the elimination case of figure 5.13(c) for the same number of pulses per half-cycle. The peak-to-peak speed ripple in figure $7.7(d)$ is significantly reduced in comparison with that of figure 5.13(d). Figures 7.8 to 7.10 show that. as the pulse number increases and further torque components are considered for cancellation, a better distribution of the harmonic current magnitudes is obtained and lower torque pulsations and speed ripple are achieved. This confirms the practical implementation of this strategy and demonstrates the reduction in speed rippie with increasing PWM pulse number.

Observations of the speed harmonic spectra of figures 7.3 to 7.10 show that, in all cases, the 6 th-harmonic component still exists and does not experience the same reduction as does the 6th-harmonic torque component. This is because


Figure 7.7Computed and experimental results for type B PWMT4 half-wave symmetrical strategy at 1 Hz stator frequency no-load operating condition
(a) Line voltage
(b)Stator current and spectrum


Figure 7.7 continued (c) Acceleration torque and spectrum
(d) Rotor speed and spectrum


Figure7.8Computed and experimental results for type B PWMT8 half-wave symmetrical strategy at 1 Hz stator frequency no-load operating condition
(a) Line voltage
(b)Stator current and spectrum


Figure 7.8 continued (c) Acceleration torque and spectrum
(d) Rotor speed and spectrum


Figure 7.9Computed and experimental results for type B PWMT12 half-wave symmetrical strategy at 1 Hz stator frequency no-load operating condition
(a) Line voltage
(b)Stator current and spectrum


Figure 7.9 continued (c) Acceleration torque and spectrum
(d) Rotor speed and spectrum


Figure 7.10Computed and experimental results for type B' PWMT16 half-wave symmetrical strategy at 1 Hz stator frequency no-load operating condition
(a) Line voltage
(b)Stator current and spectrum


Figure 7.10 continued (c) Acceleration torque and spectrum
(d) Rotor speed and spectrum
cancellation of the torque components was based on equation 6.19 for the magnitudes of the torque pulsations, and not equation 6.25 for the peak-to-peak speed ripple.

Table 7.3 summarises the drive performance for all modes of operation, in terms of the different indices described in chapter 6. As verified earlier, the QSW mode has the lowest harmonic current distortion at low operating frequencies. Both strategies have a lower harmonic current content than the conventional elimination PWM strategy, due to a better distribution of the harmonic magnitudes. In terms of the torque waveform, the QSW mode has the lowest peak-to-peak torque pulsations, with the elimination and type A strategy having approximately similar values. The type B strategy shows an improved performance and reduced torque pulsations as the number of pulses is increased. The speed ripple is greatest in the QSW mode, with both the elimination and type A strategies showing lower and more or less similar ripple magnitudes. However the type B strategy produced a significant reduction. Moreover, the table shows that the new strategies have a higher fundamental component factor $K$ than the elimination strategy, which results in a lower DC-link voltage to provide the required fundamental voltage component.

| TABLE 7.3 <br> COMPARISON OF THE DRIVE PERFORMANCE AT 1Hz FREQUENCY, NO-LOAD CONDITION |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| MODE | $K$ | THD | $\begin{aligned} & \Delta T_{1} \\ & N^{\prime} m \end{aligned}$ | $\Delta \omega_{m}$ <br> $\mathrm{rad} / \mathrm{sec}$ |
| QSW | 1.0000 | 17.25 | 1.47 | 4.15 |
| PWM2 | 0.9330 | 29.39 | 2.48 | 3.46 |
| TYPE A PWMT2 | 0.9680 | 25.50 | 2.26 | 3.63 |
| TYPE B PWMT4 | 0.9659 | 23.10 | 2.14 | 2.41 |
| PWM4 | 0.9200 | 28.30 | 2.26 | 2.46 |
| TYPE A PWMT4 | 0.9593 | 24.92 | 2.26 | 2.35 |
| TYPE B PWMT8 | 0.9577 | 17.56 | 2.19 | 1.61 |
| PWM6 | 0.9140 | 25.78 | 2.20 | 1.83 |
| TYPE A PWMT6 | 0.9557 | 22.85 | 2.13 | 1.79 |
| TYPE B PWMT12 | 0.9543 | 14.05 | 1.78 | 1.24 |
| PWM8 | 0.9116 | 19.68 | 2.04 | 1.36 |
| TYPE A PWMT8 | 0.9540 | 19.06 | 1.91 | 1.30 |
| TYPE B PWMT16 | 0.9535 | 11.60 | 1.72 | 0.95 |

### 7.5 Quarter-Wave Symmetrical Strategy

Complete cancellation between torque components of the same order cannot be achieved by the magnitude adjustment of individual harmonic current components. However, figure 7.1 suggests that, above a certain operating frequency, considerable reduction of the resultant harmonic torque components is obtainable, especially at high operating frequencies, if the magnitudes of similar order components are equal and are approximately opposed to one-another. Equation 6.19 provides the mathematical basis for the minimisation mechanism using quarter-wave symmetrical PWM switching patterns similar to those of the elimination strategy.

### 7.5.1 Solution Organization

The Fourier-series representing the voltage waveform of a quarter-wave symmetrical PWM pattern contains only $a_{(n)}$ coefficients, which may be used to determine the magnitudes of the nth-harmonic voltage components given by equation 6.3. All of these components are either in-phase or in anti-phase at 1 - 0 , which allows the analysis of section 6.3 to be used to determine the magnitudes and phase angles of the individual stator and rotor harmonic current components.

### 7.5.2 Mathematical Techniques and Optimization Approach

Equations $7.8,7.9,7.12$ and 7.13 show that the magnitudes of the harmonic torque components produced by interaction between current components of orders (1,6n-1) and (1,6n+1) are respectively
$T_{0}(1.6 n-1)=\sqrt{\left(\Re T_{0}(1.6 n-1)\right)^{2}+\left(3 T_{0}(1.6 n-1)\right)^{2}}$
and
$T_{0}(1,6 n+1)=\sqrt{\left(9 T_{0}(1,6 n+1)\right)^{2}+\left(9 T_{0}(1,6 n+1)\right)^{2}}$

Minimisation of the $T$. on component is achieved if
$T_{.}(1.6 n-1)=-T_{0}(1.6 n+1)$
with the negative sign ensuring that the two components are mutually opposed. Substituting equations 7.8, 7.9, 7.12 and 7.13 into this relationship, and re-arranging, resuits in
$c c(n)=T_{0}(1,6 n-1)+T_{0}(1,6 n+1)=0$

The inequality constraints which satisfies the minimum pulse-width requirements and the upper boundary for a quarter-wave symmetrical PWM pattern is
$t_{\min }<\alpha_{1}<\alpha_{2}<\alpha_{3}<\ldots .<\alpha_{m}<\frac{\pi}{2}$

### 7.5.3 Optimization Results

Consideration of only one torque component involves two equations; an objective function needed to set the fundamental component factor and an equality constraint to equate torque component magnitudes of the same order. Following the same consideration as section 3.2 .3 for a variable DC-ilnk voltage, the solution requires at least one switching angle to minimise the 6th-harmonic torque component. With quarter-wave symmetry this produces three instead of five pulses per half-cycle of the line voltage needed to eliminate the 5 th-and 7 th-harmonic voltage components. Similarly, minimisation of the first four low order harmonic torque components requires at least four switching angles, producing nine pulses per half-cycle in the ilne voltage. An example is given in appendix A. 5 for the reduction of the magnitude of the 6 th-harmonic torque component using two switching angles per half-cycle. However, since the comparison is restricted to the drive performance, additional switching angles may be introduced with the same objective function and constraints to provide a fair comparison with the elimination strategy.

Tables 7.4 and 7.5 show respectively, sets of $1,2,3,4$ and 2,4,6,8 switching angles per quarter-cycie, corresponding to $3,5,7,9$ and $5,9,13,17$ pulses per half-cycle in the ine voltage waveform. Each set is designed to minimize successively the 6 th, 12 th, 18 th, and 24 th torque components at 10 Hz operating frequency for full-load torque and an average speed of 3.95 Nm and $7.85 \mathrm{rad} / \mathrm{s}$ respectively. They are designated as types $C$ and D PWMM strategies.

TABLE 7.4

| OPTIMIZATION SUBROUTINE SETS OF 1,2,3,4 SWITCHING ANGLES <br> PER QUARTER-CYCLE , TYPE C |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| MODE | $K$ | $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ |
| PWMM1 | 0.9538 | 1.548 |  | $\alpha_{4}$ |
| PWMM2 | 0.9412 | 0.3190 | 0.4024 |  |
| PWMM3 | 0.9097 | 0.2013 | 0.3628 | 0.4276 |
| PWMM4 | 0.9284 | 0.1957 | 0.2641 | 0.3984 |

TABLE 7.5
OPTIMIZATION SUBROUTINE SETS OF 2,4,6.8 SWITCHING ANGLES PER QUARTER-CYCLE , TYPE D

| MODE | $K$ | $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ | $\alpha_{4}$ | $\alpha_{5}$ | $\alpha_{6}$ | $\alpha_{7}$ | $\alpha_{8}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PWMM2 | 0.9371 | 0.2996 | 0.3920 |  |  |  |  |  |  |  |
| PWMM4 | 0.9300 | 0.2096 | 0.2766 | 0.4072 | 0.4524 |  |  |  |  |  |
| PWMM6 | 0.9134 | 0.0947 | 0.1880 | 0.3118 | 0.3715 | 0.5264 | 0.5464 |  |  |  |
| PWMM8 | 0.9247 | 0.0242 | 0.0497 | 0.1865 | 0.2524 | 0.3509 | 0.3738 | 0.4271 | 0.4604 |  |

### 7.5.4 Switching Pattern Generation

The procedure described in section 5.2 .5 may be used to define the switching instants of the inverter GTOs for any number of switching angles per quarter-cycle.

### 7.6 Computed and Experimental Results

This section presents results which verify the strategy developed in section 7.5. Computed results were obtained using the direct-phase model, which has been extensively verified for different operating modes. In all cases the machine was fully loaded and the supply frequency 10 Hz .

Figure 7.11(a) shows the line voltage waveform for QSW operation. For constant airgap flux, the fundamental component is 53.25 V . Using equation 5.40 , the DC-ilink voltage required is 71.8 V , including compensation for the inverter voltage drop. The stator current waveform and its harmonic spectrum are shown in figure 7.11(b). The fundamental component is 2.30A, and all other odd non-triplen harmonics exist with decreasing magnitudes, which is a unique characteristic of the QSW mode. The harmonic distortion factor of this waveform is 27.67\% . Figures 7.12(a) and (b) show voltage and current waveforms for the PWM8 strategy, whose switching angles are given in table 3.1. The line voltage waveform has seventeen pulses per half-cycle, with the fundamental component of 53.25 V obtained for a DC-link voltage of 74.9V. The current spectrum has a fundamental component of 2.30A, with elimination of the first four pairs of odd non-triple harmonics taking place to result in a distortion factor of 9.15\%.

Results for types $C$ and $D$ strategies are illustrated for similar operating conditions in figures 7.13(a) and (b) and 7.14(a) and (b). Their respective switching patterns are generated using the switching angles of type C PWMM4 and type D PWMM8 sets given in tables 7.4 and 7.5. Figures 7.13(a) and $7.14(a)$ show respectively line voltage waveforms with nine and seventeen pulses per half-cycle, with switching pattern profiles clearly maintaining the property of quarter-wave symmetry. The fundamental voltages of 53.25 V aro obtainod with DC-iink voltages of 73.6 V and 73.8 V , including compensation. Figures 7.13(b) and 7.14(b) show the stator currents for the two modes, with their spectra containing a fundamental component of 2.30 A and all odd non-tripion harmonics. A comparison of both spectra with that of figure 7.12(b) for the elimination strategy, reveals significant low order harmonics,. resulting in a higher harmonic distortion factor of $13.8 \%$ for type $C$ and $11.39 \%$ for type $D$ strategies. This arises since, at high operating frequencies, high order components are more attenuated by the machine harmonic impedance, even if the voltage components are increased due


Figure 7.11Computed and experimental results for QSW mode at 10 Hz stator frequency, full-load operating condition
(a) Line voltage
(b)Stator current and spectrum


Figure 7.12Computed and experimental results for PWM8 elimination strategy at 10 Hz stator frequency, full-load operating condition
(a) Line voltage
(b) Stator current and spectrum


Figure 7.13Computed and experimental results for type CWMM4 quarter-wave symmetrical strategy at 10 Hz stator frequency, full-load operation
(a) Line voltage
(b) Stator current and spectrum


Figure 7.14Computed and experimental results for type D PWMM8 quarter-wave symmetrical strategy at 10 Hz stator frequency , full-load operation
(a) Line voltage
(b)Stator current and spectrum
to elimination of the low order ones. However, in the new strategy, low order harmonics are not eliminated and their magnitudes are not attenuated to the same extent as the higher order ones. Their contribution to the harmonic distortion factor is consequently significant.

The electromagnetic torque waveforms and their harmonic spectra shown in figure $7.15(a)$ to (d), indicate an average torque in all cases of 3.95 Nm . For the QSW mode, a superimposed peak-to-peak pulsation of 0.92 Nm exists, with the harmonic spectrum having a predominant 6th-harmonic component and decreasing higher order harmonics. The torque waveform for the elimination strategy shown in figure $7.15(b)$ has a superimposed pulsation of 0.6 Nm , and the harmonic spectrum illustrates that the low order components are reduced while the 30 th and 36 th order components are increased. Figure $7.15(c)$ and (d) shows the torque waveforms and their harmonic spectra for the new switching strategies of figures 7.13 and 7.14 respectively. These demonstrate a significant reduction in the magnitudes of the 6th, 12th, 18th-and 24th-harmonic torque components. Peak-to-peak torque pulsations of 0.54 Nm and 0.51 Nm are achieved respectively, which represent a $10 \%$ and $15 \%$ reduction relative to the elimination strategy.

Experimental results for the torque waveforms could not be obtained at high operating frequencies, due to the ilmited sensitivity of the incremental encoder to the small speed ripple. Figure 7.16(a) and (b) shows respectively, for the QSW mode, the computed and experimental rotor speed for 1 Hz no-load operation and 10 Hz no-load and full-load operations. At 10 Hz the speed ripple for both no-load and full-load conditions is insignificant, and the average speed drops from $30.0 \mathrm{rad} / \mathrm{s}$ at no-load to $23.45 \mathrm{rad} / \mathrm{s}$ at full-load operation.

Table 7.6 summarizes the drive performance in terms of different indices at 10 Hz full-load operation. It demonstrates that the harmonic distortion for any mode in the type $C$ strategy is higher than its counterpart in the elimination mode. However,


Figure 7.15Computed electromagnetic torque and harmonic spectra at 10 Hz stator frequency, full-load operation for
(a) QSW
(b) PWM8 elimination strategy
(c)Type C PWMM4 strategy
(d)Type D PWMM8 strategy

(a)

(b)

Figure 7.16 Induction motor rotor speed with a QSW inverter operating at 1 Hz no-load, and, 10 Hz no-load and full-load conditions
(a)Computed
(b) Experimental
by increasing the pulse number, type $D$ modes reduce the distortion factor to values similar to those of the elimination strategy. It is clear that, except for type $C$ with one switching angle mode, both new strategies cause lower torque pulsations than the elimination modes. Although the speed rippie is insignificant at this frequency, it is listed to demonstrate that lower torque pulsations do not necessarily imply a lower speed ripple. This fact is well illustrated in the type $C$ modes, where the speed ripples exceed those for the elimination strategy, even though lower torque pulsations are obtained. However, when matching the elimination strategy pulse numbers, the type $D$ strategy modes result in lower speed ripple than the elimination modes. The fundamental component factor magnitudes are approximately the same in both strategies.

| TABLE 7.6 <br> COMPARISON OF THE DRIVE PERFORMANCE <br> AT 10hz FREQUENCY , FULL-LOAD CONDITION |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| MODE | K | THD | $\Delta T_{1}$ $N^{\prime} m$ | $\Delta \omega_{m}$ <br> rad/sec |
| QSW | 1.0000 | 27.67 | 0.92 | 0.34 |
| PWM2 | 0.9330 | 21.14 | 0.97 | 0.11 |
| TYPE C PWMMI | 0.9538 | 27.28 | 1.35 | 0.22 |
| TYPE D PWMM2 | 0.9371 | 20.83 | 0.88 | 0.09 |
| PWM4 | 0.9200 | 15.47 | 0.75 | 0.07 |
| TYPE C PWMM2 | 0.9412 | 20.59 | 0.77 | 0.09 |
| TYPE D PWMM 4 | 0.9300 | 14.79 | 0.55 | 0.05 |
| PWM6 | 0.9140 | 11.65 | 0.71 | 0.06 |
| TYPE C PWMM3 | 0.9100 | 24.98 | 0.68 | 0.09 |
| TYPE D PWMM6 | 0.9134 | 13.22 | 0.56 | 0.05 |
| PWM8 | 0.9116 | 9.15 | 0.54 | 0.04 |
| TYPE C PWMM 4 | 0.9284 | 13.8 | 0.54 | 0.04 |
| TYPE D PWMM | 0.9247 | 11.39 | 0.50 | 0.039 |

### 7.7 Conclusion

New optimal PWM strategies are proposed which do not completely eliminate low order harmonics. They do however manipulate the phase angles and/or magnitudes of pairs of low order current components such that their contribution to the harmonic torque production is cancelled or reduced. At lhz inverter frequency, the half-wave symmetrical strategy distributes the harmonic current magnitudes and phase angles in a way which promises to be beneficial to the drive performance. At 10 Hz inverter frequency, a quarter-wave symmetrical strategy which controls the magnitudes only of harmonic components reduces the magnitudes of selective low order torque components and redistributes the remaining high order ones. Their results demonstrate a better performance in terms of reduced torque pulsations. Both strategies are dependent on the operating conditions of the machine and consequently any implementation is likely to require a closed-loop control system. In the next chapter, a more detailed evaluation and comparison of these strategies is made with respect to the elimination strategy, and a study is performed on their dependency on the operating conditions.

## CHAPTER 8

## COMPARATIVE EVALUATION OF THE DEVELOPED STRATEGIES

The optimization process for both strategies developed in chapter 7 requires, in addition to an initial estimate of the switching angles, the definition of the stator operating frequency and the machine load. Although both strategies were verified in terms of the cancellation or minimisation of low order harmonic torque components, the results presented were for the specific machine condition at which the optimization process has been normalised. Any change, either in the load condition or stator frequency, alters the distribution of the switching angles and therefore the harmonic currents and torques. The present chapter is concerned with exploring the merits of the two strategies, and assessing their effects on the machine performance when compared with those of the conventional optimal elimination strategy.

### 8.1 Half-Wave Symmetrical Strategy

### 8.1.1 Computation of Switching Angles for Different Load Conditions

Following the optimization process of chapter 7. switching angles for types $A$ and B PWM strategies, defining 3,5,7,9 and 5,9,13,17 pulses per half-cycle and computed for different loads at 1 Hz stator frequency, are plotted against load torque In figures $8.1(a)$ to (d) and 8.2(a) to (d). The variations of switching angles $\alpha_{(m)}$ with applied load are linear for all $m$ values. Simple inear functions may be fitted to these variations, enabling the approximate switching angles to be calculated on-iine using a microprocessor.

Computed results obtained from the direct-phase model for 1.5 Nm load are shown in figures 8.3 and 8.4 , for a nine pulse type A PWMT8 mode and a seventeen pulse type B PWMT16 mode respectively. These results demonstrate the ability of both




Figure 8.3 Computed results for type A PWMT8 half-wave strategy for 1 Hz frequency, 1.5 Nm load
(a) Line voltage and spectrum
(b) Stator current and spectrum
(c) Electromagnetic torque and spectrum (d) Rotor speed and spectrum


Figure 8.4 Computed results for type B PWMT16 hall-wave strategy for 1 Hz frequency, 1.5 Nm load
(a) Line voltage and spectrum
(b) Stator current and spectrum
(c) Electromagnetic torque and spectrum
(d) Rotor speed and spectrum
types to achieve cancellation of torque components with different pulse numbers and load. The results are for a fundamental line voltage of 11.2 V , obtained from DC-1ink voltages of 18.56 V and 18.60 V respectively, and produce a stator current of 1.4A. The average electromagnetic torque is about 1.5 Nm and the rotor is almost stationary, with part of the superimposed speed ripple being in the reversed direction of rotation.

### 8.1.1.1 Effect on Harmonic Torque Components

To simplify the implementation of the two strategies, it is convenient to choose a switching pattern normalised at a certain load, and for this to remain unchanged for all other loads. Since the frequency-domain model reflects the efficiency of the optimization processin determining the optimal positions of the switching angles, both the frequency-domain and direct-phase models were used to investigate the sensitivity of the new strategies to load variations. Figures 8.5(a) to (d) show respectively, for 1 Hz operation, the magnitudes of the 6 th, 12 th, 18 th- and 24 th-harmonic torque components for QSW, elimination PWM8, type A PWMT8 and type B PWMT16 modes, all obtained using the frequency-domain model. The effect of normalising the optimization process for both new strategies at no-load and on-load is evident, with the harmonic torque components under consideration being a minimum at the load for which the strategy was normalised. As the applied load is changed the harmonic torque components increase, although both strategies maintain lower magnitudes than the QSW case. Figures $8.5(e)$ to ( $h$ ) show the magnitudes of the remaining higher order harmonic torque components to be load independent, and the 30th- and 36th-harmonic components can be seen to be increased for all PWM strategies. The 30th-harmonic component in the elimination mode is approximately 8.0 times that in the QSW mode, whereas for type A normalised at no-load and on-load its values are respectively 5.6 and 5.1 times the QSW values. For type $B$ normalised at no-load and on-load the corresponding figures are 2.5 and 2.0 times.



Figure 8.5 Continued



A similar comparison for the 36th-harmonic component also shows an increase for all PWM strategies when compared with the QSW mode. Type A shows the highest increase, followed by the elimination strategy, with the type B strategy showing the smallest increase. The 42 nd and 48 th-harmonic components are shown in figures $8.5(g)$ and (h) respectively. Generally speaking, these higher order components may produce dangerous stresses if their magnitudes are significant and their frequencies are close to the resonant frequency of the rotating system.

Figures 8.6(a) and (b) show the variation of tho peak-to-peak torque pulsations on load and on no-load, as obtained from the frequency-domain and the direct-phase models. Despite small discrepancies both models show that, relative to the QSW mode, all other modes have higher torque pulsations. However, the direct-phase model results of figure 8.6(b) show the elimination PWM8 mode to have the highest increase of 44.5\%, while the traces for no-load and on-load normalised half-wave symmetrical strategies show respectively increases of $35 \%$ and $28 \%$ for the type $A$ strategy but only $21 \%$ and $16 \%$ for the type $B$ strategy.

### 8.1.1.2 Effect on Harmonic Current Distortion Factor

As a direct result of the optimization process in controlling, rather than eliminating, particular low order harmonics, the half-wave symmetrical strategy achieved a uniform distribution of current harmonics with reduced magnitudes. Figures 8.7(a) and (b) present comparisons of the harmonic current distortion factor $T H D$ against load condition at 1 Hz operation, for the operating modes of the previous section, as obtained from the frequency-domain and direct-phase models respectively. Figure $8.7(b)$ shows that, relative to the QSW mode, the harmonic current distortion is increased by approximately $18.5 \%$ for the elimination PWM8 mode, while for the type A strategy normalised at no-load and on-load, the


Figure 8.6 Peak-to-peak torque pulsation against load at 1 Hz frequency for QSW, PWM8 elimination , type A PWMT8 and type B PWMT16 hall-wave strategy operating at constant rated airgap flux condition
(a) Frequency-domain model
(b) Direct-phase model


Figure 8.7 Harmonic distortion factor against load at 1 Hz frequency for OSW, PWM8 elimination , type A PWMT8 and type B PWMT16 half-wave strategy operating at constant rated airgap flux condition
(a) Frequency-domain model
(b) Direct-phase model
increases are respectively $5 \%$ and 10\%. The type B strategy produces approximately similar magnitudes but with a $36.0 \%$ reduction compared with the QSW mode.

The conclusion is that, at this particular frequency, type A with nine pulses per half-cycle produces lower harmonic distortion than the elimination strategy with seventeen pulses, while type $B$ with seventeen pulses reduces the harmonic distortion to below that of the QSW mode. The type B strategy consequently produces reduced harmonic copper losses, which is particularly important at low frequency where reduced cooling aggravates the heating problems.

### 8.1.1.3 Effect on Speed Ripple and Positional Error

The QSW mode represents the worst operating mode in terms of both speed ripple and positional error, especially at low operating frequencies. It is not however included in tho comparisons of figure 8.8 as this would increase the vertical scale unnecessarily and make the comparison between the other strategies unclear.

Although the conventional elimination PWM strategy reduces the effect of harmonic torque components, it has been demonstrated that elimination of specific low order components is accompanied by an increase in the remaining high order ones. These are however increasingly attenuated as their ordar increases, resulting in a reduced speed ripple and positional error as the pulse-number is increased. However, due to the improved harmonic distribution of the remaining torque components, the new strategies produce lower speed ripple than does the elimination strategy.

Figure 8.8 shows that, compared with the PWM8 elimination mode, both strategies provide a reduced speed ripple and are most effective near their normalisation point. The direct-phase model results of figure $8.8(b)$ illustrates that the most significant reduction is achieved by the type $B$ strategy.


Figure 8.8 Peak-to-peak speed ripple against load at 1 Hz frequency for PWM8 elimination , type A PWMT8 and type B PWMT16 hall-wave strategy operating at constant rated airgap flux condition
(a) Frequency-domain model
(b) Direct-phase model

For example, the type $B$ strategy normalised at no-load produced 30\% less speed ripple at no-load and $19.5 \%$ less at 1.5 Nm than does the elimination strategy. When normalised at 1.5 Nm , the corresponding reductions are 23\% and 42\%.

Figure 8.9(b) shows that the reduction in speed ripple does not necessarily imply a reduction in the positional error, since an appreciable deviation in the rotor speed from its average value will have little effect on either the rotor position or the smoothness of the rotor motion if it persists only for a comparatively short time. Alternatively, should the deviation of rotor speed be sufficient to appreciably deflect the rotor position from its linear variation with time, the effect on the rotor motion will become quite noticeable.

Figures 8.10 and 8.11 respectively show the electromagnetic torque, speed ripple and positional error waveforms for the type B strategy normalised at no-load, and the PWM8 elimination strategy, both with seventeen pulses per half-cycle. As illustrated in figure $8.8(b)$, the type $B$ strategy produces a $23 \%$ reduction in speed ripple at 1.5 Nm load compared with the elimination strategy. The net area enclosed by the speod ripple waveform between points a and b of figure 8.10(b) is large, and the corresponding large change in rotor position resuits in a positional error waveform with a predominant 6th-harmonic component. In contrast, figure 8.11 shows the effect of the elimination strategy with the same number of pulses and a higher speed ripple. The net area enclosed by the speed ripple waveform between points $a$ and $b$ is now small and the positional error is also small. From these results, it follows that the positional error is a more appropriate optimal performance criterion than speed ripple when assessing the quality of the rotor motion.


Figure 8.9 Peak-to-peak positional-error against load at 1 Hz frequency for PWM8 elimination , type A PWMT8 and type B PWMT16 half-wave strategy operating at constant rated airgap flux condition
(a) Frequency-domain model
(b) Direct-phase model


Figure 8.10 Motor dynamics with type B PWMT16 strategy at $1 \mathrm{~Hz}, 1.5 \mathrm{Nm}$ load
(a) Electromagnetic torque
(b) Speed ripple
(c) Positional error


Figure 8.11 Motor dynamics with PWM8 elimination strategy at $1 \mathrm{~Hz}, 1.5 \mathrm{Nm}$ load
(a) Electromagnetic torque
(b) Speed ripple
(c) Positional error
8.1.2 Computation of Switching Angles for Different Frequencies

At higher operating frequencies, the solution of the optimization problem becomes increasingly difficult as the pulse-number and load torque are increased. This difficulty is illustrated in figures $8.12(a)$ to (d), which show no-load and full-load normalised switching angle trajectories for type A half-wave symmetrical strategy as a function of the operating frequency. Figure $8.12(a)$ shows the trajectories for two switching angles per half-cycle to demonstrate a continuous response throughout the frequency range for no-load operation. On loading the machine, the problem of detecting local optimal solutions becomes more difficult and requires more iterations to converge as the frequency increases, until at 20 Hz it become intractabie. On searching the entire region from $i_{\text {min }}$ to $n$ for possible solutions, a step discontinuity was detected. A microprocessor implementation of this mode will require innearizing the switching angles characteristics up to the discontinuity, and to automatically re-adjust the subsequent iinearization process. Figure $8.12(b)$ shows that, when the number of switching angles is increased to four, the solution becomes even more tedious, with the maximum frequency at which a solution was possible being decreased to 20 Hz and 10 Hz for no-load and full-load respectively. Figure 8.12(c) and (d) illustrates that for six and eight switching angles the maximum frequency at which a solution is achieved is respectively 7 Hz and 5 Hz for the same two conditions. Several problems may however jeopardise the optimization process, some of which are described below.
(1) Figure 7.1 demonstrated that, with a quarter-wave symmetrical strategy, harmonic torque components of the same order are approximately in antiphase as the operating frequency is increased. However, by constraining the optimization search of the PWM voltage pattern to half-wave symmetry, the switching angles produce a PWM pattern approaching quarter-wave symmetry, which contradicts the half-wave symmetry constraint.

(2) Figure 7.1 also illustrated that, when the machine is loaded, the above argument will start taking place at a lower operating frequency.
(3) A higher pulse-number involves more constraints for the optimization process to converge, and more variables (switching angles) have therefore to be determined.
(4) An optimization program which uses Lagrange muitipilers [84] to perform the minimisation search may be inefficient for this particular problem. An alternative technique [85] employing the least-square method may be more efficient.

Figures 8.13(a) and (b) show respectively the trajectories for the type $B$ strategy, with twelve and sixteen switching angles, normalised at no-load and full-load conditions for a frequency range of 1 Hz to 5 Hz . This range of low operating frequencies requires a high pulse-number, so that the elimination $P W M 8$ mode producing seventeen pulses per half-cycle is used as a basis for comparison, together with the type $B$ PWMT16 mode producing the same pulse-number and the typo $A$ PWMT8 mode which produces nine pulses per half-cycle. The QSW mode is excluded from the comparison of speed ripple and positional error for the reason outilned in section B.1.1.3.

### 8.1.2.1 Effect on Harmonic Torque Components

Figure 8.14(a) to (d) shows computed variations of the harmonic torque components with operating frequency for the unloaded machine, obtained using the frequency-domain model. The figure demonstrates that, in all PWM modes, the 6th, 12 th, 18 th- and 24 th-harmonic torque components are either eliminated or cancelled. Relative to the QSW mode, the 30th- and 36th-harmonic components are increased significantly by the elimination strategy, particularly at low frequencies. However, relative to the elimination strategy, the type $A$ strategy mode produces lower 30th- and higher 36th-components, while the type $B$ strategy mode demonstrates a significant reduction in both components especially at low frequencies.


Figure 8.13 Variation of switching angles with frequency for:
(a) Type B PWMT12 mode hall-wave strategy
(b) Type B PWMT16 mode hall-wave strategy





The 42nd- and 48th-harmonic components are insignificant in the elimination and type $A$ modes, although they are silghtiy increased in type $B$.

Figure 8.15(a) to (d) shows results for full-load conditions. The above comments on harmonic behaviour apply again, with the type $B$ strategy having a better distribution of the remaining high order harmonics than the other PWM modes.

Figures $8.16(a)$ and (b) compare respectively computed no-load and full-load torque pulsations over a 5 Hz frequency range, obtained using the direct-phase model. For no-load operation, figure 8.16(a) shows that, although the type A PWMT8 mode has fewer pulses per half-cycle, it produces lower torque pulsations than the elimination mode. The type B PWMTI 6 mode with the same pulse-number however produces even lower pulsations. At 1 Hz frequency, all PWM patterns produce higher torque pulsations than the QSW mode. This is due mainiy to the increased magnitudes of the remaining high order harmonics for the PWM strategies compared with the QSW mode iliustrated earlier in figure 8.5(e) to (h). However, as the frequency increases, types $A$ and $B$ strategies both produce lower pulsations than QSW operation at lower frequencies than the elimination strategy, due to the improved distribution of the high order harmonics remaining.

The better behaviour of the type A and B strategies is more significant when the machine is fully-loaded, as demonstrated in figure 8.16(b). This shows that, at 1 Hz operation, both types produce torque pulsations higher than the QSW mode and lower than the elimination PWM8 mode. The torque pulsations for the PWM8 mode continue to be greater than the QSW mode up to 4 Hz frequency. However, types $A$ and $B$ traces cross the OSW trace prior to 2 Hz and maintain lower trends thereafter.
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Figure 8.16 Computed peak-to-peak torque pulsation against operating frequency using the direct-phase model for QSW, PWM8 elimination, type A PWMT8 and type B PWMT16 half-wave strategies
(a) No-load
(b) Full-load

### 8.1.2.2 Effect on Harmonic Current Distortion Factor

Figures 8.17(a) and (b) respectively compare the QSW and PWM modes in terms of the harmonic distortion factor, as a measure of the machine harmonic losses over the frequency range 1 Hz to 5 Hz for no-load and full-load conditions. Evidently. the type B PWMTI6 mode is better than the elimination PWM8 mode below 4 Hz , while the type A PWMT8 mode is better up to 2.5 Hz . However, as the frequency increases, the elimination PWM8 mode benefits from the increased attenuation of the remaining high order harmonic components which resuits in a distortion factor lower than that with both developed strategies. In terms of the machine harmonic losses, the developed half-wave symmetrical strategies are clearly best suited for low frequency operation.

### 8.1.2.3 Effect on Speed Ripple and Positional Error

Figures 8.18(a) and (b) present the variation of speod ripple with frequency for no-load and full-load conditions, and figures $8.19(a)$ and (b) the positional error for the samo conditions. The elimination PWM8 mode, type A PWMT8 and type B PWMT16 modes are included in the comparison. The QSW mode is excluded since it produces inferior results to those produced by any PWM operating mode, as demonstrated in chapter 5. Both figures demonstrate that the half-wave symmetrical strategies produce lower speed ripple and positional error than the elimination PWM8 mode. The advantageous of these strategies becomes increasingly significant as the operating frequency is reduced.

### 8.2 Quarter-Wave Symmetrical Strategy

The viable range of frequency for this strategy depends on the fact that, at high frequency, the harmonic torque components of the same order are approximately in antiphase. In addition, the half-wave symmetrical strategy of section 8.1 produces a superior performance between 1 Hz and 5 Hz operation. Adr.


Figure 8.17 Computed harmonic distortion factor against operating frequency using the direct-phase model for QSW, PWM8 elimination, type A PWMT8 and type B PWMT16 half-wave strategies
(a) No-load
(b) Full-load


Figure 8.18 Computed peak-to-peak speed ripple against operating frequency using the direct-phase model for PWM8 elimination, type A PWMT8 and type B PWMT16 half-wave strategies
(a) No-load
(b) Full-load


Figure 8.19 Computed peak-to-peak positional error against operating frequency using the direct-phase model for PWM8 elimination, type A PWMT8 and type B PWMT16 half-wave strategies
(a) No-load
(b) Full-load

All investigations of the drive performance with this now quarter-wave symmetrical strategy are therefore restricted to the frequency range 5 Hz to 50 Hz .

### 8.2.1 Computation of Switching Angles

Unlike the half-wave symmetrical strategy, the solution to this optimization problem is possible for the full frequency range and all load conditions. This may be attributed to the less stringent constraints imposed on the optimization process.

Figures $8.20(a)$ and (b) show respectively the switching angle trajectories for type C PWMM4 and type D PWMM8 modos, defining nine and seventeen pulses per half-cycle for no-load and full-load operation. Switching angle trajectories for both types demonstrate nearly constant trends over the complote frequency range, as well as insignificant differences betwoen no-load and full-load for much of the frequency range.

### 8.2.1.1 Effect on Harmonic Torque Components

The low frequency effect of torque pulsations may be assessed by the level of speed ripple and positional error, since these are both significant and measurable. As the frequency increases, they both become insignificant, due to the attenuation effects of the drive inertia. High frequency harmonic torques of significant magnitudes still however remain, and these may effect the life of the motor. Moreover, they may excite dangerous mechanical vibrations. There is no general solution to this problem, since every system has a different mechanical arrangement and must be investigated individually. In this thesis, the quality of the torque waveform at high operating frequencies is assessed in terms of the magnitudes of the harmonic torque components and tho resultant torque pulsations.


Figure 8.20 Variation of switching angles with frequency for:
(a) Type C PWMM4 mode quarter-wave strategy
(b) Type D PWMM8 mode quarter-wave strategy

Figures $8.21(a)$ and (b) show the torque components as a function of the operating frequency, obtained using the frequency-domain model, for the elimination PWM8 mode and type D PWMM8 mode respectively and an unloaded machine. Figure 8.21(a) shows that the 30th- and 36 th-harmonic components are both significant, due to the elimination of the lower order components. The 30th-harmonic component decreases from 0.112 Nm at 5 Hz to 0.062 Nm at 20 Hz , after which it remains almost constant. The 36th-harmonic component is almost constant with a value of 0.071 Nm over the full range of frequency considered. Figure 8.21 (b) shows that all harmonics are present and decrease with frequency, except for the 30 th which remain constant at 0.053 Nm .

Figure 8.22(a) shows that, in the elimination strategy, the 30th- and 36th-harmonic components do not change their behaviour or magnitudes significantly when the machine is fully-loaded. Figure 8.22(b) shows however that, for the type D strategy, the magnitudes of the 6th, 12th, 18th- and 24 th-components reflect to a greater extent the behaviour of the phase-angles between their relative torque components shown in figure 6.1. As the operating frequency approaches 10 Hz , these components all experience a significant reduction. Above 10 Hz they increase, but their trends remain below that of the 30 th-harmonic component, whose magnitude varies between 0.075 Nm at 5 Hz and 0.055 Nm at 50 Hz .

To reduce the inverter switching losses and achleve a smooth transition to the QSW mode of operation, lower pulse-number PWM patterns are usually recommended as the rated frequency is approached. The elimination strategy PWM4 mode eliminates only the 6th- and 12th-harmonic components, and produces nine pulses per half-cycle in the line voltage waveform. For comparison the type C PWMM4 mode is also considered, which provides minimisation of the first four low order harmonic torque components for the same number of pulses per half-cycle as the PWM4 mode. Figure $8.23(a)$ and (b) shows respectively the harmonic torque components for these two modes for the

(a)

(b)

Figure 8.21 Computed harmonic torque components against frequency at no.load
(a) PWM8 elimination strategy mode
(b) PWMM8 type D strategy mode


Figure 8.22 Computed harmonic torque components against frequency at full.load
(a) PWM8 elimination strategy mode
(b) PWMM8 type D strategy mode


Figure 8.23 Computed harmonic torque components against frequency at no.load
(a) PWM4 elimination strategy mode
(b) PWMM4 type C strategy mode
unloaded motor. Figure 8.23(a) shows a gignificant 18 th-harmonic component of 0.168 Nm at 5 Hz , decreasing to 0.066 Nm at 50 Hz , and an approximately constant 24 th-harmonic component of 0.1 Nm . The 6th- and 12 th -harmonic components are eliminated, while other components exist with magnitudes below 0.043 Nm over the full frequency range. Figure 8.23(b) shows howovor that the type $C$ strategy increases the order of the moat significant harmonic torque components, and produces a constant 30 th-harmonic component of 0.073 Nm and a 36th-harmonic component of 0.058 Nm at 5 Hz decreasing to 0.041 Nm at 50 Hz . Other harmonics exist with varying magnitudes, and all decreasing with increasing frequency.

Figure 8.24(a) shows that, for the elimination stratogy, the application of full-load increases the 24th-harmonic component to 0.135 Nm and reduces the 18 th-harmonic componont to 0.147 Nm at 5 Hz . The other components do not howovar vary significantly. Figure $8.24(\mathrm{~b})$ shows that, with the typo $C$ strategy, the 30th- and 36th-harmonics on full-load aro atil1 the most significant torque components for the full frequoncy range, while the first four low order components display a pronounced dip around 10 Hz .

The variation of the resultant torque pulsations for all these operating modes are shown in figures 8.25(a) and (b), for no-load and full-load operation respectively. The resulte were obtained using the direct-phase model. Figure 8.25(a) shows that, for no-load operation below 20 Hz , the elimination PWM8 mode produces the least torque pulsations. Above 20 Hz . the type $D$ PWMM8 mode improves, and produces smallor torquo puisations up to rated frequency. For a lower pulso-numbor. the type $C$ PWMM4 mode produces a reduced torque pulsations compared with the elimination PWM4 mode, particularly as the operating frequency approaches its rated value. This improvod performance for a low pulse-number mode persists, ovon at full-load operation, as illustrated by figure 8.25(b). Horo the most significant reduction in torque pulsations occurs around 10 Hz , where the effect of the minimisation process 18


Figure 8.24 Computed harmonic torque components against frequency at full.load
(a) PWM4 elimination strategy mode
(b) PWMM4 type C strategy mode

(a)


| QSW | PWM4 | PWM8 | PWMM4 | PWMM8 |
| :---: | :---: | :---: | :---: | :---: |
| $*$ | $\square$ | $\bullet$ | $\Delta$ | $\Delta$ |

Figure 8.25 Computed variation of peak-to-peak torque pulsation with frequency for
(a) No-load
(b) Full-load
most effective. For a higher pulse number, the PWMM8 mode type $D$ strategy produces smaller torque pulsations than the elimination PWM8 mode, especially around 10 Hz . However, as the operating frequency increases, both modes show more or less similar performance.

It follows that, if a low pulse number strategy is required, the type C PWMM4 mode produces an improved performance for all load conditions over the frequency range 5 Hz to 50 Hz . A higher pulse-number strategy further reduces the torque pulsations, although careful considerations must be given in terms of its usefulness to a particular portion of the frequency range and load condition.

### 8.2.1.2 Effect on Harmonic Current Distortion Factor

The effect of significant high order harmonic voltage components in the elimination strategy is reduced at high operating frequencies, due to the increased attenuation effoct of the higher input impedance. Since low order harmonica are still present in both strategies, and their effects are lesg attenuated by the input impedance, these strategies will havo a higher harmonic distortion factor which will result in increased heat losses. This behaviour was evident at frequencies below 5 Hz when the drive performance was investigated in section 8.1.2.2. The arbitrary re-distribution of harmonic components that the new strategy achieves, if accompanied by the minimisation of some harmonics, may result in a similar, if not lower, harmonic current content than tho elimination strategy.

Figures 8.26(a) and (b) compare the harmonic distortion produced by the QSW and various PWM operation modes for no-load and full-load conditions. Both figures show the QSW mode to have the highest harmonic distortion factor for the full frequency range considered. For the same pulse-number, the type C PWMM4 mode and the elimination PWM4 mode both produce very similar results for both no-load and full-load conditions.

(a)


| QSW | PWM4 | PWM8 | PWMM4 | PWMM8 |
| :---: | :---: | :---: | :---: | :---: |
| $*$ | $\square$ | $\bullet$ | $\Delta$ | $\Delta$ |

Figure 8.26 Computed variation of harmonic distortion factor with frequency
(a) No-load
(b) Full-load

The type D PWMM8 mode produces respectively a $32.5 \%$ and $25.8 \%$ increase for no-load and full-load compared with the elimination PWM8 mode.

### 8.3 Conclusions

The new PWM strategies presented in this chapter were all designed to improve the quality of the torque waveform and so reduce the possibility of mechanical resonance effects. During low frequency operation, the half-wave symmetrical strategy achieved this objective, and even provided smoother rotor motion and lower harmonic losses than the elimination strategy if careful considerations was paid to the operating conditions. Above 5 Hz , the quarter-wave symmetrical strategy proved to be more advantageous, by improving the quality of the torque waveform. However, its implementation may introduce additional heat losses in the machine, although this problem becomes less severe as the operating frequency is increased due to the more efficient cooling.

## CHAPTER 9

## CONCLUSIONS AND SUGGESTIONS <br> FOR FURTHER WORK

This chapter presents concluding comments on the work described in the thesis. The principles of harmonic torque production in VSI/induction motor drives were stated and explained and, based upon these, studies were performed to minimize the undesirable effects of torque pulsations on the drive performance.

### 9.1 Conclusions and Remarks

A thorough investigation of the performance of a motor drive was undertaken using a comprehensive mathematical model. The investigation was based on the solution of the direct-phase reference frame machine equations, using tensor techniques, which provided an elegant and efficient method of dealing with varying inverter circuit topologies. The model predicts accurately both the steady-state and the transient system characteristics, although the results in the thesis relate particularly to torque pulsation problems during low speed steady-state operation. These results were verified experimentally using a laboratory-scale prototype, able to provide both QSW and any other PWM modes of operation by storing the relevant switching pattern in the form of a look-up table (see chapter 4).

Experimental and simulated results for the drive performance, in particular those in chapters 5 and 7, show close correlation and verify the modelling techniques of chapter 5. Chapter 5 also demonstrated the ability of the direct-phase model to accommodate the effects of unbalanced machine winding parameters, and to account in a straightforward manner for the voitage and current constraints of the inverter switching devices. After studying the QSW and the elimination optimal PWM strategy modes it may be concluded that;
(1) Eliminating low order voltage harmonics using the PWM strategy may increase the remaining high order harmonics above their values for the QSW mode.
(2) High order current and torque harmonics may experience a similar increase, although the high order current components are increasingly attenuated by the harmonic input impedance of the machine.
(3) At low operating frequencies, and due to the greater magnitudes of the remaining torque components, the peak-to-peak torque pulsations with the elimination optimal PWM strategy exceed those of the QSW mode, whose torque ripple contains a predominant 6th-harmonic component.
(4) The effect of high order torque components in producing speed ripple is attenuated by the drive inertia. This causes the speed ripple to be reduced as the operating frequency and the PWM pulse-number are increased.

Chapter 6 described a simple and efficient model based on the equivalent circuit for the motor. Using this model, the correlation between harmonic current and torque components was investigated, and an analytical expression for the instantaneous electromagnetic torque was derived in terms of its harmonic current components. The expression was generalized to account for all possible interactions between harmonic current components which produce steady-state and pulsating torques.

Results for torque pulsations provided by this expression were compared with those obtained using the direct-phase model. The comparison revealed that, during low frequency operation, the neglect of steady-state speed ripple has a first-order effect on the accuracy of prediction, particularly with the QSW mode where the speed ripple is significant. However, the constant speed assumption becomes closer to reality as either the operating frequency or the PWM pulse-number is increased, and the discrepancy between results from the two models
correspondingly diminishes. The new analytical model provides further insight into the relationship between harmonic current and torque components, from which it may be concluded that:
(1) Harmonic torque components produced by interaction between harmonic current components of different orders (excluding the fundamental) are insignificant. Only the interaction between the fundamental component on one side of the alrgap with harmonics on the other side of the airgap produces significant harmonic torque components.
(2) Neighbouring pairs of harmonic voltage and/or current components must be treated together. The harmonic torque components produced may be re-arranged such that they are minimized or cancelled, even though the current harmonics are not completely eliminated.
(3) The magnitudes and phase angles of harmonic current components play an important role in the minimization of the harmonic torque components.

Based on these conclusions, two novel techniques for reducing harmonic torque components were developed in chapter 7. At low operating frequencies it is necessary to control the phase angles, as well as the magnitudes of the individual harmonic current components, to achieve cancellation betwoon torque components produced by their interaction. This requires a half-wave symmetrical PWM voltage waveform, whose switching angles are determined relative to the frequency and load conditions. At higher frequencies, a quarter-wave symmetrical PWM voltage waveform may be used to control only the magnitudes of the harmonic current components, and thereby to reduce specific low order harmonic torque components. Both techniques were explored and two new optimal PWM strategies were proposed. Practical implementation of these strategies verified the analytical techniques and revealed significant improvements in the dynamic performance.

In chapter 8, a comparison between the new strategies and the conventional elimination optimal PWM strategy, over the full frequency range, demonstrated that:
(1) Between 1 Hz to 5 Hz , the half-wave symmetrical strategy achieved cancellation of low order harmonic torque components and introduced an improved distribution of those which remain. This resulted in lower peak-to-peak torque pulsations, even when a lower pulse-number is used, than the elimination strategy. Between 5 Hz to 50 Hz , the quarter-wave symmetrical strategy may increase the order of the most significant harmonic torque components above that with an elimination strategy for the same pulse-number, and may also maintain reduced magnitudes for the low order harmonics. Careful consideration of the resonant frequency of the torque transmission system must clearly be made before the quarter-wave symmetrical strategy is used in preference to the elimination strategy.
(2) During low frequency operation, the half-wave symmetrical strategy produced lower speed ripple and positional error than the elimination strategy, particularly towards the lower end of the frequency range.
(3) At 1 Hz operation, the half-wave symmetrical strategy introduced a better distribution of the harmonic current components than the elimination strategy, even though it did not completely eliminate low order harmonics. A lower harmonic distortion factor and lower harmonic losses were consequently produced. As the operating frequency increases, the remaining harmonic components (whose magnitudes increase due to the elimination of the low order components) are more highly attenuated by the input impedance of the machine. This will counterbalance the better harmonic distribution of the half-wave symmetrical strategy, and reduce the distortion factor produced by
the elimination strategy. This applies also to the quarter-wave strategy, which controls only the magnitudes of specific low-order harmonic components.
(4) Since the new strategies depend on the operating conditions of the machine, they require a closed-loop control system to achieve the best performance.

### 9.2 Suggestions for Further Work

The investigations undertaken in this thesis have highlighted several areas for further work.
(1) The techniques developed to minimize the torque pulsations may be used in further studies aimed at improving tho machine performance to achieve smoother rotor motion and minimum positional error. Equations 6.25 and 6.27 provido a basis for these studies.
(2) Control of the fundamental voltage component may bo achieved within the PWM process by introducing ono moro degree of freedom into the optimization process [18]. Thus, for each strategy, a further switching anglo is added to the problem of maximizing the fundamental component and satisfying the constraints related to the required performance index. The process begins with the minimum fundamental component value, which is then incremented in steps up to the maximum valuo. at oach step, values of the switching angles from the provious step are used as an initial estimate.
(3) The determination of switching angles for the half-wavo symmetrical strategy, using an optimization techniquo based on the minimization of the objective function by a quasi-Newton method, proved to be inefficient. Alternativo method based on solving for the least squares of tho objective function may be more effective.
(4) At low operating frequencies and constant airgap flux operation, the on-state voltage drop of the inverter switching devices is a significant proportion of the required DC-link voltage. Simply compensating for this by a constant voltage boost of 3.5 V to the DC-iink at all operating conditions will either silghtly over-saturate the machine at light loads, or result in field weakening when the machine is fully loaded. For a precise prediction of the required DC-link voltage for all conditions, the input-output transfer relationships for the fundamental voltage and current components must be obtained. Due to the reactive power properties of the inverter, and tho voltage and current constraints of the switching devices, the direct-phase model and the analysis described in [86] may be used for consideration of this problem.
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## APPENDIX A. 1

1. Induction Motor Parameters

The experimental cage-rotor induction motor was rated at $380 / 220 \mathrm{~V} 0.56 \mathrm{~kW} 4$-pole 50 Hz , and the stator winding could be either star or delta connected. Due to supply constraints, the machine was delta connected throughout the experimental work, although its parameters were defined in terms of an equivalent star connection. The per-phase parameters for the equivalent circuit of figure 2.1(b) are

```
Stator resistance
R1 = 3.5 \Omega
Rotor resistance (referred) - R; = 3.1 \Omega
Stator leakage inductance I, - 0.0169 |
Rotor leakage inductance (referred) l; - 0.0165 |
Magnetizing inductance Im = 0.3056 H
```

with the phase parameters in equation 5.1 boing obtainod from these by

Stator phase self inductance $l_{11}-l_{1}+\frac{2}{5} l_{m}-0.2206 ~ \|$
Rotor phase self inductance $\quad l_{1 \prime}-l_{1}$ * $l_{m}-0.2202 \|$
Mutual inductance between
A1, $--\frac{1}{9} I_{m}=-0.102011$
stator phases
Mutual inductance between $\quad 11,--\frac{1}{2} l_{m}-0.1020$ II
rotor phases
stator/rotor mutual inductance $11,=\frac{?}{3} l_{m}-0.2010 \mathrm{II}$
2. DC Dynamometer

The dynamometer used was a 240 V 0.25 kW separately-oxcitod DC machine. The electromagnetic torque $T_{m}$ of tho machino is proportional to the product of the airgap fiux and the
armature current $l_{a}$. For constant excitation, as in this case, $T_{m}$ is controlled solely by the armature current $I_{a}$, when
$T_{m}=K_{\phi} l_{a}$
where the excitation constant $K$. was measured as 1.98 for a field current of 0.15A. From the conventions adopted in figuro A.1.1, the armature current $l_{a}$ is
$I_{a}=\frac{V_{T}-E}{R_{1}+R_{a}}$
where $R_{a}$ and $R_{1}$ are respectively the armature resistanca and an external series resistance, which may be combinod as $R=R_{\mathrm{a}}+R_{1}$. $V_{r}$ is the motor. supply voltage and the back omf $E$ is a function of speed given by
$E=K_{\phi} \omega_{m}$

If $E<V_{T}$, the machine is motoring and $I_{a}$ and $T_{m}$ aro positivo. If $E>V_{T}$, the machine is generating and $I_{\text {. }}$ and $T_{m}$ aro negative. There is a further operating modo whon $V$ ir 10 reversed, so that $V_{r}$ and $E$ are additive and equation A.1.2 become
$I_{a}=\frac{V_{T}+K_{\phi} \omega_{m}}{R}$

In this mode $I_{a}$ and $T_{m}$ are both negativo and tho machino is attempting to reverse its direction of rotation. This modo was chosen for loading the machine, since it was found to bo the most stable method for low speed oparation. Subrtituting Ia from equation A.1.4 in equation A.1.1 givos tho gonorated torque as
$T_{m}=\frac{K_{\phi} V_{T}+K_{4}^{2} \omega_{m}}{R}$


Figure A.1.1 Separately excited DC motor

## 3. Mechanical Loss

The mechanical losses wore determinod with tho DC machino driving the un-excited induction motor. Tho coppor and iron losses were subtracted from tho DC powor input, and tho variation of no-load output power or mochanical lossos woro obtainod with speed. The resulting torquo/spood charactoriatio 10 bhown in figure A.1.2, and fitting a socond-ordor polynomial to thia gives
$T_{f}=0.1341+2.210^{-3} \omega_{m}+3.110^{-7} \omega_{m}^{2}$

Comparing equation A.1.6 with oquation 5.20 yiolds
$T_{c}=0.1341 N m$
$K_{v}=2.210^{-3}$
$K_{\omega}=3.110^{-7}$

The very small windage constant $k_{\omega} 1 a$ duo to tho romoval of the induction motor cooling fan to allow coupling to tho incremental encoder.


Figure A.1.2 Mechanical loss / speed curve
4. Moment of Inertia

The moments of inertia of the two machinos woro moasurod uoing run-down tests [A.1-1] and were found to bo
$J_{m}=0.0032 \mathrm{~kg} \cdot \mathrm{~m}^{2}$ for the induction motor.
$J_{g}=0.0035 \mathrm{~kg} \cdot \mathrm{~m}^{2}$ for the DC machine.

References.

```
(A.1-1) Pillai, S.K. : "A First Courso on Eloctrical Drivos". Wiley Eastern Ltd., 1982.
```


## APPENDIX A. 2

## SAMPLE OPTIMIZATION PROCESS FOR THE ELIMINATION STRATEGY

The general non-ilnear optimization problem to be solved for $m$ switching angles per quarter-cycle, is to maximize tho fundamental component
$a_{1}=\frac{\sqrt{2}}{\pi} v_{d c}^{\prime}\left\{1+2 \sum_{i=1}^{m}(-1)^{\prime} \cos \alpha_{i}\right\}$
and to eliminate $m$ harmonic components with magnitudos
$a_{n}=\frac{\sqrt{2}}{n \pi} V_{d c}\left\{1+2 \sum_{i=1}^{m}(-1)^{\prime} \cos n \alpha_{i}\right\}$
such that $I_{\text {min }}<\alpha_{1}<\alpha_{2}<\alpha_{3}<\ldots . .<\alpha_{m}<\pi / 2$, whora $I_{\text {min }}$ and $\pi / 2$ are the lower and upper bounds imposed on the switching angles.

The problem was solved using NAG-Library subroutine EOdUAF, which attempts to find the minimum of a function of sovoral variables subject to fixed bounds and general equality and/or inequality constraints. It was necessary to re-arrango oquation A.2.1, whose second term is
$f_{1}=2 \sum_{i=1}^{m}(-1)^{\prime} \cos \alpha_{i}$

This trigonometric equation is periodic with a maxima of $/ 1$ and minima of $-f_{1}$, so that minimizing $-f_{1}$ maximizon $f_{1}$.

The optimization problem for 8 switching anglou por quarter-cycle can be summarised as :

Minimize
$-f_{1}=-2 \sum_{i=1}^{8}(-1)^{i} \cos \alpha_{i}$
subject to the elimination of all existing harmonic components up to the 25 th, expressed as the equality constraints
$c c(1)=1+2 \sum_{i=1}^{8}(-1)^{i} \cos 5 \alpha_{i}=0$
$c c(2)=1+2 \sum_{i=1}^{8}(-1)^{i} \cos 7 \alpha_{i}=0$
$c c(3)=1+2 \sum_{i=1}^{8}(-1)^{i} \cos 11 \alpha_{i}=0$
$c c(4)=1+2 \sum_{i=1}^{8}(-1)^{i} \cos 13 \alpha_{i}=0$
$\operatorname{cc}(5)=1+2 \sum_{i=1}^{8}(-1)^{1} \cos 17 \alpha_{1}=0$
$c c(6)=1+2 \sum_{i=1}^{8}(-1)^{i} \cos 19 \alpha_{i}=0$
$c c(7)=1+2 \sum_{i=1}^{B}(-1)^{i} \cos 23 \alpha_{i}-0$
$c c(8)=1+2 \sum_{i=1}^{8}(-1)^{i} \cos 25 \alpha_{i}=0$
and the inequality constraints

$$
\begin{align*}
& c c(9)=\alpha_{2}-\alpha_{1}-t_{\text {min }} \geq 0 \\
& c c(10)=\alpha_{3}-\alpha_{2}-t_{\text {min }} \geq 0 \\
& c c(11)=\alpha_{4}-\alpha_{3}-t_{\text {min }} \geq 0 \\
& c c(12)=\alpha_{5}-\alpha_{4}-t_{\text {min }} \geq 0 \\
& c c(13)=\alpha_{6}-\alpha_{5}-t_{\text {min }} \geq 0 \\
& c c(14)=\alpha_{7}-\alpha_{6}-t_{\text {min }} \geq 0 \\
& c c(15)=\alpha_{8}-\alpha_{7}-t_{\text {min }} \geq 0
\end{align*}
$$

The solution of equation A.2.4 converged to a minima of $-f_{1}=0.0885$, which led to the maximum magnitude of the fundamental component as
$a_{1}=\frac{\sqrt{2}}{\pi} V_{d c}\left(K^{\prime}\right)$
where $k$ - l-f is the fundamental component factor given in table 3.1.

There are various combinations of switching angles which comply with the above constraints, and it is necessary to search tho entire region ${ }^{\prime} \mathbf{I}_{\text {min }}-\frac{1}{2}$ ) for possible solutions of $a_{1}$. Sevoral different initial estimates. were therefore used with each solution being tested in terms of its effect on the dynamic performance of the drive to select the optimum set.

## APPENDIX A. 3

## TORQUE EQUATION DERIVATION

Equation 6.18 expresses the electromagnetic torque of the motor in terms of the instantaneous stator and rotor currente given in equations 6.5 and 6.6. The equation correlates the interaction between harmonic currents in producing harmonic torques. Equation 6.19, which expresses this corrolation mathematically, is derived as follows :

Substituting for $I_{1(1)}$ and $l_{\text {( } 1)}$ from equations 6.5 and 6.6 into equation 6.18 yields, for the $1 s t$ term

$$
\begin{aligned}
2 I_{s(1)} I_{r(7)} \sin \left(p \omega_{m} t\right) & {\left[\sin \left(\omega_{s} t+0_{s(1)}\right) \sin \left(7 \omega_{s} t-p \omega_{m} t-0_{r(7)}\right)\right.} \\
& +\sin \left(\omega_{s} t+0_{s(1)}-\frac{2 \pi}{3}\right) \sin \left(7 \omega_{s} t-p \omega_{m} t+0_{r(7)}-\frac{2 \pi}{3}\right) \\
+ & \left.\sin \left(\omega_{s} t+0_{s(1)}+\frac{2 \pi}{3}\right) \sin \left(7 \omega_{s} t-p \omega_{m} t+0_{r(7)}-\frac{2 \pi}{3}\right)\right]
\end{aligned}
$$

Using trigonometric manipulations and simplifying rosults in

$$
\begin{gather*}
\frac{3}{2} I_{s(1)} I_{r(7)}\left[\sin \left(2 p \omega_{m} t-6 \omega_{s} t+0_{s(1)}-0_{r(7)}\right)\right. \\
\left.+\sin \left(6 \omega_{s} t-0_{s(1)}+\theta_{r(7)}\right)\right]
\end{gather*}
$$

Similarly, the second and third terms of equation 6.18 yiold the following expressions

$$
\begin{align*}
\frac{3}{2} I_{s(1)} I_{r(7)} & {\left[\sin \left(2 p \omega_{m} t-6 \omega_{s} t+0_{3(1)}-0_{r(7)}+4 \frac{\pi}{3}\right)\right.} \\
+ & \left.\sin \left(6 \omega_{s} t-0_{s(1)}+\theta_{r(7)}\right)\right]
\end{align*}
$$

and

$$
\begin{gather*}
\frac{3}{2} I_{s(1)} I_{r(7)}\left[\sin \left(2 p \omega_{m} t-6 \omega_{s} t+\theta_{s(1)}-\theta_{r(7)}-4 \frac{\pi}{3}\right)\right. \\
\left.+\sin \left(6 \omega_{s} t-\theta_{s(1)}+\theta_{r(7)}\right)\right]
\end{gather*}
$$

Combining expressions A.3.1, A.3.2 and A.3.3 reduces to
$\frac{9}{2} I_{s(1)} I_{r(7)} \sin \left(6 \omega_{s} t-\theta_{s(1)}+\theta_{r(7)}\right)$

Thus, the harmonic torque component produced by the interaction of $I_{\text {s( }}$ ) and $I_{\text {( }}(1)$ is

$$
\begin{align*}
T_{0}\left(l_{s(1)} I_{r(7)}\right) & =-3 p l_{m} l_{s(1)} I_{r(7)} \sin \left(6 w_{s} t-0_{s(1)}+0_{r(7)}\right) & \text { A.3.5 } \\
& =+3 p l_{m} l_{s(1)} I_{r(7)} \sin \left(-6 w_{s} t+0_{s(1)}-0_{r(7)}\right) & \text { A.3.6 }
\end{align*}
$$

which is a harmonic torque time phasor rotating in a clockwiso direction at six times the supply frequency. Similarly, tho interaction between $l_{0(1)}$ and $l_{1}(1)$ produces a harmonic torquo time phasor rotating in an anti-clockwise diraction at aix times the fundamental frequency, and given by
$T_{0}\left(I_{s(7)} I_{r(1)}\right)=+3 p l_{m} I_{s(7)} I_{r(1)} \sin \left(6 \omega_{f} t+0_{a(1)}-0_{r(7)}\right)$

Equations A.3.6 and A.3.7 may be generalized for the harmonic torque time phasor produced by the interaction of two forward rotating stator and rotor current components
$T_{0}\left(I_{k+1}, I_{k r f}\right)=+3 p I_{m} I_{s(k+1)} I_{1(1 r)} \sin \left((k s f-k r f) \omega_{1} t+0_{0(1,1)}-0_{(1,1)}\right)$

In a similar manner, a general expression for the harmonic torque time phasor produced by two backward rotating compononts is

$$
T_{0}\left(I_{k+b}, l_{k r b}\right)=-3 p l_{m} l_{0(k+b)} I_{r(k+b)} \sin \left((\lambda \cdot s b-\lambda \cdot b) \omega_{,} t+0_{0(1, b)}-0_{((1, b)}\right)
$$

Finally, the interaction between forward and a backward rotating stator and rotor current components yields
 and

A.3.11

## APPENDIX A. 4

## EXAMPLE OF THE <br> HALF-WAVE SYMMETRICAL OPTIMIZATION PROCESS

This example shows how mutual cancellation betweon tho 6th-harmonic torque components produced by current components of orders ( 1,5 ) and ( 1,7 ) is achieved, using two switching angles per half-cycle (corresponding to type A PWMT2 modo). After specifying the frequency, load condition and an initial estimate of the two switching angles, the solution continuos as follows using the procedure described in section 6.5:
(1) The initial information permits determination of tho DC-link voltage, together with the fundamontal, 5th- and 7th-harmonic terminal voltage components using equationo 7.1 to 7.3, which are written as

$$
\begin{align*}
& a_{(n)}=\frac{\sqrt{2}}{n \pi} v_{d c}\left(1-\cos n \alpha_{1}+\cos n \alpha_{2}\right) \\
& b_{(n)}=-\frac{\sqrt{2}}{n \pi} v_{d c}\left(\sin n \alpha_{1}-\sin n \alpha_{2}\right) \\
& v_{(n)}=\sqrt{a_{(n)}^{2}+b_{(n)}^{2}}
\end{align*}
$$

The phase angle for $V(n)$ is obtained using equation 7.4.
(2) Equation A.4.3 is re-arranged as
$f_{1}=\frac{1}{\sqrt{a_{(1)}^{2}+b_{(1)}^{2}}}$
and NAG-library subroutine EOSUAF, which finds a minimum of a function, may be used to solvo for a minimum $/$. which corresponds to a maximum of l'(1).
(3) The stator and rotor currents $I_{0(n)}$. $I_{(n)}$ and their phaso angles $\theta_{(n)}$. $\theta_{r(n)}$ are calculated for the fundamental, 5 thand 7th-harmonic components using equations 6.7. 6.10, 7.5 and 6.11 respectively. The values are substituted into the equality constraint equations defining tho relationships between the harmonic torque components, which are then re-arranged as

$$
\begin{align*}
c c(1)=3 p l_{m}[ & I_{s(5)} I_{r(1)} \cos \left(\theta_{s(5)}+0_{r(1)}\right) \\
& -I_{s(1)} I_{r(5)} \cos \left(\theta_{s(1)}+0_{r(5)}\right) \\
& +I_{s(7)} I_{r(1)} \cos \left(\theta_{s(7)}-0_{r(1)}\right) \\
& \left.-I_{s(1)} I_{r(7)} \cos \left(-\theta_{s(1)}+0_{r(7)}\right)\right]=0 \\
c c(2)=3 p l_{m}[ & I_{s(5)} I_{r(1)} \sin \left(\theta_{s(5)}+0_{r(1)}\right) \\
& -I_{s(1)} I_{r(5)} \sin \left(\theta_{s(1)}+0_{r(3)}\right) \\
& +I_{s(7)} I_{r(1)} \sin \left(\theta_{s(7)}-0_{r(1)}\right) \\
& \left.-I_{s(1)} I_{r(7)} \sin \left(-0_{s(1)}+0_{r(1)}\right)\right]=0
\end{align*}
$$

while the minimum pulse-width ilmit is ro-arrangod os tho inequality constraint
$c c(3)=\alpha_{2}-\alpha_{1}-t_{\min } \geq 0$

For each iteration made by the optimization subroutino in searching for a local optima, the valuos of tho ewitching angles will remain within the boundary ilmite of 1 min and $N$. This requires the repetition of steps $1-3$ for the now oot of switching angles until a solution of equation A.4.4 convorgoi to a minimum value of $f_{1}$.

## EXAMPLE OF THE <br> QUARTER-WAVE SYMMETRICAL OPTIMIZATION PROCESS

This example shows how the resultant 6 th-harmonic torquo component is minimized, by imposing the same magnitudos on tho components produced by the $(1,5)$ and $(1,7)$ current components using two switching angles per quarter-cycle (corrosponding to type D PWMM2 mode). After specifying the frequency and load condition, and an initial estimate of the two switching angles, the procedure of section 6.5 is used as follows :
(1) The initial information permits determination of tho DC-ilnk voltage together with the fundamental, 5th- and 7th-harmonic terminal voltage components which using equation 6.3, may be rewritten as

$$
V_{(n)}=\frac{\sqrt{2}}{n \pi} V_{d c}\left(1-2\left(\cos n \alpha_{1}-\cos n \alpha_{2}\right)\right)
$$

The phase angles for the harmonics are elthor or $180^{\circ}$, due to the quarter-wave symmetry of the voltago wavaform.
(2) Equation A.5.1 may be re-arranged to dofino tho function

$$
\begin{equation*}
-f_{1}-2\left(\cos \alpha_{1}-\cos \alpha_{2}\right) \tag{A. 5.2}
\end{equation*}
$$

which, using NAG-Library subroutine EOAUAF, 18 golvod for a minimum $-f_{1}$ corresponding to a maximum of l'(I.
(3) The stator and rotor currents $l_{0(1)}, l_{(1)}$, and thair phane angles $O_{0(n),} O_{(n)}$, are calculated for the fundamental. 5th- and 7th-harmonic components, using equatione 6.7. 6.10, 7.5 and 6.11 respectively. Their valuod ara substituted in equations $7.8,7.9,7.12$ and 7.13 to determine the corresponding 6th-harmonic torquo compononts from

$$
\begin{array}{ll}
T_{0}(1,5)=\sqrt{\left(\Omega T_{0}(1.5)\right)^{2}+\left(9 T_{0}(1.5)\right)^{2}} & \text { A.5.3 } \\
T_{0}(1,7)=\sqrt{\left(\Re T_{0}(1.7)\right)^{2}+\left(9 T_{0}(1,7)\right)^{2}} & \text { A.5.4 }
\end{array}
$$

These two components are substituted into the equality constraint equation, which defines the requirod relationship as
$c c(1)=T_{0}(1,5)+T_{0}(1,7)=0$
while the minimum pulse-width ilmit is re-arrangod as tho inequality constraints

$$
c c(2)-\alpha_{2}-\alpha_{1}-t_{\min } \geq 0
$$

At each iteration of the optimization subroutino, when zoarching for a convergence of the solution to a local optima, tho valued of the switching angles will remain within the boundary iimita of $l_{\min }$ and $\pi / 2$. This requires the repetition of atops 1-3 for the new set of switching angles until a solution of oquation A.5.2 converges to a minimum value of -f. .


[^0]:    Figure 5.3 (c) Typical circuit topology and current transformation matrix when GTOs 345 are fired and diode 5 is conducting

