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Abstract 
A new approach to the absolute measurement of two-dimensional optical path differences 
is presented in this thesis. The method, which incorporates a white light interferometer and 
a hyperspectral imaging system, is referred to as Hyperspectral Interferometry. A prototype 
of the Hyperspectral Interferometry (HSI) system has been designed, constructed and 
tested for two types of measurement: for surface profilometry and for depth-resolved 
displacement measurement, both of which have been implemented so as to achieve single 
shot data acquisition.  

The prototype has been shown to be capable of performing a single-shot 3-D shape 
measurement of an optically-flat step-height sample, with less than 5% difference from the 
result obtained by a standard optical (microscope) based method. The HSI prototype has 
been demonstrated to be able to perform single-shot measurement with an unambiguous 
352 µm depth range and a rms measurement error of around 80 nm. The prototype has also 
been tested to perform measurements on optically rough surfaces. The rms error of these 
measurements was found to increase to around 4× that of the smooth surface.  

For the depth-resolved displacement field measurements, an experimental setup was 
designed and constructed in which a weakly-scattering sample underwent simple 
compression with a PZT actuator. Depth-resolved displacement fields were reconstructed 
from pairs of hyperspectral interferograms. However, the experimental results did not 
show the expected result of linear phase variation with depth. Analysis of several possible 
causes has been carried out with the most plausible reasons being excessive scattering 
particle density inside the sample and the possibility of insignificant deformation of the 
sample due to insufficient physical contact between the transducer and the sample.  

 

Keywords:. Hyperspectral interferometry, Single-shot measurement, Profilometry, Depth-resolved 
displacement field measurement, Absolute distance measurement, Phase measurement, Low 
Coherence Interferometry, Optical Coherence Tomography 
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List of Nomenclature 

),( yx  Spatial coordinate (2-D) 

),( cc yx Offset (2-D) coordinates 

a CCD pixel size 

A cross section Area 

eA Absorptance of the etalon 

α Incident beam angle of the grating 
b distance from grating to microlens array 

β Diffracted beam angle of the grating 

c speed of light 
d Distance from object to the scattered wave detector 

1D Mass density of the resin 

2D Mass density of the scattering particles 

fd Depth of field 

id Image size 

od Object size (equiv.to field of view) 

oD Effective aperture size of object lens 

spd speckle size at the image plane 

spD speckle size at the sample 

δβ1 change in diffracted beam angle due to the change in 
wavelength δλ 

δβ2 Angular deviation of the rays coming from two points on 
the object separated by do

kδ Free Spectral Range in k axis 

λ∆ Bandwidth of the lightsource 

δλ Increment change in wavelength 

( ) fsr0λ∆ Free Spectral Range (expressed in wavelength) 

( ) fwhm0λ∆ Full Width Half Maximum (spectral width) of an etalon’s 
transmission peak (expressed in wavelength) 
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( ) fsr0υ∆ Free Spectral Range (expressed in frequency) 

φ∆ phase shift of the interference signal due to the 
wavenumber shift k∆

( )ni z1φ∆ Phase difference between the  ith and 1st voltage image of 
the nth depth layer 

eδ Phase difference between two successive transmitted rays 
from the etalon 

)(zδ Delta dirac function 

z∆ Depth range 

zδ Depth resolution 

'zδ Depth resolution after windowing 

k∆ Light source bandwidth in k axis 
E Applied electric field 

0ε Electrostatic permittivity of air/vacumm 

rε Relative permittivity 

η Filtering constant (e.g. Hanning filter η=2) 

F Force 

f Focal length of a lens 

eℑ Finesse of the etalon 

#f f-number of the lens 

if Focal length of imaging lens 

kf Fringe frequency in k-axis 

Lfµ
Focal length of each microlens’ lenslet 

of Focal length of object lens 

),( krFS Scattering potential 

ℑ Fourier transform operator 

eℑ Finesse of the etalon 

Lfµ
Focal length of microlens 
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)(kG Light source spectral distribution 
g Grating density (grooves/mm)

)(rGH Free space Green’s function 

)(~ zG Fourier transform of )(kG

)(~
12 τγ Complex degree of coherence between two lightwaves 

( )yxh , Height distribution 

0h distance from the sample datum surface to the plane of 
zero OPD 

exph Experimental height distribution data 

fith Fitting plane to the height distribution 

)(kH Magnitude of Fourier transform of ),,( kyxI

),( yxH p Magnitude of the peak of Fourier transform of ),,( kyxI

sh Height distribution after smoothing operation 

),,( zyxI Intensity (2-D) distribution 

),,( kyxI Hyperspectral image volume 
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)(ziD Fourier transform of )(kID

iI Incident intensity of the etalon 
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tI Transmitted intensity of the etalon 

( )ni zI~ Fourier transform of the ith voltage image of the nth depth 
layer 

)(~ zI Fourier transform of I(k)
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k Wavenumber 
K Backscattered wave vector 
k(i) Incident wave vector 
k(s) Scattered wave vector 

ck Shift of k (for weighting function (W(k) )

CL Coherence length 

Lcoupling Loss due to power coupling from the etalon back to the 
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Linsertion I insertion loss of the optical isolator 
Lisolator (λ) Wavelength-dependent loss of the optical isolator unit 
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λ Wavelength 

0λ Wavelength of light in air/vacuum 

λ Mean wavelength 
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Uλ Upper limit the lightsource’s bandwidth 
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m Diffraction order 
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kN Number of (spectral) sub-images 
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yN Number of pixels along the CCD spectral axis 

zN number of zero crossings occurring due to the 
wavenumber shift k∆

υ Light frequency 
),( yxo Smoothing (filter) kernel 

P Polarised charge per unit area 
φ Phase 

0φ Initial phase distribution at depth z = z0

eφ Phase shift due to the reflection of the light from the 
etalon surface 

eφ phase shift due to the reflection of the light from the 
etalon surface 

jφ Phase of the jth layer inside the sample 

0jφ phase change due to reflection at the thj layer 

0jφ Initial random phase of the jth layer inside the sample 

Φ Applied voltage 
r Coordinate of the illuminating lightwave 

CR Radius of curvature of each microlens’ lenslet 

eR Reflectance of the etalon 

r′′′′ Coordinate within the sample illuminated by the incident 
wave 

Rr Reflection coefficient of the reference mirror 

RR Reflected power from reference mirror 

Smr Reflection coefficient of the mth depth layer of the sample 

SmR Reflected power from the mth depth layer of the sample 

spr Scattering particle radius 

Re[…] real part of ),,(~ zyxI
ρ detector responsivity 

),( yxS Optical path (2-D) distribution 
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( )nm yxs ,1 Sum of the interference intensity of the pixel at (xm,yn)
along the k axis 

( )nm yxs ,2 Sum of the object and reference intensities of the pixel at 
(xm,yn) along the k axis 

xs Transversal strain (x-direction) 

zs Axial Strain (z-direction) 

σ Standard deviation (rms error) 
Σ Stress (pressure/area) 

eT Transmittance of the etalon 

et Thickness of the etalon 

pt Thickness of the plastice 

θB blaze angle of the grating 

tθ transmitted light angle relative to the etalon’s normal 

u Amplitude of the complex lightwave 
)(iU Complex incident lightwave function

)(iu Amplitude of the complex incident lightwave function 

RU Reflected complex lightwave from reference mirror 

SU Complex scattered lightwave function 

Su Amplitude of the complex incident lightwave function 

zu contraction in the axial direction 

U Complex lightwave function 

)(kW Weighting function 

w width of the plastic 

)(~ zW Fourier transform of weighting function W(k)

Y Young’s (elasticity) modulus 
z Depth axis/ depth coordinate 
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jz optical depth of the thj depth slice relative to  the 
reference wavefront 

Mz Maximum allowed distance before fringe aliasing occurs 

Rz distance traversed by the reference wave 

Smz distance traversed by the object wave from the mth depth 
layer of the sample 
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Chapter 1  
Introduction & Research Overview 
 

1.1. Introduction  
Optical-based measurement methods have been indispensable techniques in the field of 
measurement technology. The non-contact nature of the methods avoids a significant 
problem in the measurement of responses of a component to applied loads - the fact that 
the gauging not only takes the reading but also potentially loads the object itself and thus 
adversely alters the measurement [1]. Of the wide range of optical-based measurement 
methods, interferometry offers advantages including full-field acquisition, accuracy to 
within a small fraction of the wavelength used [2,3] and the capability of performing both 
surface and depth-resolved (sub-surface) measurement. 

In the field of surface profiling the conventional laser interferometer has been long used for 
three dimensional shape measurements. Shapes having a smooth surface, where height 
variations between adjacent measurement points are less than one quarter of the 
wavelength used, can be accurately measured using an interferometer that employs light of 
a single wavelength, such as a laser interferometer. There exist, however, objects 
possessing surface height gradients that are larger than this, for example rough objects or 
objects with surface steps. For these, conventional monochromatic interferometers have 
difficulty in determining the height distribution because the interference pattern becomes 
discontinuous and – in the case of rough surfaces - the reflected light is ‘speckled’ and the 
interference fringes may no longer be visible [2,4,5]. 

Another type of interferometry configuration, called low coherence interferometry (LCI), 
has been developed to avoid the problem of laser interferometry mentioned above. In LCI 
a broadband, polychromatic, and hence low (temporal) coherence light source is used in 
place of the conventional single wavelength light source such as a laser [6,7,8,9]. 

One of the most widely-used forms of LCI for surface measurement is the Scanning White 
Light Interferometer (SWLI) where a white light source is in use [2,7,10,11] to replace a 
laser as the probing light. This type of interferometer is now manufactured commercially 
by large optical metrology vendors such as Veeco and Zygo. In contrast to conventional 
laser interferometers, where the surface height distribution may be derived from a single 
recorded interference fringe pattern (or interferogram), generating the fringes in white light 
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interferometry may be a difficult task [12,13]. The fringes can only be observed when the 
optical path difference between the two interfering beams is within a small distance range 
called the coherence length or gate [2,14,15,16]. Instead of directly deriving the height 
distribution from the interferogram, in SWLI the height of a point on the object’s surface is 
measured by how far the object or the optical component (usually a mirror) has been 
moved to achieve an OPD equal to zero. This is normally at the point where the fringe 
visibility becomes a maximum at the pixel of interest [11,12,17]. Height measurement in 
SWLI is sometimes also called absolute height measurement since it eliminates the 
ambiguity in surface profiling that is normally encountered in conventional laser 
interferometry [16,18,19] . 

In LCI, aside from using a broadband source where multiple wavelengths can be present at 
the same time, it is also possible to illuminate the object sequentially with light of different 
wavelengths [20]. This technique is called wavelength scanning interferometry (WSI) and 
it became possible due to the increasing availability of light sources capable of sequentially 
emitting a certain range of wavelengths, such as a tunable laser. Such light sources are, 
however, often very expensive and frequently undergo mode hops during operation 
[18,21]. Even if a mode-hop free laser is used, besides being expensive, such light sources 
tend also to be bulky and inconvenient for industrial applications  [22]. 

Within the last 15 years, LCI-based methods have also been developed to provide 
measurements from under an object’s surface, aimed particularly at scattering media. This 
class of LCI methods is called Optical Coherence Tomography (OCT) [23,24]. In OCT a 
broadband light source is used as in traditional LCI. Superluminescent LEDs have become 
a light source of choice in such applications because of their combination of high spatial 
coherence and low temporal coherence. The basic concepts underlying LCI and OCT are 
the same, although the terminology has become fragmented due to the different 
applications (engineering for LCI, medical for OCT). OCT also tends to be used as a point-
wise measuring technique, with mechanical scanning used to provide volume information, 
although parallel versions similar to traditional LCI are also sometimes used [19]. 

The development of OCT, and therefore of LCI as well, in general followed two main 
paths: the time domain and Fourier domain [17,19,25] techniques. The later (Fourier-
domain) technique removes the need to move a component (either the object or reference 
mirror), as usually encountered in the time-domain counterpart for depth detection [19,26]. 
In the time-domain technique, image frames at several different positions of the mirror or 



	��
�

object must be taken before processing can be performed to retrieve the sought depth 
information. In spectral OCT, instead of a moving mechanism, a spectral dispersing 
component, such as a diffraction grating, is employed. This becomes possible as the height 
information is not retrieved from the distance where fringes are detected, but from 
dispersed spectral components where the depth information is encoded [24,27,28]. Hence 
spectral OCT enables one to take only single frame [29] to measure the depth distribution 
along a line, provided that the detected spectral resolution is sufficient to retrieve the 
height to the desired precision.  

Another feature of OCT is its spatial and depth resolution decoupling properties [19]. In 
conventional optical imaging, the improvement in lateral resolution comes at the expense 
of detail degradation along the longitudinal axis due to increasing defocus [30]. In OCT 
this capability can be used in microscopy to increase both resolutions at the same time. In 
fact, an OCT scanner itself can be considered as a combination of a single spatial mode 
confocal microscope, capable of performing optical sectioning, and range-gating 
instrument [23,31,19]. The term Optical Coherence Microscopy (OCM) is sometimes used 
to describe the implementation of OCT using high numerical aperture (NA) lenses [23]. 
The use of a high NA objective creates smaller lateral resolution that in turn decreases the 
focal volume to provide enhanced scatter rejection of out-of-focus light [23,32]. OCM is 
usually implemented using one of three interferometric microscopy set-ups [33]: 
Michelson, Mirau [34] and Linnik. Among these three set-ups, the Linnik uses the highest 
NA objective, thus offers the smallest lateral resolution among the three OCM 
configurations. The Linnik-based OCM however is more sensitivity to mechanical 
disturbance than the other two configurations [33]. 

 

1.2. Goal of the research work 
The goal of this research work is to build an optical measurement prototype based on Low 
Coherence Interferometry (LCI) capable of measuring either (a) the three dimensional 
shape of an opaque object (i.e., surface measurements) or (b) depth-resolved (sub-surface) 
displacement fields of a weakly-scattering object within a single shot. The method 
represents the extension to an area-based sensor of an interferometric system which 
measures depth displacement along a line as proposed by Ibarra et al [35], and one 
dimensional shape measurement as proposed by Schwider and Zhou [36]. The LCI is 
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implemented using a Linnik interferometric microscope configuration with Fourier-based 
depth measurement, benefiting from the two advantages described in the previous section.  

Details of the motivation behind this goal, as well as the novel features of this research, 
will be outlined following the report on the literature search presented in Chapter 2. 

 

1.3. Relationship to past work 
This research is the continuation of past work in depth-resolved 3-D measurement using 
LCI performed in the Optical Engineering Research Group of the Wolfson School of 
Mechanical & Manufacturing Engineering at Loughborough University. The first proof-of-
principle experiments of the measurement of depth-resolved whole-field displacements by 
means of wavelength scanning interferometry were reported in Ref [6]. Details of the 
concept, and the theoretical and mathematical background of the system were presented in 
a subsequent article [24]. Recently a double shot Spectral Optical Coherence Tomography 
(SOCT) system to measure depth-resolved out-of-plane displacement fields through the 
thickness of a sample was described, with displacement sensitivity around two to three 
orders of magnitude better than the depth resolution of state-of-the-art OCT systems [35]. 
This was subsequently extended to the measurement of in-plane displacement fields [37]. 

In parallel to the successful experiments of LCI for sub-surface depth and displacement 
field measurements, another potential application of LCI for surface and 3D shape 
measurement is also being pursued. The current state-of-the-art for LCI profilometers is 
based on Scanning White Light Interferometry (SWLI), where the object must be scanned 
through the depth direction. Whilst moving, a number of interferogram frames must be 
captured in order to detect the occurrence of the peak in the fringe visibility that 
corresponds to the location of the depth. It will be a significant advance, for the reasons 
described in depth in the next chapter, if the need for the translation mechanism can be 
removed. Recognizing the ability of Fourier/spectral domain LCI or OCT to perform depth 
measurements without the necessity of mechanical scanning, this research is aimed at 
constructing a prototype of a spectral-based LCI setup capable of performing 3-D shape 
measurement in a single shot. 

Part of the results of this research, on the single-shot profilometry application, has been 
published in May 2010 [38].  
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1.4. Organization of the thesis 
This thesis is organized as follows: 

a. Chapter 1: Introduction  

A short description of the motivation behind the research, a brief summary of the 
pertinent past work carried out by other researchers, the goal of the research, 
relevancy and relationship to the past work conducted in the group. 

b. Chapter 2: Literature review & novel features provided by the research 

A more thorough description of the literature review which leads to the 
identification of the novel ideas underlying this work. 

c. Chapter 3: Optical Configuration 1: Microlens-based Low Coherence 
Interferometer 

Presentation of the first prototype, details of the design, the components, set-up 
construction & alignment, testing the set-up with real object and evaluation on the 
results leading to the new design set-up. 

d. Chapter 4: Optical Configuration 2: Etalon-based Hyperspectral Interferometer  

This chapter describes the current prototype which was developed to avoid the 
problems encountered by the previous design, identification of the possible causes 
of the first configuration failure, establishing the new design of the prototype, set-
up construction and alignment.  

e. Chapter 5: Data Analysis  

Description of the steps to extract the information starting from the recorded 
interferogram, creating the 3-D stack of sub-images, Fourier transformation of the 
data, and a description of problems encountered in spectral peak detection along 
with a suitable suppression method. 

f. Chapter 6: Experimental results 1: Opaque surface profilometry  

This chapter analyses the performance of the current set-up in performing 
profilometry measurements of both a planar and a stepped object and analysis of 
the set-up leading to some important performance parameters, e.g. depth range, 
depth resolution and others.  
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g. Chapter 7: Experimental results 2: Diffuse object  

A subsequent test of the prototype is the use of a diffuse/semi-transparent sample to 
evaluate the prototype performance for depth-resolved (sub-surface) measurements. 

h. Conclusion and future work 

This chapter concludes the thesis with a summary of the research work undertaken 
and suggestions and plans for future work.  
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Chapter 2  
Literature Review & Novel Features of the Research 
 

This chapter summarizes the results of a literature search carried out in order to identify 
other reported work in the field of interferometric profilometry and depth-resolved 
measurement. Following the exposition of the literature review the novel features of the 
research are formalized along with the motivation behind the research goal described in 
Chapter 1. 

 

2.1. Single wavelength interferometry and its limitation 
The interference of two or more waves can be utilized to investigate various properties of 
an object. In shape and depth measurement, interferometry normally involves measuring 
the phase differences between two waves. Therefore Briers defines interferometry as “the 
art of using the interference phenomenon to measure phase differences between two 
waves” [39].  

An expression for the recorded interferogram is derived as follows [40]. If the two waves 
are assumed to be plane with single wavelength λ (monochromatic), they can be 
represented with complex notations 1U and 2U as follows: 

 


 


 +−= λ
δωπ 1

11 2exp tiuU , (2-1) 

 


 


 +−= λ
δωπ 2

22 2exp tiuU , (2-2) 

 

where uj and δj are respectively the amplitude and optical path length (from the source) of 
wave j (j = 1,2). In relation to two-beam interferometry in surface and depth measurements 
the subscripts j = 1,2 refer to the light waves from reference and sample arms, in which the 
properties of the light wave in the sample arm are altered due to the presence of the object 
whilst the wave in the reference arm undergoes no alteration. 

The detector will record the time-average intensity I given by [41]  
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{ }*
21Re2

1 UUI = , (2-3) 

 

where the superscripted asterisk denotes complex conjugate. The detected interferogram 
can thus be written as 

 [ ]),(cos2),( 2121 yxkSIIIIyxI ++= , (2-4) 

 

where 21),( δδ −=yxS is the optical path length difference between two waves, λ
π2=k is 

the wavenumber and 2
2
1

1
uI = , 2

2
2

2
uI = are the intensities of waves 1 and 2, respectively. 

In the case that both waves are derived from the same source such that 021 III == , Eq.2-4 
can be written as 

 


= ),(2cos4),( 2
0 yxSkIyxI . (2-5) 

 

As seen in Eq.2-5 the phase term of the interference pattern (the argument of the cosine 
term) is dependent on ),( yxS , the optical path length difference between the two waves.  

If one of the beams is directed onto the object’s surface while the other remains 
undisturbed, the quantity ),( yxS in Eq.2-5 is proportional to the height distribution of the 
object’s surface under investigation, ),( yxh , given by 

 θcos),(2),( yxhyxS = , (2-6) 

 

where θ is the angle between the two wavefronts. The height distribution is related to a 
variable called the (integer) fringe order ),( yxN as 

 ),(cos2),( yxNyxh θ
λ= . (2-7) 
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Substituting Eqs.2-6 and 2-7 into Eq.2-4 yields 

 [ ]),(2cos2),( 2121 yxNIIIIyxI π++= . (2-8) 

 

If the angle between the two waves, θ , is very small then 1cos ≈θ . Therefore if the fringe 
order information ),( yxN can be extracted from interferogram ),( yxI then the surface 
height distribution ),( yxh can be calculated using Eq. 2-7.  

The determination of surface profile using fringe order works well for continuous surfaces, 
i.e. surfaces with height variations less than λ/4 between adjacent pixels. There are 
surfaces however where the height gradient is larger than λ/4 pixel-1, usually called 
discontinuous surfaces, where the fringe order becomes discontinuous and can no longer 
be uniquely determined. This is illustrated in Fig.2.1. 

 

Figure 2.1. Fringe number ambiguity in single-wavelength interferometry when the step height is 
larger than λ/4 (figure taken from Ref  [42]) 
 

This ambiguity problem is inherent in monochromatic interferometry, and can be seen 
directly from the expression for the interference pattern . As can be seen from Eq.2-8, the 
interferogram is essentially a cyclical function, so that the phase is wrapped within the 
interval [-π,π]. This leads to a 2π phase ambiguity problem [2,5,43]. Furthermore, a priori 
knowledge is required to identify the sign of the phase due to the even property of cosine 
function (cos φ = cos(-φ)) [4]. The wrapped phase interval [-π,π] corresponds to a surface 
height range of ±λ/4 [44], thus monochromatic interferometry is capable only of measuring 
height without ambiguity for surfaces where the height variation is less than a quarter of 
the wavelength [4,22,45,46] between any two adjacent pixels, as indicated in Fig.2.1.  
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A method called FDA (Frequency Domain Analysis) has been proposed by De Groot to 
analyse the phase ambiguity problems of the monochromatic interferometer [11,12,44]. 
The method stems from the fact that non-monochromatic, i.e. broadband or polychromatic, 
light waves can be decomposed into monochromatic components. Essentially FDA 
provides an alternative way to view the relation between OPD and wavenumber k. If the 
roundtrip optical path difference (OPD) between two beams, due to the surface profile, is S
then the phase φ can be expressed as 

 OkS φφ += , (2-9) 

 

where 0φ is the phase offset. The linear relation between phase φ and wavenumber of the 
source light k in Eq.2-9 can be plotted and the sought OPD is equal to the gradient of the 
line  

 kS 0φφ −= . (2-10) 

 
The periodic characteristic of the interferogram phase, due to the cosine term as seen in 
Eq.2-4, implies that for a particular value of k there could exist more than one phase 
value. Consequently there will be more than just one line as well as the gradient value 
leading to ambiguity in determining the OPD.  

The ambiguity situation above is interpreted in the method as the insufficiency of k values 
to uniquely define the slope of the line. This is depicted in Fig.2.2. If more k values are 
available in the frequency domain, then there would be only one possible line and 
consequently a unique gradient value can be obtained. This can also be interpreted as the 
more monochromatic waves that are available for measurement, the more accurate the 
resulting OPD or height measurement that can be expected. 
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Figure 2.2. (a) height determination ambiguity in single wavelength interferometry, (b) multiple 
wavelength or k values can uniquely define a line and avoid phase ambiguity (figure adapted from 
Ref. [44]) 
 

Another issue that needs to be addressed in measurement of rough surfaces using a 
conventional laser interferometer is the speckle effect, as a consequence of the high 
temporal coherence property of lasers. Speckle is well known to degrade the measurement 
accuracy [47]. On the other hand incoherent illumination produces almost unnoticeable 
speckle [48], thus a broad-band based interferometer may be expected to suppress this 
shortcoming. 

 

2.2. Low Coherence Interferometry 
 The previous illustration of frequency domain analysis suggests that for measurement of 
discontinuous surfaces, the use of more than one wavelength will be advantageous to some 
extent to alleviate the phase ambiguity problem. 

Two wavelength interferometery has been used for many years [49,50,51], in which an 
equivalent wavelength synthesized by this set-up is much longer than that of a 
monochromatic interferometer. The equivalent synthetic wavelength eqλ is given by 
[49,50,51]  
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λλλ −=eq  ,        (2-11) 

 

where 21,λλ are the two monochromatic wavelengths. Typically the difference between 1λ
and 2λ is chosen to be small to increase eqλ . The range of unambiguous measurement can 
therefore be extended up to the height equal to the new synthetic wavelength [52]. 
Extension to more than two discrete wavelengths has been reported as well [53]. 

Rather than employing several discrete wavelengths, the use of a continuous, broadband 
light source has become the main alternative to monochromatic interferometry. In this type 
of interferometer, a low (temporal) coherence light source is used.  

Since conventional monochromatic interferometry only involves a single wavelength, as 
seen in Eq. 2-4 the wavelength or wavenumber variable is merely a constant. The 
interferogram equation in Eq. 2-4 depends only on the optical path length difference (OPD) 
between reference and object arms. In LCI, however, as multiple wavelengths are 
involved, the integration over wavelength or wavenumber k values must be carried out for 
the wavelength-dependent variables. This includes the OPD which might be dependent on 
the wavelength for a dispersive medium [19,54]. Eq. 2-4 therefore becomes [54]  

 ( ) ( ) 



+= ∫∫ ∞

∞−

∞

∞−
dkkyxkSkGdkkGckI ),,(cos)()(2π , (2-12) 

 

where c is the speed of light in a vacuum. The relation between the two variables is 

λυ /c= and ck πυ2= where υ is the optical frequency. ( )kG is the spectral distribution 

of the light source. In Eq. 2-12 the OPD between reference and object arms ),( yxS , which 
is independent of optical frequency or wavelength in Eq. 2-4, is written as );,( kyxS . This 
is to take into the account of the possibility of wavelength-dependent OPD if dispersive 
materials or components are in use.  

White light, which is easy to generate and contains a continuous range of wavelengths, 
becomes one of the most suitable choices for LCI. Several references use the term “White 
Light Interferometry (WLI)” interchangeably with LCI (see, for example, refs [2,55,56]). 
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WLI has been used to increase the low resolution compact spectrograph (using a 
diffraction grating with density 600 lines/mm) by invoking the dispersion characteristics 
and thickness of a beam splitter or the object [57]. 

In recent years, however, the preferred light source for LCI has shifted to 
Superluminescent Light Emitting Diodes (SLD) in place of ordinary white light sources. 
Compared to ordinary thermal or white light sources of similar dimensions, SLDs typically 
offer a higher power output, up to tens of mW, compared to a fraction of µW for thermal 
or white light sources, as well as lower spectral width (see for example table 1 of Ref [19] 
for details). The smoother Gaussian spectra of SLDs compared to those of thermal or white 
light sources also offer lower noise [58]. The relatively low cost of SLDs currently makes 
this diode the preferred LCI light source option in many cases. 

The illumination with broadband light in LCI can be carried out sequentially or in parallel. 
The sequential technique is also known as the wavelength scanning method [24,59]. 
Typically the parallel presence of broadband light is distinguished in two major schemes: 
time and frequency domain. As a scanning mechanism is required in a time-domain-based 
system to detect the fringes, sometimes the time-domain method is also called the scanning 
method [12,44]. Since frequency-domain-based LCI makes use of different spectral 
components for the analysis, the method is also referred to as Fourier-based [60] or 
spectral LCI [26,61].  

In terms of the range of depth detection, LCI has been developed not only for surface but 
also for sub-surface measurement. This special class of LCI is called Optical Coherence 
Tomography (OCT) [19,24,62]. Lexically the word “Tomography” means a method of 
producing a three-dimensional image of the internal structures of a solid object (as the 
human body or the earth) by the observation and recording of the differences in the effects 
on the passage of waves of energy impinging on those structures [63]. It therefore implies 
that this device was developed mainly for detecting and measuring subsurface depth fields 
within a scattering medium, to distinguish somewhat from ‘ordinary’ LCI. It is not 
surprising that OCT has found rapid development for biological-related and medical 
diagnostic applications (for example: see a compendium of medical OCT applications in 
the last 13 chapters of ref [58]) since biological tissues usually are scattering media. OCT 
has been implemented in wavelength-scanning-based [6,24], time-based [64,65], and 
spectral-based [25,26,35,66,67] forms. Commercially available OCT scanners were 
initially time-based instruments and have been widely used as eye diagnostic tools in 
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ophthalmology [66], although spectral and wavelength scanning versions (sometimes 
called ‘swept source OCT’) are also now commercially available.  

The generic designs of two major OCT configurations, the time and spectral-based set-ups, 
are shown in Fig.2.3. 

(a) (b) 

Figure 2.3. Generic OCT set-up in (a) Time domain, (b) Fourier domain. The parallel lines in the 
sample are to represent layers under the object’s surface. The light source is a broadband one 
(figures taken from Ref.[62]) 
 

Only a few articles have been found for non-medical or biological applications of OCT. 
These include, for example: (i) a new technique to read multilayer optical disks that can 
increase the data density storage [68], (ii) the study and non-destructive evaluation of 
Polymer Matrix Composite materials [69], and (iii) profiling of MEMS silicon V-grooves 
[70]. 

 

2.2.1. Time Domain LCI  
Generating interference patterns using broadband light, however, is not an easy task. 
Interference fringes cannot be observed at all OPD values but only when the value is close 
to zero or when the OPD matches to within the coherence length of the light source 
[2,14,71,72,73]. In order to achieve zero or near-zero OPD, either the object or the 
reference mirrors are linearly scanned, or moved at a constant rate. This is the reason why 
several references call time domain LCI Scanning White Light Interferometry (see for 
example Refs [11,12,44,74]). The continuous high amplitude fringe signal for every OPD 
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value, normally observed in monochromatic interferometry, becomes enveloped around the 
zero OPD position in time domain LCI.  

The envelope that modulates the fringes in WLI is due to the fact that white light can be 
considered to consist of a large number of monochromatic components. This is illustrated 
in Fig. 2.4. These components are normally out of phase with one another and hence tend 
to cancel each other out. Only at or near to zero OPD do the fringes from each spectral 
component align with respect to each other. 

 

Figure 2.4. The white light fringe envelope can be considered as the incoherent sum of its 
components (figure taken from Ref [75]) 

 

This phenomenon can be explained mathematically as follows: the interferogram 
expression in Eq.2-4, can be also written as [2] 

 { })cos(),,(1),(),( 0 φφ ∆+= yxVyxIyxI , (2-13) 

 

where 210 ),( IIyxI += , and ),(2 yxSλ
πφ =∆ . The quantity ),,( φyxV in Eq.2-13 is called 

the visibility or fringe contrast. This quantity varies much more slowly with the OPD that, 
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in turn, acts as the envelope of the more rapidly varying cosine of the phase difference φ∆ .
Visibility is defined as [2] 

 )(~2
),(),(
),(),(),,( 12

21

21
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minmax τγφ II
II

yxIyxI
yxIyxIyxV
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=

+
−= (2-14) 

 

where 2121max 2 IIIII ++= , 2121min 2 IIIII −+= and )(~
12 τγ is the complex degree of 

coherence.

As seen in Eq.2-14 the visibility is dependent on a quantity called the complex degree of 
coherence )(~

12 τγ . It has been derived in various texts (e.g [72,76,48]) that the complex 
degree coherence )(~ τγ is given by 

( )
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2
2
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21

12

)()(~
UU

tUtU

+

++
=

ττ
τγ , (2-15) 

 

where )(1 tU and )(2 tU are the complex temporal amplitudes of the light waves from both 
interferometer arms, and τ is the coherence time given by  

 c
yxS ),(=τ , (2-16) 

 

where c is the speed of light and S(x,y) is the OPD between the two interferometer arms. 
For coherent light 1)(~

12 =τγ [2,77], and setting 021 III == in Eq.2-14, yields ),,( φyxV
=1. Eq.2-13 is then simplified to Eq. 2-4. But for partially coherent or incoherent light, 
such as white light, )(τγ is less than unity. For a non-monochromatic light source it has 
been also derived in various standard optics texts [72,76,48,78] that the complex degree of 
coherence is related to the light source’s power spectral density G(k) as 

 )()(~ kGz →←ℑγ , (2-17) 
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where the notation ℑ denotes Fourier transform.  

Typically the broadband light source used in LCI has a Gaussian spectral density. Using 
Eq.2-17 and basic Fourier transform relation pairs the corresponding degree of coherence 
of the light source is also Gaussian. This is shown in Fig.2.5. Note that the corresponding 
wavenumber for the 840 nm centre wavelength is kC = 2π/λC = 7.4799×10-3 rad/nm 

 

Figure 2.5. The Gaussian power spectral density G(k) of a SLED with centre wavelength λC=840 
nm and bandwidth ∆λ=50 nm (left), and the corresponding Fourier transform (degree of coherence) 
(figure adapted from Ref [78]) 
 

It can be observed in Fig.2.5 (r.ight) that the peak of the coherence function occurs at the 
origin, i.e. when z = 0, or when OPD, is equal to zero. Hence in a low coherence or white 
light interferometer, zero OPD gives the highest visibility, and in turn the clearest observed 
fringes.  

There exists, however, an OPD range called the coherence length CL where reasonably 
high visibility fringes can still be acquired. The coherence length is related to the mean 
wavelength λ and spectral width of the light source λ∆ by [2] 

 λ
λ

υ ∆=∆=
2cLC , (2-18) 
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where υ∆ is the frequency width of the light source, and related to λ∆ through 

λυυ ∆≈∆ c
2

. Coherence length in LCI determines the measurement parameter called 

depth resolution. This is because the measurement in an interferometric system is based on 
the occurrence of fringes, and a high fringe visibility occurs only when the magnitude of 
OPD is smaller than the coherence length.  

As shown in Eq. 2-18, depth resolution is inversely proportional to the spectral width of 
the light used in the measurement. Thus the use of broadband or low coherence light can 
increase the depth measurement accuracy, as has been previously shown by the FDA 
method. The near-zero OPD requirement, however, stipulates the use of a high precision 
moving mechanism to scan the depth axis so as to detect the occurrence of the fringe with 
the highest contrast [22,79].  

Despite this constraint, the use of scanning WLI (SWLI) has been widely reported to 
achieve very good accuracy in measurement and profilometry applications. A 30 µm
thickness film measurement with resolution less than 1 µm has been achieved using white 
light as long ago as 1972 [14]. Using LCI, in vivo measurement of eye length [64] and eye 
cornea thickness [80] have been carried out. A technique called coherence radar, which is 
essentially a LCI set-up using white light, has been able to map the 3D surface profile with 
depth range of 90 µm [65]. In terms of precision, a measurement repeatability of 0.5 nm 
r.m.s for a surface height range of 100 µm has been achieved by De Groot & Deck [11]. 
Lower repeatability of 10 nm but for a lower step height of 20 µm was reported in spite of 
the insufficiently (sub-Nyquist) sampled data [11,74]. By using two AOM (Acousto-Optic 
Modulators) to produce a heterodyne signal and spherical mirrors, a tandem scanning WLI 
has been able to measure surfaces with reflectivity smaller than 10-4 [81]. Contrast 
variation or spectral density function based measurements have been also developed to 
solve the problem of inaccurate peak detection of the interferogram envelope [82]. This 
method is suitable if the desired depth resolution is not in the nanometer range. A WLI 
scanning microscope implemented in a Linnik set-up has been reported to measure deep 
grooves of depth 50 µm with resolution better than 1 nm after processing the phase 
information [33]. Reconstruction of the visibility function as an aid to detecting the highest 
contrast can be carried out by adding λ/2 and λ/4 plates and measuring the intensity at the 

center of fringe pattern corresponding to phase differences of 2,4,0 ππ and π4
3 radian [83]. 
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Care must be taken, however, if the surface is covered by a thin transparent film. Each 
interface between layers will introduce an additional phase shift to the probing beam [27]. 
The interfaces can also introduce a change in the surface spectral reflectance that can shift 
the fringe visibility peak. As a result the peak visibility position no longer corresponds to 
the correct zero OPD [84]. This effect must be taken into consideration particularly when 
the layer thickness is in the order of, or less than, the coherence length of the white light 
source [84]. 

 

2.2.2. Spectral-based LCI 
The need for a longitudinal moving mechanism can be avoided by utilizing the spectral 
information of the reflected light from the object. The terms SRWLI [85] and SAWLI 
[61,86], which stand for Spectrally Resolved and Spectroscopic Analysis White Light 
Interferometer, respectively, have been coined for this method. 

This principle has been exploited by Schwider who used a dispersive grating to replace the 
moving mirror [36], as shown in Fig.2.6. The interference pattern of the light coming from 
reference and object surfaces was dispersed by the grating. For each of the white light’s 
spectral components, a maximum intensity occurs when the OPD between the reflected 
light from the object’s surface and the reference wave is an integral multiple of the 
wavelength, i.e. 

 ( ) jjmh λ+= 02 , (2-19) 

 

where j and m0 are integers, λj is the wavelength of the corresponding maximum intensity 
and h is the surface depth. Without derivation, the surface depth h is given as [36]  
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where n the number of resolvable wavelengths by the detector and kj is the corresponding 
wavenumber of the maximum intensity. 
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Figure 2.6.. Schematic components of a dispersive interferometric profilometer (figure adapted 
from ref. [36]). WL = White Light source, Obj = (microscope) objective, RS = Reference Surface, 
S = Sample, BS = Beam Splitter  
 

Sandoz et.al used a prism, instead of a grating, as the dispersing element and realized the 
interferometer in a Mirau set-up. Instead of finding the maxima of each spectral component 
of the white light, the phase map was determined directly from the interferogram after 
performing phase unwrapping. A 1 nm resolution of a binary surface has been achieved 
using this set-up [86]. The other means to disperse the white light, apart from a grating or a 
prism, is a Diffractive Optical Element (DOE) where the object’s profile can be determined 
from the detected chromatic wavelets [28]. Resolution of spectral detection was reported as 
4 nm at a wavelength of 650 nm and an axial range of 30 µm has been measured. 
Combined with a Fourier Transform Spectroscopy module, a spectral LCI system is able to 
achieve 5 nm repeatability [61]. A so-called Dispersive Comb Spectrum Interferometer 
(DCSI) was proposed using a comb spectrum light source obtained from a low cost laser 
diode [87], and reported to have a maximum permissible working range of 1.2 cm, non 
ambiguous measuring range (NAR) of 1.6 mm, with an error of 1.2 µm. Limitations of the 
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system included thermal stability normally encountered in laser diodes, and the inverse 
proportionality relation of NAR to the sampling period of the comb spectrum. Increasing 
NAR can be achieved by lowering the sampling period but it can lead to aliasing of the 
spectrum.  

Techniques using more than one grating have also been reported. The use of two gratings 
for surface profilometry has been proposed by [88]. The set-up is shown in Fig.2.7. 

 

Figure 2.7. Double grating profilometer (figure taken from Ref [88] ) 
 

The first grating is located after a broadband interferometric profilometer to disperse the 
interferometer output. The first grating subsequently ‘maps’ the spatial coordinate of the 

incoming beam to the ζ-domain, where λζ 1= . The x-coordinate at the slit is chosen in this 

experiment such that x = x(ζ) and thus h(x,y) becomes h(ζ,y). The slit, located after the first 
grating, is conjugate to the object and oriented in the y-direction. The second grating 
reverses the operation, i.e. splits the spectral superposition at the slit into the constituent 
spectral components. Without derivation the height distribution along y direction (x axis is 
for σ axis) at the exit plane of the system h(y) is given as [88] 
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where I(ζ,y), G(ζ), T(ζ,y), V(ζ,y) are the recorded intensity at the CCD, the spectral 
distribution of the light source, the sample reflectivity and the fringe visibility, 
respectively. The constant C is to take into account the initial random phase, which can be 
calculated, for example, with a priori knowledge of the height at one point on the surface. 
The system indeed can only measure the height along a line, thus it requires a scanning 
mechanism to cover the entire sample. The proposed method was reported to be able to 
achieve lateral and depth resolutions of 3 and 10 µm, respectively, but for smooth surface 
measurements the resolution was found to be below that of a phase shifting interferometer.  

A more thorough discussion on the principles of spectral or Fourier-based LCI has been 
presented by Fercher et al. [19], although the case developed in the paper is the 
measurement of the scattering potential inside the scattering medium. Suppose the sample 
under investigation is illuminated with a plane incident wave  

 ( ) ( ){ }t.iexp,, )()()()( ω−= rkkr iiii utU , (2-22) 

 

where )(ik , r are the wave vector of the illuminating wave and the spatial coordinate of the 

propagating wave, respectively and λ
π2)( =ik is the wave number of the incident light 

wave. The scattered wave can be expressed as a function of the incident wave as 
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where )(sk is the wave vector of the scattered wave, )r'(Vol is the illuminated sample 
volume, 'r denotes a coordinate within the sample illuminated by the incident wave, and 

( ) ( )






−
−

= '
'exp', rr

rrrr ikGH is the free-space Green’s function. The term ( )kr ,'SF

represents the scattering potential of the sample which is given by [19] 

 ( ) ( )[ ]1,, 22 −= kmkFS rkr , (2-24) 
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with m is the complex refractive index distribution of the sample structure and given as 

 ( ) ( ) ( )[ ]rrr κinm += 1 , (2-25) 

where n(r) and κ (r) are the phase refractive index and attenuation index, respectively. The 
scattering potential therefore can be physically viewed as the distribution of (complex) 
refractive index, as well as attenuation coefficient, inside the material to be probed [89], 
which in turn represents the sample’s microstructure [90]. As shown in the Ewald sphere 
representation of OCT in Refs [19,90], LCI and OCT detect the high frequency 
components of the scattering potential. Using the Fourier transform, it can be seen that this 
property is related to the derivative of the scattering potential, which means that LCI or 
OCT is sensitive to the discontinuities or changes of the scattering potential [19]. Since the 
LCI parameter d -the distance from the object to the point where the scattered wave is 
detected- is much larger than the dimension of the coherently illuminated sample volume 

)(Vol r' , the amplitude of the illuminating wave )(iu can be assumed constant throughout 
the probe volume. The scattered wave expression of Eq.2-23 at distance d can be written as 

 ( ) ( ){ } ( ) ( )∫ −−=
)'(

3)(
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'd.'.exp.'t.iexpd4t,,
r
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S
s

i
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The quantity K inside the integral in Eq.2-26 is the scattering vector and is related to the 
incident and scattered wave vectors )(ik and )(sk , respectively as 

 )()( is kkK −= . (2-27) 

 

From Eq.2-26 it can be seen that in the far field approximation the amplitude of the 
scattered wave SU is proportional to the inverse Fourier transform of SF . This can be 
found as follows: referring to Eq.2-22 the expression for the scattered wave is  

 ( ) ( )tiiutU s
S

s
S ω−= rkkr .exp,, )()( , (2-28) 
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and by comparing with Eq.2-26 it can be seen that 
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Hence  

 ( ) ( ){ }'1 rr' SS Fu −ℑ∝ , (2-30) 

 

where 1−ℑ denotes inverse Fourier transform. This relation serves as the basic theorem of 
diffraction tomography. 

The detected signal in LCI is mostly the backscattered wave. Since the direction of the 
backscattered wave is the opposite of that of incident wave, i.e. )()( is kk −= , and by using 
Eq.2-27 the backscattered wave vector K is  

 )(2 i
jj kK −= , (2-31) 

 

where the magnitude of jK is given by 
jλ
π4=jK , and subscript j refers to the thj

wavelength component of the broadband light. 

In a LCI implementation, typically the sample is illuminated by a narrow beam and the 
only detected light is the backscattered beam. It is assumed that the scattering potential SF
inside the illuminated sample to be independent of the spatial coordinate 'r , which leads to 
the simplification of the integral in Eq.2-26 to be substituted by a constant factor. The 
expression for the backscattered light in Eq.2-26 at constant distance z which, again, is 
assumed to be much larger than the dimension of the coherently illuminated probe volume, 
can be further simplified as 

 [ ])(exp)(),,( tkziKutKzU SS ω−−= , (2-32) 
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with kK 2= by invoking the relation in Eq.2-31. Setting the distance d in the 
denominator of Eq.2-29 as a constant, the wavelength dependent complex scattering field 
amplitude )(KU S becomes proportional to the inverse Fourier transform of the scattering 
potential SF , or 

 ( ) { })()(exp)()( 1 zFKiKaKu SSSS
−ℑ∝Φ= , (2-33) 

 

where )(KaS and Φs(K) are respectively the amplitude and phase of the complex 
scattering function )(KuS .

Taking the Inverse Fourier Transform of the relation in Eq. 2-33 yields 

 { })()( KuzF SS ℑ= . (2-34) 

 

The relation in Eq.2-34 serves as the physical basis of the Fourier domain LCI and OCT: 
the scattering potential distribution can be constructed by taking a Fourier transform of 
the backscattered signal.

The scattering potential )(rSF in the theory developed previously can be considered to 
represent particles or a layer that scatters the incident broadband light. In relation to the 
measurement of surface shape this scattering layer can be the surface of the object that 
reflects the incoming wave. Therefore the relation in Eq.2-34 can be also applied to shape 
measurement even though it was originally developed for sub-surface measurement. 

A more ‘direct’ treatment to utilize spectral information to extract depth information is 
given as follows [24]: if the thj layer is considered, the phase difference φ accrued 
between the reference beam and the depth-probing object beams of an LCI system back-
scattered by that layer is given by 

 kzz jjjj 24)( 00 +=+= φλ
πφλφ , (2-35) 
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where 0jφ is the phase change due to reflection at the thj layer, jz is the optical depth of 

the thj slice relative to  the reference wavefront, and λ is the wavelength ranging from 
2/λλ ∆−C to 2/λλ ∆+C where it is assumed that the LCI light source has a symmetrical 

distribution of spectral width λ∆ around centre wavelength Cλ . Similar to the definition 
developed in FDA [44,75], the frequency in this article was defined with respect to the 

wavenumber λ
π2=k . Referring to Eq.2-35, the frequency is given by 

 π
φ

π
j

k
z

kf =∂
∂= 2

1 (2-36) 

 

which is proportional to the optical depth of the thj layer under observation. Information 
in the wavenumber ( kf ) domain can be obtained following the Fourier transformation of 
the interferogram, where subsequently depth information can be extracted [24]. 

The depth-encoded spectral information enables Fourier-based LCI or OCT to eliminate 
the longitudinal (z-axis) scanning mechanism. Notwithstanding this, scanning along the 
lateral directions (x & y axes) is still required. Methods have been proposed to achieve 
unidirectional lateral scanning, either only in the x or y direction, typically by illuminating 
the sample with a line, instead of a point, of light. Endo et al. report the construction of a 
line-field spectral LCI profilometer system [91]. A line-shaped light beam, after passing 
through a cylindrical lens, is focused to the specimen so that a 2-D (depth and one lateral 
direction) shape can be measured from a single-shot image. The time taken to profile a 
volumetric sample of 2.6 mm × 2.6 mm × 0.8 mm was 30 s, with lateral and depth 
resolution limited by the pixel size of 9 µm and the coherence gate size of the light source 
of 13.5 µm, respectively [91]. The use of cylindrical lenses for a phase contrast version of 
spectral OCT to achieve depth range and depth resolution around 5 mm and 60 µm has 
been also reported [35]. 

Applications of spectral-based WLI, apart from surfaces, include extension to profilometry 
of multilayer objects. One and two dielectric layers deposited upon a Si substrate have 
been measured to an accuracy in the order of 10 nm, provided the refractive indices are 
given, using 5 adjacent spectral samples on a linear photodetector array [27]. Thickness in 
a semitransparent dispersive media has also been measured where the spectral dispersing 
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module is realized by a spectrometer and a simple linear photo diode [92]. The apparatus 
was used to measure the effective refractive index of a silicone oil drop by separately 
measuring the OPD of the gap between two sapphire windows filled with air and oil. The 
value of refractive index was found to be 300 times more accurate as compared to the 
measurement using WLI. Sources of error may include incorrect determination of fringe 
maxima. 

For multilayer depth profiles, the measurement inaccuracy problems due to the shift of the 
fringe visibility peak normally encountered in SWLI have been addressed by Kim et al. by 
using an Acousto-Optic Tunable Filter (AOTF) as a spectral scanning means in three 
methods. First is the detection of the peak in the spectral mode, achieving an error range of 
20 nm for a thickness range of 4 µm [93]. Second is by the introduction of a spatial carrier 
to the wavelength-dependent phase function [16] followed by height calculation using 
Takeda’s Fourier transform method for fringe analysis [60], to yield an average of 15 nm 
thickness difference with SEM measurements. Third is by performing a least square fitting 
on measured phase functions taken from 5 different wavelengths with the phase function 
model by assuming a known layer thickness. The third method was reported to give similar 
accuracy compared to the Fourier transform result but with approximately 5 times less 
calculation time [94].  

In terms of algorithms, several methods to extract phase information from SRWLI 
interferograms have been reported. A method to recover phase by using a set of quadrature 
interferograms, obtained by a pair of λ/4 retarders, followed by phase shifting processing, 
has also been proposed [47], yielding an accuracy of λ /70 where λ is the mean 
wavelength. A similar phase shifting technique but using half and quarter wave plates and 
a dispersing prism has been reported to achieve an error of a fraction of a nm when a five-
step algorithm is used [85]. A method to determine the (integer) spectral order, in which its 
product with the corresponding wavelength equals the OPD between two beams, using 2 
adjacent peak wavelengths in the interference spectrum, has also been reported [95]. The 
method is appropriate for a compact fiber optic sensor head for industrial applications 
where a low cost multimode fiber is used, and is only capable of resolving 2-5 peak 
wavelengths from the spectral interferogram. A method of illuminating one line profile on 
a large surface using a white light supercontinuum source (wide spectral width with peak at 
532 nm) combined with a seven point phase calculation algorithm [96] has been reported 
to achieve a maximum deviation of 6 and 60 nm and spatial resolution 40 and 18 µm when 
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measuring plane mirrors with surface flatness of λ/20 and higher than λ/2, respectively 
[29].  

The effect of the light source spectrum on the accuracy of height profile measurement has 
also been investigated for an LCI system working in phase shifting mode [55]. It has been 
derived that if the light source’s spectrum is not symmetric the phase will no longer linear 
with the optical path difference. An additional phase correction factor is therefore needed 
and this parameter can be computed using knowledge of the source’s spectral distribution. 
The accuracy improvement by using this correction factor has been shown by comparing 
the predicted (theoretical) and measured phase and visibility values, which yielded an 
average difference of less than 0.5% for both quantities. 

Fourier-based LCI, however, is not without limitations. Problems are mainly associated 
with the inevitably wide spectral width, such as: spectral dispersion, absorption, 
attenuation and scattering. These disadvantages become more profound for non-uniformly 
transparent objects such as biological samples inside a liquid medium [56]. Experiments 
and simulations carried out by Pfötner et.al indicated that a small angular error of the beam 
splitter plate can shift the envelope of the interferogram and lead to a so-called ‘ghost step’ 
with a height of λ /2 at the height step being measured (λ is the mean wavelength) [97]. 
The dispersion properties of piezoelectric transducer (PZT) phase shifters reported in 
SRWLI set-ups of Helen et al. [85] caused considerable phase shift variation across the 
detector pixels that must be compensated using an appropriate phase shifting algorithm. 

 

2.2.3. Wavelength scanning LCI 
Most of the reported profilometry work using broadband LCI or OCT came from Fourier 
based methods. As briefly described in the Introduction section the broadband spectrum 
can be delivered to the object simultaneously or sequentially. The latter method is usually 
called wavelength scanning interferometry (WSI).  

One possible light source for WSI is a laser diode. In general the emitted wavelength does 
not vary linearly with the injection current. There is, however, often a small region in 
which the linear relation between injection current and emitted wavelength holds, thus 
allowing this type of device to serve as a WSI light source. Kikuta et al. reported the use of 
a laser diode and by varying the injection current produced a wavelength shift to measure 
rough surfaces [98]. A laser diode with 20 mW power output, 789 nm wavelength at 70 
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mA injection current was used to measure the phase change after being reflected from 2 
different rough surfaces (aluminium and brass plates) and the results were compared with 
those obtained from a mirror. For a small OPD range of less than 6 mm the phase 
variations from both the rough surfaces and the mirror were found to be linear with 
changes in wavelength, in which the wavelength change itself is linear to the change of the 
injection current to the diode. Some systematic error problems using this technique 
include: optical feedback of light reflected back into the cavity, small longitudinal sub-
modes (due to the fact that the laser not only oscillates on a single longitudinal mode, but is 
also accompanied with other side modes), and coherent noise due to reflected light from 
optical devices that interfere with the signal [99]. Attempts to suppress these shortcomings 
have been proposed by applying the FFT method initially developed for analysis of fringes 
with a spatial carrier [60], which gave a good agreement with the experimental results but 
with some limitations including the non-linear injection current-wavelength relation of the 
laser diode, influence of mechanical vibration, and separation of the frequency spectra 
[100]. The need for a Fourier transform can be avoided if the laser diode is driven with a 
certain waveform that produces in the coherence function a delta-function-like shape, 
yielding a selective depth extraction of the object [101]. This method, however, is 
essentially a holographic-based one in that the depth information can be retrieved after the 
reconstruction process. Similar problems in the previously reported works associated with 
non-linear characteristics of the laser diode were also encountered again in this experiment.  

A frequency tunable laser diode has been also employed for profilometry using wavelength 
shifting speckle interferometry [79]. Combined with Takeda’s FFT analysis the method has 
been able to measure objects with heights within the range of tens and hundreds of mm and 
resulting in an average difference of 0.2 mm with caliper measurements. The tunable laser 
diode operated at 670 nm, however, exhibited mode hops yielding a resolution of around 
500 µm. This accuracy is thus far below the typical 1 µm depth resolution of SWLI, with 
depth range around 100 µm, using a white light source with center wavelength of 561 nm 
[12] and the coherence radar reported in [65] which had a depth range of around 20 mm. 
This speckle WSI technique does however eliminate the need for a depth scanning 
mechanism. Another tunable-laser-based broadband profilometer has been reported that for 
a 25 nm wavelength scanning width was able to achieve 1 µm resolution, comparable to 
that of SWLI and coherence radar [52]. The source of errors reported included dispersion 
effects, and speckle effects as coherent light is used to illuminate the rough surface, and 
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also zero crossing counting errors. The last factor becomes substantial since the height 
profile ),( yxh is derived from the relation 
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2
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−= π ,

(2-37) 

 

where ),;( yxkNz ∆ is the number of zero crossings occurring due to the wavenumber shift 
k∆ and )~1( Niki = is the wavenumber when the thi zero crossing occurs. Eq.2-37 is in 

fact an approximation of the analytical relation between height profile ),( yxh and the 
phase shift of the interference signal φ∆ given by 

 kyxh ∆
∆= φ

2
1),( , (2-38) 

 

or 

 kyxhyxk ∆=∆∆ ),(2),;(φ , (2-39) 

 

which shows the direct dependence of the phase change on the tuning range of the light 
source. 

For diffuse surfaces the phase introduced after reflection can be assumed to be a random 
variable distributed in the range [-π,π]. Thus a π phase change can be identified by 
counting one zero crossing of the fringe, leading to the approximation in Eq.2-35.  

The majority of the reported WSI profilometers were implemented in a Michelson 
configuration. Yamaguchi et al. experimentally tested an alternative implementation of the 
system in a Fizeau set-up, which has some benefits of compactness, simplification of the 
interferometer head (as only one interferometric arm is needed), and an increase of sample 
area compared to the Michelson counterpart [59]. The multiple reflections from the 
reference mirror and test surface in the Fizeau interferometer, however, must be taken into 
consideration. The Fourier transform of the fringes shows that the multiple reflections 
cause the presence of higher harmonics. For step and curved smooth surfaces, however, the 
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Fizeau profiler showed no noise spikes in the reconstructed height profile. In contrast to 
the Fizeau set-up, the Michelson set-up showed noise spikes, although the spikes were 
usually isolated or localized so that they could be removed by simple median filtering. 
These spikes were most likely coming from surface points with low reflectance or dark 
speckles. This advantage of the Fizeau set-up needs to be weighed against the difficulties 
in setting the sample under the reference plate since the gap must be of order 1 mm or less. 
Both set-ups exhibited more profound isolated spikes in height maps of milled or diffuse 
surface which increased with the amount of imaging system defocusing. The height 
resolution achieved by both set-ups was 39 µm by scanning the wavelength from 570.9 to 
575.1 nm with tuning step of 0.016 nm. 

The wavelength scanning mechanism in the system described by Sasaki et al. involved a 
sinusoidally-moving slit. The moving slit filtered the optical spectral distribution of the 
SLED light source obtained from a grating. The system was reported to measure OPD 
longer than a wavelength with an accuracy up to 2 nm [45]. This system however required 
a sinusoidal signal generator to drive the sinusoidal motion of the slit as well as the mirror. 
The use of a Liquid Crystal Fabry-Perot Interferometer (LC-FPI) as a wavelength scanning 
device has been reported by Kinoshita et al. and achieved an average step height profiling 
difference of 0.23 µm compared with the results obtained from a contact stylus 
measurement, with an average precision of 0.22 µm [18]. Mehta et.al has also used LC-FPI 
to construct a spectral interferometric microscope capable of performing 3-D step height 
surface measurement [22]. The system was also reported to be able to do optical depth 
sectioning by selectively filtering the temporal frequency components produced by the LC-
FPI. The measurable range of the step height profiling was between 12.6 and 261 µm [22]. 
The resolution of these two LC-FPI based systems is strongly affected by the finesse of the 
Fabry-Perot etalon.  

 

2.2.4. Comparison between LCI configurations 

A summary of three main Low Coherence Interferometry configurations described in 
previous sections is presented in Table 2.1. The configurations presented in the table are 
Time-domain or Scanning Wavelength Interferometry (SWLI), Wavelength Scanning 
Interferometry (WSI) and Spectral-domain Optical Coherence Tomography (OCT). 
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Table 2.1. Comparison of three main LCI configurations 
 SWLI WSI Spectral OCT 
Depth resolution 

λ
λ
∆

2
~ C

λ
λ
∆

2
~ C

λ
λ
∆

2
~ C

Depth range ∞
(limited by stage 
movement) 

λ
λ
∆

2

4
CfN

λ
λ
∆

2

4
CyN

Acquisition time  Nf × τ Nf × τ τ
Advantage Better spatial 

resolution 
Better spatial 
resolution 

Single-shot 
acquisition 

Nf = number of recorded frames 

τ = exposure time 
Ny = number of pixels along the CCD spectral axis 

 
As shown in Table 2.1, despite lower spatial resolution, the spectral-based LCI/OCT offers 
higher data acquisition rates compared to the other two configurations. In order to extract 
the depth information a spectral-based set-up requires only one frame, whilst the other 
configurations need Nf frames. The current spectral configuration set-ups however are 
point or line imaging based system, thus to create a full 3-D depth image an additional 
scanning mechanism is required. The subsequent chapters (chapters 3 and 4) will report on 
designs of LCI systems capable of performing full-field 3-D surface and depth 
measurement in a single shot (without scanning mechanism) based on the spectral 
configuration set-ups. 

 

2.3. Interference Microscope 
The Interference microscope is briefly described in this section since most of the LCI 
profilometers nowadays are based on this optical arrangement. Furthermore the 
interferometer part of the first prototype design in this thesis is also based on this 
configuration. Frequently appearing terms are also to be briefly explained here. 
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Essentially the idea of an interferometric microscope came from the fact that any LCI, 
either white light or broadband, is capable of localizing measurement or imaging at a 
particular depth range, a similar capability to the optical sectioning ability of a confocal 
scanning microscope [102,103]. In the first interference microscope system reported in the 
literature, a Michelson SWLI module was attached to the microscope under the objective 
lens to image a 4 µm step target, that could otherwise confuse the measurement by a 
standard laser interferometric profilometer [12]. The vertical resolution obtained from this 
first prototype was 10 nm. A diagram of the prototype is shown in Fig.2.8.a. 

 

(a) (b) 

Figure 2.8. First practical prototype of (a) interference (figure taken from [103]) and (b) correlation 
microscopic profilometer (figure taken from Ref [104]). 
 

Another term frequently found in several papers from the literature is the correlation 
microscope. Once again, this type of microscope is physically an LCI attachment to a 
microscope and located under the objective. The term correlation comes from the fact that 
the interferometer essentially measures the correlation signal between the objective beam 
and reference beam. Although in LCI the light is temporally incoherent, or partially 
incoherent, as usually both object and reference beams are derived from the same source 
their spatial coherence properties can be maintained so that the interference between two 
waves can still take place [104]. This is the reason that sometimes an interference 
microscope is also called a coherence microscope. The first prototype of a correlation 
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microscope was based on a Mirau set-up, and was also developed by the same researchers 
Kino and Chim [34]. The 3-D image realization using a Mirau correlation microscope was 
reported 2 years later  [105]. A diagram of a correlation microscope is shown in Fig.2.8.b. 

Another occasionally-found related term is optical coherence microscopy (OCM). OCM 
can be considered to be a combination of a confocal microscope with a low coherence 
interferometer [31]. The lateral and longitudinal resolution decoupling property of OCT 
[19] enables one to increase the resolution in one direction without affecting it in the other. 
Improving resolution along the lateral axes, using a high NA microscope objective, results 
in a smaller illumination area. This in turn creates a smaller probing volume. Scatter 
rejection of out-of-focus light can therefore be enhanced to yield lower noise in the signal 
detection stage [23]. 

Generally there are 3 main geometries to implement a low coherence interference 
microscope: Michelson, Mirau and Linnik (see Fig. 2.9). The Linnik set-up provides the 
highest lateral resolution [33,106] but is more sensitive to mechanical noise [33].  

 

Figure 2.9..Three main types of LCI microscope (figure taken from reference [33]) 
 

Several profilometers cited in the previous sections, both in the time [12,33,55,97] or the 
spectral domains [16,22,27,28,86,94], have now been realized in one of these interference 
microscope geometries. 
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2.4. Novel features and motivation behind the research goal 
As previously described in Section 1.2, the aim of this research is to be able to build a low-
coherence interferometer capable of performing 3D shape and depth measurement within 
only a single shot. This short term goal can be regarded as a stepping stone to the more 
ambitious objective of measuring scattering potential and displacement fields within a 
weakly scattering media, again with a single shot acquisition for each of the deformation 
states of the object. 

In the preparation of this thesis, a literature search of around 500 abstracts was undertaken, 
and over 100 of these were subjected to a more detailed reading. Although by the time of 
the preparation of this thesis a number of publications pertinent to shape and depth 
measurement have appeared and claim the similar capability of single shot measurement, 
none of the reported methods bear a strong resemblance to the prototypes developed in this 
research work. Baker and Stappaerts constructed a Liquid Crystal Spatial Light Modulator 
(LC-SLM) combined with linear polarizers to construct a pixellated phase shifting 
interferometer – a laser interferometer  where  several phase shifted interferograms are 
spatially multiplexed within a single frame to achieve single-shot recording [107]. 
Sugiyama et.al proposed a new algorithm called local model fitting (LMF) to estimate the 
phase of a point of interest (x0,y0) from the recorded (laser) interferogram value I(x,y) at 
nearby points (x,y) [108]. A single interferogram is sufficient as the input to the algorithm. 
It locally analyses the phase at (x0,y0) by least squares fitting of the model to the measured 
data. This approach however requires a strict assumption that the phase is constant in the 
vicinity of (x0,y0) and in practice must be followed by a median filtering to remove sharp 
jumps in the vicinity of a height discontinuity region. Assumptions underlying the 
algorithm were later re-analysed and an improved version called interpolated local model 
fitting (iLMF) was proposed [109]. Another single-shot surface profiling technique has 
also been reported by Su and Liu in which fringe patterns of two different spatial 
frequencies, recorded in a single frame, are projected onto the surface of an object [110]. A 
single-shot version of a radial-shearing laser interferometer with phase-shifting mechanism 
has been reported by Toto-Arellano et al. [111]. The same authors also developed the 
lateral-shear version of the apparatus [112]. In a similar way to the previous authors, in 
which multiple interferograms of different polarisation states are multiplexed into a single 
frame, Hrebesh et al built a profilometer using a (broadband) LED of central wavelength 
λC = 846 nm and Full Width Half Maximum (FWHM) = 46 nm, with each interferogram 
phase-shifted with respect to the others [113]. Despite their claim to produce the 
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volumetric image in a single shot, however, the reference mirror must be scanned in the 
axial direction. They demonstrated that their proposed system is capable of producing 4 
mm × 4mm × 160 µm (depth) volumetric images with a 1 µm interval depth scan.  

A system to record four phase-shifted interferograms in one frame, produced by a fringe 
projection system and a Digital Micromirror Device (DMD) camera, has been reported by 
Ri, Fujigaki and Morimoto to obtain 3-D shape (surface) measurement in a single shot 
[114]. Lago and Fuente proposed a method of reconstructing amplitude and phase from a 
single frame from a modified laser Mach-Zehnder interferometer [115]. Despite the single-
shot claim the proposed system still has a moving part, i.e. one of the interferometer’s 
mirrors must be translated to introduce a spatial frequency carrier to the interferogram. A 
single-shot low-coherence interferometric contouring set-up has been described by [116]. 
Similarly this apparatus still needs a movable part to translate the delay stage on one of the 
interferometer arms. Witte et al. achieve single-shot depth measurement by numerically 
compensating for the dispersion [117], however this approach only provides 2-D depth 
images. For industrial inspection application, Bosch GmbH and the Universities of 
Heidelberg and Stuttgart have developed a white-light-based single-shot profilometer using 
spatial phase shifting [118]. The prototype however only images a 1-D line profile. 
Possibly the closest of the other reported work to the prototype developed in this research 
is the system proposed by Koukourakis et al, in which a similar 3-D stack of spectral 
interferograms is also required to be constructed to obtain depth information [119]. The 
main difference is that their set-up employs a wavelength scanning tunable laser as the 
light source and the use of a photorefractive medium to holographically store the spectral 
interferograms obtained by scanning the wavelength. Digital-holography-based depth 
imaging has also been reported by Javidi et al by codifying the reference beam using the 
fractional Talbot effect [120].  

Single shot profilometry offers various advantages over techniques dependent on scanning, 
mainly the substantial reduction in the constraint on the object’s stability during the 
profiling. There are objects that are always in constant motion or only able to maintain a 
stationary position for a very short time. For example, in in-vivo ophthalmic measurement 
of the saccadic eye movement, with typical duration between 20 and 200 ms, can cause 
displacement between two consecutive measurements to be much larger than a fraction of 
wavelength and thus wash out the interference signal, especially in SWLI [67]. Therefore a 
single shot capability can be expected to suppress the problems associated with vibration-
sensitive measurements [108].  
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In this thesis a system is proposed that will allow one to measure the shape of an opaque 
object, or the subsurface structure and displacement fields within weakly scattering media, 
in a single shot. The method is related to developments described in the current chapter, 
most notably the work by Schwider et al. [36] and de la Torre-Ibarra et al. [35]. The key 
feature that distinguishes the current work from its predecessors is that the need to scan 
mechanically along the last remaining axis is removed. This is achieved through spatial 
multiplexing of spectral images onto separate regions of a high resolution two-dimensional 
photodetector array.  

One of the novel features of the work is the use of an etalon to create spectrally separated 
transmission peaks of the broadband beam prior to being launched into the interferometer. 
From each of these transmission peaks, a set of spectral sub-images are created on a single 
final detector frame. Subsequently these sub-images are aligned and stacked to create the 
so-called ‘3-D hyperspectral cube’ from which the depth information is extracted. The 
construction and the use of this type of 3-D spectral image stack, have been widely known 
and implemented in the other fields, particularly in imaging and biomedical. For example 
Harvey et.al have been working extensively on the development of hyperspectral image 
processing techniques for applications on retinal imaging as well as pattern recognition 
[121,122]. The design of an etalon-based broadband interferometer set-up, that produces a 
set of spatially separated spectral sub-images across a single frame of the detector, is 
described in detail in Chapter 4. This chapter is preceeded by Chapter 3, which describes 
an ultimately unsuccessful attempt to perform the similar spectral separation of the sub-
images by means of a microlens array. Despite the unsuccessful result, the design reported 
in this chapter has not been found in any previously reported work. Chapter 5 describes the 
algorithms and methods for processing the interferogram data acquired by the etalon-based 
hyperspectral interferometer and derivation of the system’s parameters from the recorded 
data. Application of the prototype described in Chapter 4 for single-shot height profiling of 
smooth and rough surfaces is presented in Chapter 6. The second application of the etalon-
based hyperspectral interferometer for single-shot full-field depth resolved and strain 
measurement is presented in Chapter 7. Chapter 8 concludes this thesis by summarising the 
research results and recommendations for further work. 
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Chapter 3  
Optical Configuration 1: 
Microlens-based Hyperspectral Interferometer 
 

3.1. The concept of hyperspectral interferometry  
It has been described in detail in the first section of Chapter 2 (Section 2.1) that the 
inherent problem in single wavelength (monochromatic/laser) interferometry of phase 
(whence height) ambiguity can be alleviated by using more wavelengths. It has been 
demonstrated in a simple graphical analysis, such as the FDA method from de Groot [44] 
as shown in Fig.2.2, that the additional wavelengths produce a single line, rather than 
multiple lines, relating phase and wavenumber k. The unique linear relation of the phase 
and wavenumber therefore provides unambiguous height information (from knowledge of 
the line’s slope) of the object.  

The multiple-wavelength interferometric system can be considered as the extension to the 
conventional counterpart principle, i.e. light of multiple, instead of single, wavelengths is 
launched into the interferometer. In order to realise a single-shot capability, however, not 
only should the system be able to inject broadband light, but also at the other end, the 
system’s detector should also be able to provide simultaneously the spectral ‘bins’ for 
every wavelength component of the light. In other words, the detector must be able to 
record all the spectral sub-images (bins) in a single frame. In each narrow-band bin the 
interferogram of the corresponding wavelength is stored. Another requirement is that these 
narrow-band sub-images must be spatially well-separated, i.e. there must be a spatial gap 
between two adjacent spectral sub-images. Otherwise, sub-images will overlap and the 
spectral range of each sub-image is no longer well defined.  

Due to the narrow-band range of one sub-image, the fringe structure inside can serve as a 
means to determine the state of the object’s surface (for profilometry) or depth-resolved 
structure and deformation state (for sub-surface measurement). If the fringes appear well 
defined, as shown in each disjointed region inside one box in Fig.3.1, then the surface of 
the object at that region is smooth or having height difference between two adjacent pixels 
less than λ/4 – as previously described in Sect.2.1. If the height difference is more than a 
quarter of the wavelength, the fringes appear to be discontinuous, either because the 
surface is smooth and contains global discontinuities, or because the surface is optically 
rough, in which case the fringes appear speckled as the starting phase at a given pixel is 
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random. For all cases, however, the phase at a given pixel changes from one sub-image to 
the next by an amount proportional to the z (depth) value for that particular pixel. The 
disjointed regions R1 and R2 within the sub-image in Fig.3.1 are to show the general 
situation where the object is smooth over one small region but not throughout the surface. 
As described in Sect.2.1 in conventional narrow-band interferometry, such separated areas 
create problems in phase unwrapping since they create ambiguities in determining the 
fringe order. The use of broadband illumination avoids these difficulties since the 
unwrapping takes place not along the spatial axes but along the k axis, or, – if the Fourier 
transform based approach used here is adopted, – phase unwrapping is avoided altogether.  

This concept can be better illustrated in Fig.3.1. Each box inside the larger frame 
represents the ‘spectral bin’ for a single wavelength (or, strictly, narrowband range of 
wavelengths). It is depicted in the figure as the (p −1)th, pth and (p +1)th spectral bins, where 
each bin is centred at wavenumbers k = kp-1, k = kp and k = kp+1, respectively.  

 

Figure 3.1. Spectral ‘bins’ (sub-images) of a multi-spectral interferometric system. The dots 
indicate the centre coordinate of the spectral sub-image (figure taken from [38]) 
 

These spectral sub-images are subsequently stacked to create a 3-D spectral volume data as 
shown in Fig.3.2. The process for extracting the unambiguous height/depth information 
from the 3-D spectral volume data stack, including the essential parameters in broadband 
interferometry of depth resolution and depth range, will be described in detail in Chapter 5.  

One alternative to the approach suggested so far, i.e. of splitting the white-light 
interferogram in to a set of spatially-separated narrowband interferograms, is to create a 
mosaic of the spectra of small regions of the interferogram. This technique is popular in the 

k = kp k = kp+1 k = kp−1
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astronomical literature, where it is known as ‘Integral Field Spectroscopy’ [123]. Optically 
efficient solutions have been developed including techniques based on lenslet arrays in the 
image plane – each lenslet producing a line spectrum – and ‘microslicer’ systems in which 
diamond-turned mirror facets are used to redirect different portions of the dispersed image 
into different relay lenses. Due to time constraints, this class of techniques has not been 
investigated further, however they offer an interesting alternative to the two prototypes 
investigated in the next two chapters of this thesis. 

The construction of a 3-D spectral volume dataset from a set of 2-D spectral images in 
Fig.3.2 is similar to the data acquisition process in an imaging technology called 
hyperspectral imaging. This technology has been widely used, particularly in remote 
sensing applications (see for example Refs [124,125]). Other applications have been 
investigated extensively by Harvey et.al in retinal imaging [122,126,127], and also in 
automatic object classification’s pattern recognition [128,129]. Therefore an 
interferometric system capable of performing unambiguous depth measurement can be 
constructed by combining a broadband interferometer and a hyperspectral imager module. 
As a result, we call the technique ‘hyperspectral interferometry’. 

 

Figure 3.2. The formation of a 3-D spectral data volume from the spectral sub-images in 
Fig.3.1(figure taken from Ref [38]) 

 

As a relatively well established technology, various hyperspectral imaging systems are 
commercially available nowadays. The single-shot feature however stipulates that the 
system should be able to simultaneously record the spectral sub-images, such as those 
illustrated in Fig.3.1. A survey was carried out to search for a hyperspectral imaging 
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system with such capability. The result indicated that most of the currently available 
hyperspectral imaging systems record the spectral band images sequentially in time. The 
wide-field hyperspectral imager from Photon Etc, for example, despite the elimination of 
x-y scanning to speed up the acquisition of a 2-D spectral image, involves sequential 
capture of narrowband images by means of a tunable filter (with a filter bandwidth as low 
as 0.3 nm) (see Appendix A1). Similarly the imager from Teledyne employs tunable filter-
based technology (see appendix A2) but detailed information on the filter is unavailable. A 
hyperspectral imager from another major vendor, Brimrose, uses an acousto-optic tunable 
filter to perform a similar task with spectral resolution of 5 − 20 nm in the near IR band, 
and 2 − 6 nm in the visible and UV regions (see Ref.[130] and appendix A3), and can 
typically record 100 frames within 30 seconds (see appendix A4). Another company, 
Gilden Photonics, distributes a line of hyperspectral cameras from Spectral Imaging Ltd of 
Finland (see appendix A5). The products however are not (2-D) image-based but rather 1-
D line, push-broom scanning-based, or multipoint-based (like that of the multiple point 
spectrometer products) (see appendix A6). Surface Optics Ltd has claimed to launch the 
fastest hyperspectral camera, with line scan speed up to 6,700 lines per second which is 
equivalent to 12 hyperspectral cubes per second at spectral resolution down to 2.8 nm (see 
appendix A7). The imager, as with the preceding system, is based on line-scanning 
technology. Possibly the closest hyperspectral camera system working in single-shot mode 
is the imager developed by Ocean Optics, which employs a dichroic filter array to record 
different spectral images on a CCD single frame [131]. The filters are arranged in a mosaic 
pattern so that a spectral component of the incoming light can be spatially registered into a 
particular pixel group (such as that of the Bayer pattern, the spatial arrangement of RGB 
filters commonly found in commercial electronic colour imagers). The number of spectral 
bands can be tailored depending on the customer. With the current technology, however, 
the number of spectral bins can go up only to 8 bands. A higher number of bands increases 
the complexity of pixel registration and alignment, as well as the complexity of dichroic 
coating of adjacent filter, and reduces the overall optical efficiency of the imaging system. 

With all of the limitations previously described, it is therefore unfeasible to construct a 
single-shot hyperspectral interferometer by combining a broadband interferometer with a 
current state-of-the-art hyperspectral imager. The hyperspectral imaging sub-system of the 
interferometer should therefore be constructed. This chapter reports the first attempt to 
design and construct a hyperspectral interferometer which employs a microlens array to 
simultaneously record the spectral sub-images in a single frame. 
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3.2. The set-up 
As described in Chapters 1 and 2, the system proposed in this research is designed to be 
capable of measuring full field height and depth field distributions in a single shot. The 
previous section shows how the single shot capability may be realized by combining a full-
field imaging system with spectral decomposition of the acquired interference image. The 
optical layout described in this chapter was ultimately unsuccessful and was superseded by 
the design presented in Chapter 4, but it is described here for reasons of the completeness 
of the system’s design process. Further development could potentially see this approach 
being used in the future.  

 

3.2.1. The generic design set-up 

A high level overview of the system is presented in the form of a block diagram in Fig. 3.3. 

 

Figure 3.3. Block diagram of the proposed system 
 

The interference set-up is based on a Linnik configuration. This type of set-up, compared 
to other interference microscope configurations, such as the Michelson or Mirau types, 
offers one important advantage, i.e. the decoupling of object and reference interferometer 
arms. The reference and object arms are separated but otherwise identical to one another. 
The fact that the optical path of each arm can be adjusted independently from the other 
[132] means that analysis of the optical path for one of the arms is sufficient to analyse the 
optical path of the entire interferometer. A further advantage of the Linnik setup is that a 
high lateral resolution can be achieved by employing a high numerical aperture objective 
[133]. 

Object imaging by 
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Object 
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of the interference 

image 
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Briefly, the object is illuminated by a broadband source. The reflected light from the 
illuminated area is collected by one of an identical pair of microscope objectives in a 
Linnik interference microscope, while the other objective provides the reference beam. 
Both beams recombine and interfere, and an intermediate image of the object is formed on 
or close to a diffraction grating. The diffraction grating spatially spreads the spectral 
content of the interference image, which is sampled by a microlens array such that each 
microlens will occupy approximately the same spectral width. Each lens images the 
intermediate image of the grating onto the CCD array, as shown in Fig.3.4 where N
spectral sub-images are formed on the focal plane of the microlens array by N lenslets. 
Finally, following recording of the sub-images by a digital camera, data processing is 
performed to extract the height distribution information contained in the images sampled 
by the microlens array.  

The selection of the components to build the set-up was primarily based on two 
considerations. The first was the availability of off-the-shelf components from commercial 
suppliers, and the second was the re-use of components from previous work on Spectral 
OCT (SOCT).  
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Figure 3.4. The formation of N spectral sub-images by means of N lenslets of the microlens array 
 

3.2.2. The light source 

The light source used in this set-up is similar to that from the previous SOCT set-up, a 
Superlum broadband superluminescent LED (SLED) light source Superlum S840-HP-I 
(Superlum Diodes Ltd, Moscow). The specification sheet details the nominal values of the 
equipment as 15 mW optical output power, centre wavelength of 840 nm, and a full width 
half maximum (FWHM) bandwidth of 50 nm. The manufacturer’s final test prior to the 
light source’s delivery, as shown in Fig.3.5, indicates that the spectral profile is not 
uniform but rather that there are two approximately Gaussian peaks, with a mean 
wavelength of ~840 nm and with a FWHM bandwidth of 50 nm (i.e., from ~815 nm to 
~865 nm) [134] . 
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Figure 3.5. The spectrum of the light from the SLED light source used in the set-up (figure taken 
from [134]) 
 

3.2.3. The grating 

The spectral decomposition block in Fig.3.3, which functions as the hyperspectral sub-
system of the set-up, is performed by a diffraction grating plus microlens array. As with 
the light source, the same grating from the previous SOCT work was employed in this set-
up. The grating is a reflective type, with a line density of 1,200 lines/mm. In the set-up 
another camera was used to monitor the alignment during the set-up’s construction (this 
will be shown in the next section of the set-up layout). In order to accommodate this 
placement, the grating is oriented in the Littrow configuration in which the grating normal 
is angled such that the first order light beam is diffracted back along the same path as the 
incoming beam [135].  

At this so-called Littrow blaze condition the grating facets are tilted with respect to the 
grating normal at the blaze angle θB given by 

 


= −
2sin 1 λθ gm

B , (3-1) 
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where λ is the wavelength of the light, m is the diffraction order and g is the grating 
density in lines/mm. With the central wavelength of the SLD used in this set-up of 840 nm, 
a grating frequency of 1200 lines/mm and setting the grating to maximize the first 

diffraction order, the blaze angle θB is found to be 


 ×××× −
−

2
108401101200sin

93
1 =

30.28°.

The angular spectral spread due to the grating for light of spectral width λ∆ can be 
calculated using the standard grating equation as follows, where all angles are measured 
relative to the grating’s normal:  

 βαλ sinsin +=gm , (3-2) 

 

and where α and β are the angles of the incident and diffracted beams, respectively, with 
α =30.2° due to the Littrow blaze configuration, and m = 1 since only the first diffraction 
order will be used.  

With the spectral width of the light source λ∆ and centred at Cλ , the lower and upper 

wavelengths Lλ and Uλ are 2
λλ ∆−C and 2

λλ ∆+C , respectively. Therefore for the 

broadband source with λλλλ∆ = 50 nm and centre wavelength Cλ at 840 nm used in this 
setup, Lλ and Uλ values of the source are 815 and 865 nm, which respectively yield the 
following  diffracted beam angles: 

Lλ =815 nm → β =28.26°

Uλ =865 nm → β =32.24°.

With respect to the optical axis, the diffracted angles for Lλ and Uλ are found as +2.02°

and -1.96°, respectively. Therefore, approximately a ±2° beam spread with respect to the 
optical axis will occur after dispersion takes place. As shown in Fig.3.6 in order for the 
diffracted beam to occupy the full width of the microlens array, the distance between the 

grating and the array is o2tan
5mmb = or approximately 145 mm. This distance dictates the 
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focal length requirement of lens F – one of the aperture imaging components described 
later in Sect.3.2.6.2. 

 

Figure 3.6.Calculation of the distance from grating to microlens array to fully sample the object 
spectrum. 
 

In practice, the distance b can be longer than this value if the full 50 nm bandwidth is not 
required. 

One consequence of orienting the grating in the Littrow arrangement is the need to insert a 
beamsplitter. Although this results in a decrease of overall system efficiency by at least 
75%, the high diffraction efficiency of the blazed grating in the Littrow configuration more 
than compensates for such losses when compared to most other grating configurations. 
Furthermore, the beamsplitter serves the dual purpose of allowing a separate camera (the 
webcam) to assist in the alignment of the optical set-up.  

 

3.2.4. The microlens array 

The microlens array used to sample the spectral images in this setup is a Linos FC-Q-100 
device with a 10 mm x 10 mm square array of plano-convex lenses.  Each lenslet has a 
clear aperture of 95 µm, radius of curvature RC of 140 µm and center-to-center spacing 
between two adjacent lenslets of 100 µm. The plano-convex focal length of each lenslet 
can be estimated using the relation [136] 

 1−=
l

C
L n

Rfµ , (3-3) 
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where ln is the material index of refraction. The array is made of quartz with ln =1.45, 
giving each lenslet a focal length of 311 µm.  

With this particular microlens array, the gap between lenslets is transparent. This gap is 
part of the transparent planar substrate and light passing through these regions does not 
contribute to the images. Rather, it creates an unwanted intensity background to the final 
recorded image, as will be shown in the later sections on the performance of the set-up. 

 

3.2.5. The sample 

An object with a step height profile, as a simplest type of discontinuous 3-D shape, was 
used as the sample to verify the performance of this proof-of-principle system for shape 
measurement. The sample was realized by attaching a glass cover slip on top of a glass 
substrate and to create a reflective surface, a layer of aluminium was deposited on the top 
with a surface thickness of around 1,000 Å in order to achieve a mirror type coating (90-
100% reflectivity).  

The supplied product specification indicates that the thicknesses of the glass substrate and 
cover slips are 10 mm and between 90-150 µm, respectively. From microscope inspection, 
by focusing the light on the upper side of the step followed by the lower side and finding 
the difference in focusing distance from the objective’s micrometer, the height difference 
of the profile was found as 120 µm. The height uncertainty of this inspection is 10 µm due 
to the uncertainty of the objective micrometer. 

The step height of the sample should not exceed the expected depth range of the system, 
which is given by [24,37]  

λ
λ

∆=∆ 4
2
cfNz , (3-4) 

 

where ∆z, Nf, ∆λ and λC are the depth range, number of object frames, bandwidth of the 
source and centre wavelength of the source, respectively.  
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From Eq.3-4 the depth range is linearly proportional to the number of object frames, which 
in this case is the number of sub-images. Increasing Nf however involves a corresponding 
reduction in the number of pixels in a sub-image, and hence the object’s field of view. In 
the previous work on (Phase Contrast) Spectral OCT the entire 640 pixel horizontal width 
of the 640 × 480 webcam was used to record the spectral interference pattern [35]. As a 
consequence, however, each spectral image only contained a single line, not a 2-D image. 
In other research on wavelength scanning interferometry, the entire frame of 1024 × 1024 
pixels of the camera was used but the spectral images must be captured sequentially [24]. 
From the experience of the previous works above, a reasonable number of N should be 
selected such that the field of view is not too small whilst allowing the sub-images to be 
acquired in a single-shot, and not sequentially. With this consideration it was decided to 
acquire around 100 sub-images in a single frame acquisition or N ≈ 100. With the camera 
used in the set-up with 1024 × 1024 pixels each sub-image has around 10 × 10 pixels, or 
equivalently 64.5 × 64.5 µm since the pixel size is 6.45 µm. Using this number (N =100) 
with ∆λ= 50 nm and λC = 840 nm, the maximum step height is found to be 352.8 µm. The 
120 µm step height difference of the sample therefore meets the measurement condition.  

 

3.2.6. Practical design issues 

Several issues needed to be addressed prior to designing the set-up. By referring to the 
block diagram in Fig 3.3, the minimum configuration to implement the system must 
comprise at least two elements: the microscope objective (of the Linnik set-up) for imaging 
the object; and the microlens array to sample the spectral images. These two optical 
elements, however, are vastly different in size, i.e. the effective aperture diameter of the 
objective is of the order of millimetres, whilst that of each lenslet of the microlens array is 
a hundred times smaller (of the order of tens of µm). An additional set of lenses between 
these two components is required so that the light rays captured by the objective can pass 
through the aperture of the lenslets in the microlens array. This set of lenses is known as 
the (lens) relay system [137]. The relay system images one lens aperture onto the other in 
order to achieve the maximum light transfer efficiency. In parallel with imaging the object, 
the set-up design therefore must also perform correct imaging of the apertures. The layout 
of the system is shown schematically in Fig 3.7.  
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Figure 3.7. Microlens-based system layout 
 

3.2.6.1. Imaging path of the sample 

The imaging path for the object arm is shown in Fig 3.8. Referring to the system layout 
diagram in Fig.3.7, the object imaging task is performed by lenses B, D, one of the 
microlenses, and lenses G and H.
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Figure 3.8. Complete imaging path for object. Units in mm. 
 

The design of the imaging path of the set-up is based on the imaging path of a high-speed 
rotating camera system [138] where the (intermediate) image of the sample is formed on 
the surface of a rotating mirror. The mirror rotates to successively direct the cone of rays 
from the objective lens onto an array of relay lenses in the subsequent imaging stage. In the 
current set-up, the grating acts as the rotating mirror of the high-speed camera, but where 
the deflection angle of the beam is now related to wavelength rather than to time. The 
intermediate image of the sample is formed in front of the grating and subsequently 
diffracted through different angles onto the microlens array lenslets, depending on the 
wavelength of the light. The size of the intermediate image is made to be as close as 
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possible to the area of the grating’s surface, since the maximum attainable resolving power 
of the grating is proportional to the grating’s illuminated area [135]. Furthermore, whereas 
a spectrometer would normally be set up to diffract plane waves, in this case the wavefront 
associated with a given point on the sample surface will be a spherical wave, and the 
diffracted wave of a spherical wave is a distorted spherical wave. To reduce these 
distortions as much as possible, the radius of curvature of the spherical waves should be as 
large as possible, and this in turn implies maximizing the size of the diffraction grating. 

Details of the object’s imaging sequence is as follows: lens B (Linnik sample objective of 
10× magnification, focal length 15.5 mm, numerical aperture 0.3 and diameter = 6 mm) 
images a region of the sample onto the aperture of lens C (focal length = 4 mm, diameter = 
6 mm). Using an objective with a larger NA will increase the resolution as well as the 
magnification. Since however the image due to this objective will be imaged by another 
objective and magnified, due to the aperture imaging configuration of the system, it will be 
an advantage if the first intermediate image (the image due to the sample’s objective) does 
not undergo a large magnification. The location of lens C is close to the focal length 
distance of lens D (focal length=4 mm, diameter=6 mm), so that the first intermediate 
image will be imaged in front of the grating to create the second intermediate image. Since 
the second intermediate image is formed by a microscope objective (lens D), the separation 
between lens D and the grating is around the tube length distance of objective D, which is 
160 mm. Upon dispersion by the grating the second intermediate object image is imaged 
again by a horizontal row of lenslets in the microlens array and subsequently imaged onto 
the camera detector array through the combination of relay lenses G and H. This pair of 
lenses is needed since the location of the image due to the microlens array is very close 
(around 300 µm) to the array itself so that a camera cannot easily be placed at that image 
plane.  

 

3.2.6.2. Imaging path of the aperture 

The imaging path of the aperture from the first 10× objective to the aperture of the 
microlens array is shown in Fig.3.9. The aperture of lens B (10× objective) is imaged by 
lens C (40× objective) onto lens D (40× objective). Lens B and its image at lens D are a 
conjugate pair with magnification of 4/160=0.025×. Therefore lens B with an effective 
aperture of 6 mm is imaged onto lens D which has a diameter of 6 mm × 0.025 = 0.15 mm. 



���
�

Figure 3.9. Aperture imaging path from objective to microlens array. Units in mm. 
 

Lens D is located at the focal length distance of lens E (focal length = 300 mm and 
diameter 25.4 mm), so that the combination of lenses E and F (focal length = 150 mm and 
diameter 25.4 mm) form a telescope system (SmithOptEngText2000) [131] with 
magnification of -150/300 or -0.5×. Therefore the 0.15 mm effective aperture diameter of 
lens D will be imaged by the telescope onto the microlens array with a size of 0.5 × 0.15 
mm = 75 µm, which is within the size of each individual lenslet pupil of around 100 µm
[136]. 

 

3.2.6.3. Fibre coupler 

Although the system is designed to employ an SLED as the light source, performing the 
alignment of the set-up using near IR light is not very easy. The need for an IR card to see 
the location of the spot and the further additional need for an IR viewer when the intensity 
is not strong enough to cause visible fluorescence of the card makes alignment using the 
SLED light rather laborious.  
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Laser light, for example from a He-Ne laser, on the other hand is visible and is easier to 
form fringes with when interfered with the reference beam due its long coherence length, 
so offers significant benefits when performing the alignment. This light must however be 
launched into the system at exactly the same position and orientation as that of the SLED.  
The solution to this requirement is to employ a (fibre) beam coupler, in which two beams 
are launched into two different ports of the apparatus and the output ports are the 
combination of both input beams at a different ratio. The beam ratio of the coupler is 
shown in Fig.3.10. In this set-up, the light from output port 2 was used since it was found 
that the detector became saturated with the other ratio from port 1. 

 

Figure 3.10. Beam coupler used in the set-up to launch two different wavelengths into the system 
co-axially. λ1 is the SLED light (840 nm) and λ2 is the He-Ne light (632.8 nm). 
 

3.2.6.4. Spot imaging 

Spot imaging refers to the method developed to create spots across the image plane of the 
microlens array, which are used to check whether the object is in focus. Due to the small 
area of a sub-image (10 pixels or around 65 µm) in practice it is very difficult to find 
whether the object is properly focused on the final CCD camera. This situation is worsened 
by the fact that the space between lenslets is not opaque but transparent, giving rise to 
additional unfocused background light.  

It is therefore an advantage if a small focused and higher intensity spot appears in each 
lenslet image plane. Furthermore, these focused spots will be of use as the reference for 
alignment of the spectral sub-images in the CCD camera to create a 3-D spectral stack. The 
latter process is described in detail in Chapter 5 (Data Analysis). An individual spot itself 
however does not necessarily occupy a single pixel but can be more.  
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The spot imaging mode is realized by altering the distance between the fiber tip to the 
objective/lens B (see Figs.3.7 and 3.11), whilst maintaining the distance from sample to 
objective until the spot is observed in the webcam. This corresponds to the case where the 
illuminating beam is focused to as small a spot as possible on the sample surface. In the 
spot imaging mode the collimating lens is removed so that the spot on the sample surface is 
only due to the objective, thus the fiber tip and the spot are conjugate.  

 

Figure 3.11. The difference between full field and spot imaging modes. (a) Full field imaging  - the 
beam is collimated before entering the objective. (b) Spot imaging mode – in this mode the 
sample–to-objective distance is maintained while the distance of the fiber tip to objective is altered 
until a spot is observed at the 2nd intermediate image plane. In this configuration the collimating 
lens is removed. 
 

3.3. Results and discussions 

Typical output images of the set-up are shown in Figs. 3.12 and 3.13. In both Figures 3.12 
and 3.13 the light came only from the object (the reference beam was blocked), but the first 
image was captured in spot imaging mode whilst the second was in full-field mode. The 
stepped sample was used as the sample for both images. 
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Figure 3.12. Spot image acquired by the CCD camera 

 

Figure 3.13. Image of the object acquired by the CCD camera in full-field imaging mode. 
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Both the spot and full-field imaging results show that the aperture and object imaging do 
not work as expected. Ideally only a single row of lenslets is illuminated if the aperture 
imaging path is correct, but both figures show more (around 5 rows). Also as shown in the 
inset of Fig.3.13, the pattern inside each lenslet does not show any resemblance with the 
image of a step profile. 

The remainder of this section is devoted to a discussion of the most likely reasons for the 
setup not to perform as expected. None of these are fundamental obstacles and given time 
it should be possible to overcome them. This has not been done so far because a more 
successful prototype was developed instead that is described in the next chapter.  

Firstly, it was found from the experiments that one of the most difficult tasks in 
constructing this set-up was to adjust the gap between (objective) lenses C & D in Fig.3.9. 
As described in Sect.3.2.6.2 the gap between the two lenses should be equal to the focal 
length of objective D, which is 4 mm. This gap must be indeed measured between the 
principal planes of the two lenses. The information on the principal plane locations of the 
objective used as lens D unfortunately was unavailable from the manufacturer. A data 
sheet from a similar type of objective, but from a different manufacturer, however showed 
that the location of the principal plane is typically 3.5 mm from the vertex of the first lens 
element. This means that even if objectives C and D were in contact, the distance between 
their principal planes is more than 4 mm. In fact, the images in Figs.3.12 and 3.13 are those 
with the least number of rows illuminated.  

A second problem related to the finite size of the image of the step. The combined 
magnification of objectives B and D yielded a total magnification of 400×. A simple test 
was performed as shown in Fig.3.14. The webcam was located at the tube length of the 
10× objective B, so that the correct magnification was obtained. The captured image is 
shown in Fig.3.15.a, where the middle stripe is the image of the step transition and 
occupies around 55 pixels. The pixel size of the webcam was not exactly known, however 
with the physical dimension of the sensor array of around 6×4 mm, made of 640×480 
pixels and assuming no dead pixels, the pixel size of the webcam is around 9 µm. The 55 
pixel width of the step height in the first intermediate image therefore corresponds to 
roughly 495 µm. This image was subsequently magnified by the 40× objective D, to yield 
a width of 400×55 = 2,200 (webcam) pixels, equivalent to 19.8 mm. The image of the step 
transition therefore almost filled the grating surface and hence each of the sub-images.  
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Figure 3.14. Optical setup to record first intermediate image.  

 

(a) (b) 

Figure 3.15.Intermediate images. (a) First intermediate image, (b) second intermediate image (after 
400X magnification). 
 

A closer inspection at each lenslet sub-image revealed that the sub-images are not square, 
nor occupying around 10×10 pixels as expected, but a rectangular shape where the image 
is wider than its height. This is shown schematically in Figs.3.16.a and b. As shown in 
Fig.3.16.b one sub-image occupies ~5 pixels in the horizontal direction and ~2-3 pixels in 
the vertical direction and bears no obvious resemblance to a step object. From the previous 
analysis, however, it is clear that each lenslet does not image correctly the second 
intermediate image. 
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Figure 3.16.Graphical depiction of full-field imaging: (a) ideal result – the sub-image occupies 
roughly 10×10 pixels with a sufficiently sharp edges to define the image border; (b) the actual 
result of the system – each sub-image is only around 5×3 pixels with blurred and unfocused edges 
 

Another possible cause of the sub-image clipping problem was misalignment of the back-
to-back 40× objectives (Lenses C & D in Fig.3.9). This is because the lens components of 
the objectives are located in the front barrel and the resultant torque may cause a small 
angular offset between the optical axes of the objectives and the optical axis of the system, 
as illustrated in Fig.3.17.  

 

Figure 3.17.Non-parallel optical axes of the back-to-back 40X objectives. Scale is exaggerated for 
the sake of clarity. 
 

A third problem found from the tests of this set-up was that, during the spot imaging mode 
(using the SLED light source), when one of the arms was blocked, a single spot was never 
observed but there was always another one of lower intensity. This is shown in Fig.3.18 
which is the images of the spot recorded by the webcam during the alignment stage. 
Fig.3.18.a shows the twin image of the spot from the reference arm (the sample arm was 
blocked). Although in Fig.3.18.b there is only one spot from the sample arm (the reference 
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arm was blocked), this image was actually recorded after adjusting the sample prism 
support so that the twin image of the sample was outside the field of view. The concentric 
pattern surrounding the twin spot can still be clearly seen in the field of view as marked by 
the arrow. 

 
(a) (b) 

Figure 3.18.Twin images of spots. (a) From reference arm, (b) from object arm. 
 

The twin images of sample and reference spots are due to the reflection of the spot being 
reflected by the system back into the camera. The cause of the reflection is not clearly 
identified, but most likely one of beam splitters has imperfect anti-reflection coating in the 
near IR region.  

It was also found in the experiment that the z translation of the sample and reference 
mirrors is not purely axial, but also came with an angular movement. A gimbal mount, 
instead of the prism support on which the current sample and reference mirror are attached, 
can be an alternative solution to this problem. A gimbal mount allows pure rotational 
motion since the axis of rotation of this mount is in the same plane as the mirror surface. 
This property prevents the common beam walk-off typically found in rotating mirror 
mounts thus eliminating the need to constantly readjust the mount position in the optical 
table. 

Considering the various aforementioned factors, a new design of hyperspectral 
interferometer was investigated alongside the microlens array design. Ultimately this new 
design, based on an etalon to generate a frequency comb from a broadband SLED source, 
proved to be more successful and therefore the microlens design was not pursued further. 
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Details of the etalon-based system are given in the next chapter (Chapter 4). In brief the 
new design eliminates the need for an intermediate image on the grating surface, but uses 
collimated beams instead. The spectral sampling of the light in the new design is not 
performed by the microlens array, but using an etalon, which removes the problem of non-
uniform wavenumber shifts between adjacent sub-images. This approach and sample 
results will be discussed further in Chapter 4.  
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Chapter 4  
Optical Configuration 2:  
Etalon-based Hyperspectral Interferometer 
 

4.1. Introduction 
The inability of the microlens-based set-up, described in detail in Chapter 3, to produce the 
required spectral sub-images required further investigation. After changing all the optical 
components of the set-up from the visible to the near IR band to match the SLED light 
spectrum, the recorded interferogram images both at the webcam and the final CCD 
camera remained essentially unchanged and still did not show the expected output. A 
completely new design to overcome the problems encountered in the previous microlens-
based set-up is presented in this chapter. The new design is called an etalon-based 
Hyperspectral Interferometer (HSI).  

 

4.2. Brief review of the previous design problems 
A discussion of the possible causes of problems of the previous design in Section 3.3 is 
briefly revisited in this section. 

 

4.2.1. Object imaging 
As shown in Fig.3.7, the previous set-up consists of two major blocks, i.e. the Linnik 
interferometer and the spectrometer. In between these two sub-systems a webcam is 
located to check whether the correct image magnification is achieved. Rather than using 
the large (final) CCD camera, during the set-up construction the webcam was also used to 
quickly check the interferogram due to its small size and flexibility.  

The webcam image in Fig.3.15.b shows that the total 400× magnification of the sample has 
produced an image that occupies almost the entire frame and leaving almost nothing for the 
lower and upper side of the step. The final image at the CCD however indicates a more 
serious problem, i.e. the expected image of the step object did not fully appear across the 
aperture but merely as a tiny vertical slit on a ‘letter box’ size rectangle as shown in Fig. 
3.16. This indicates that the object imaging path of the set-up did not work as expected, 
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and neither did the aperture imaging since more than one row of lenslets were illuminated 
as shown in Figs.3.12 and 3.13. 

 

4.2.2. Depth of field issue 
As described in Section 1.3 one of the goals of this research is the continuation of previous 
work on Phase-contrast Spectral Optical Coherence Tomography (PS-OCT) for sub-
surface depth measurement [35]. The depth of field of the imaging sub-system is therefore 
a crucial issue since if the system’s depth of field is less than the depth of the object, the 
system will not be able to image with good lateral resolution the whole axial span (depth) 
of the object. The system’s depth of field should be larger than, or at least equal to, the 
desired depth of the object to be imaged.  

The depth of field df is given as [139,140]  

 2

24
o

o
f D

fd λ= , (4-1) 

 

where fo and Do are the focal length and aperture diameter of the object lens, respectively. 
Eq. 4.1 shows the proportional and reciprocal relation of depth of field to the square of the 
focal length and the imaging lens aperture, respectively. From this relation, despite the 
small aperture, the use of a microscope objective will not normally result in a large depth 
of field since microscope objectives typically have short focal lengths. This can be shown 
in the following calculation: the object used in the previous PC-SOCT experiments has a 
depth of around 0.5 mm. Rearranging Eq. 4.1 for the focal length of the lens gives 

 λ
fo

o
dDf 2= . (4-2) 

 

The microscope objective used in the previous design to image the sample has NA = 0.3. 
Rearranging Eq.4-1 in terms of the lens’s numerical aperture NA (with NA ≈ Do/(2fo) ) the 
depth of field of the objective is 9.3 µm, which is less than 2% of the required 0.5 mm 
depth of field mentioned above. If however a standard microbench 1 inch diameter lens is 
used, using Eq.4-2 and substituting the expected depth of field of 0.5 mm above, the 
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required focal length of the lens is around 300 mm.  It is not difficult to obtain such lens 
since the standard focal lengths of the microbench lens set ranges widely from 25 to more 
than 800 mm. As mentioned in the section on the redesign of the interferometer, a 500 mm 
focal length lens is used to obtain an extended depth of field of more than 1 mm. 

 

4.2.3. Effect of non-collimated illumination of the grating  
Another issue with the microlens design is related to the incoming beam to the grating. In 
this set-up a convergent beam from the interferometer forms the intermediate image in the 
plane of the grating. However, several publications on imaging spectrometers (e.g. Ref 
[141,142,143]) point out that standard imaging spectrometers use a (planar) diffraction 
grating always illuminated by a collimated beam. The main reason for this is that spherical 
wavefronts are not diffracted as perfect spherical wavefronts. The standard grating 
equation is derived on the assumption of parallel incident rays [135]. Although the 
approach used here can be thought of as a non-standard configuration, one can nevertheless 
consider the aperture plane of the imaging lenses to consist of a set of light emitters, with 
each of these emitters producing a separate collimated beam incident on the diffraction 
grating.  

 

4.2.4. Diffraction grating non-linearity issues 
The use of a diffraction grating in the set-up introduces non-linearity issues. The first non-
linearity aspect to be considered is the non-linear relation between wavenumber k and 
wavelength λ. As shown in the interferogram equation Eq.2-4, the sought path length 
difference between reference and sample arms, S(x,y), is embodied inside the phase term 
i.e. the argument of the cosine function. The phase of the recorded fringe is  

),(2 yxkS=φ . (4-3) 

 

The phase however cannot be directly measured from the interferogram. The measurable 
quantity is the fringe frequency, which is proportional to the rate of change of phase with 
respect to wavenumber: 

π
φ

π
),(

2
1 yxS

kfk =∂
∂= . (4-4) 
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Once the fringe frequency is measured, the sought depth z can be extracted from the 
interferogram. 

The frequency variable in Eq. 4-4 however is derived from k instead of from λ. By the 
same token, the phase in Eq.4-3 is also linear in k , not in λ. Therefore it is desirable and 
more convenient for further analysis to express all the measurements in terms of k rather 
than λ. The recorded interferogram at the final camera is however, due to the grating 
diffraction, that spans across the wavelength λ but not k−axis. In most spectral-based 
interferometric systems, such as the set-up in this research, the interference pattern 
(diffracted by the grating) will be recorded by a spatially discrete detector array such as a 
CCD camera. It is therefore necessary to investigate further the relation between the 
grating’s diffracted angle and k. If the two quantities are linearly related then it is safe to 
conclude that the sensor array pixels uniformly sample the k axis, otherwise some form of 
compensation method may be required. The grating equation in Eq.3-2 can be rearranged 
to express the relation between k and β as follows: 

 βα
π

sinsin
2

+
= mgk . (4-5) 

 

It has been described in Sect.3.2.3 that the grating used in the previous design is a blazed 
type to maximise the efficiency for the 1st diffraction order (m = 1) and has a grating 
density g = 1,200 lines/mm. The grating’s blaze angle is 36.87°, which also means α =
36.87°. To simplify the analysis it is assumed that a collimated beam is incident on the 
grating (at incoming angle α = 36.87°), which is different from the configuration in the 
previous design where the incoming light to the grating was convergent. Substituting these 
values into Eq.4-5 allows the diffracted angle β to be plotted as a function of k as shown in 
Fig.4.1.  
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Figure 4.1. Plot of diffracted angle β as a function of k

Although the plot looks approximately linear, a 2nd order polynomial fit was found to give 
significantly lower errors than those produced by a linear fit. The mean deviation from the 
quadratic fitting is 3.0×10-4 mm-1 which is 1/30 of the figure from the linear fit. Also the 
maximum deviation of the original plot from the quadratic fitting is 8.9×10-4 mm-1 , which 
is less than 4% from that obtained by the linear fitting. The results clearly show the relation 
between the diffracted angle β and k cannot be assumed to be linear, thus the depth 
information therefore cannot be directly derived from the recorded interferogram without 
some form of linearization. A convenient method to provide the linear relation between the 
recorded spectral interferogram and k is described in the next section. 

 

4.2.5. Etalon for k-space linearization  
To overcome the grating non-linearity problem, Bajraszewski et al suggested a solution 
employing an optical frequency comb (OFC) component that samples the continuous 
spectral content of the broadband light to produce discrete spectral transmission peaks 
prior to launching into the interferometer [144]. In the current set-up, an etalon is used as 
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an optical filter to implement the OFC function. Also as reported by Lee et.al, the use of a 
tandem OFC generator enabled an increase in the scanning speed and repetition rate by a 
factor of the order of ten to hundred as compared  to conventional OCT [145]. 

The uniform k-space sampling properties of an etalon can be shown as follows. The 
transmitted intensity of an etalon is given by [72]  

 ( )[ ] ( )2/sin1/41
1

1 22

2

eeee

e

i

t
RRR
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I
I
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−= , (4-6) 

 

where It and Ii are the transmitted and incident intensity of the light passing through the 
etalon, respectively. Te and Re are the etalon’s transmittance and reflectance, respectively 
which are related by [72]  

1=++ eee ART , (4-7) 

 

where Ae is the etalon’s absorptance, i.e. the fraction of the incoming energy that is 
absorbed by the etalon’s material. Finally, the term δe is the phase difference between two 
successive transmitted rays from the etalon and is given by 

 eteee tkn φθδ 2cos2 += , (4-8) 

 

where 
0

2
λ
π=k with λ0 the wavelength of the light in vacuum/air, ne is the refractive index 

of the etalon’s material, θt is the transmitted light angle relative to the etalon’s normal, te is 
the etalon’s thickness and φe is a phase shift due to the reflection of the light from the 
etalon surface. The product nete is usually called optical thickness. 

Further simplifications can be made to Eq.4-7 by assuming that an ideal etalon is used. An 
ideal etalon should only reflect and transmit the incoming light without absorbing it. The 
absorptance A in Eqn.4-7 can therefore be set to zero. Furthermore in the set-up the etalon 
is placed in the path of a collimated beam so that the transmitted light angle θt can be 
assumed to be close to zero. Also, as pointed out in Ref. [72], in general the etalon 
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thickness te is much larger than the light wavelength λ0 so that the phase shift φ can be 
neglected. With these simplifications Eq.4-8 can be rewritten as 

 eee tkn2≈δ , (4-9) 

 

and hence Eqn.4-6 becomes  

 ( )[ ] ( )eeeei

t
tknRRkI

I
22 sin1/41

1)( −+
≈ . (4-10) 

 

Eq.4-10 shows that the transmitted intensity has peaks uniformly separated in k-space, thus 
eliminating the non-uniform sampling problem of the grating described in the previous 
section. The sampling interval between transmission peaks can be calculated as follows. 
Using Eq.4-10 a peak in the transmitted intensity occurs when mtkn ee π= , where m is an 
integer. Therefore the distance between transmission peaks in k-space, known as the Free 
Spectral Range (FSR) δk can be calculated as 

 
eetnk πδ = . (4-11) 

 

Since the etalon’s refractive index ne and thickness te are constant, then so is the k-space 
FSR, which explains the uniform spectral sampling properties of an etalon in k-space. 
Aside from the inherent k−space linearization benefit, OFC has been also reported to 
suppress signal drop [144]. 

An example of an etalon’s transmission plot is illustrated in Fig.4.2. Parameters to generate 
the plot are similar to those of the etalon used in the set-up, i.e. R = 0.81 at 840 nm, 
working wavelength λW = 840 nm, optical thickness nete = 0.7056 mm and FSR (expressed 
in wavelength terms) is 0.5 nm. For the sake of the plot’s clarity only 10% of the 50 nm 
SLED total bandwidth is used to generate the plot. 
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Figure 4.2. Plot of etalon’s transmitted intensity in k-space (note that the working wavelength λW =
840 nm corresponds to k= 7,480 mm-1 - located in the centre of the horizontal axis of the plot). 
 

4.3. HSI design  
Based on the issues pointed out in Sect.4.2 the design of the previous set-up was revised. 
The design of the new set-up, called an etalon-based Hyperspectral Interferometer, is 
described in this subsection. The generic design of the system is shown in Fig.4.3. 
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Figure 4.3. Generic design of an etalon-based HSI system. CL=Collimating Lens, OL=Object arm 
Lens, RL=Reference arm Lens, RM=Reference arm Mirror, BS=Beam Splitter, GR=Grating, IL= 
(Spectral) Imaging Lens, IP= (Spectral) Image Plane. 
 

Compared to the previous set-up, the new design is simpler with fewer optical components. 
This is due to the elimination of the previously-necessary intermediate image formation in 
the system i.e. the object now is directly imaged onto the final detector at different 
wavelengths. Also, the aperture imaging path in the previous design is removed. The 
current design however still employs the Linnik-like interferometer configuration. It is 
described as ‘Linnik-like’ since long focal length lenses are used instead of a pair of 
identical short focal length or microscope objectives as are used in most Linnik 
interferometers- see for example Refs [97,132]. In the new design the microscope 
objectives for both interferometer arms are replaced by larger 1 inch diameter lenses. All 
lenses in the set-up were chosen to transmit the spectrum of the SLED light. Although it 
has several advantages, one drawback of this approach is that it is inefficient in its use of 
the available light, in that most of the incident illumination on the OFC filter does not enter 
the interferometer. 
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The principle of the new HSI design is as follows. First, the broadband light is sent into the 
interferometer after passing through an OFC element. Upon reflection from both 
interferometer arms, the beams are recombined and fall upon a diffraction grating. 
Subsequently the broadband light is decomposed into its spectral components by 
diffraction at different angles depending on the component wavelengths. The diffracted 
beams are finally focused onto a sensor array to be recorded. As the final camera records 
the grating output, the horizontal axis of the camera frame therefore corresponds to the 
wavelength axis of the broadband light input of the interferometer. 

The optical frequency comb element in this set-up is realized by a Fabry-Perot etalon. 
Details on this type of passive spectral comb filter have been described in the previous 
section and only three essential parameters to specify the etalon are mentioned here. First 
is the Free Spectral Range (FSR) which is the (spectral) separation between two adjacent 
(spectral) transmission peaks. Each peak has a finite width. The width is measured at half 
of the maximum power, and thus is called the Full Width Half Maximum (FWHM) value. 
Finally a parameter called Finesse indicates the sharpness of the transmission peak which 
is expressed as the ratio of FSR to FWHM. In this research these etalon parameters, i.e. 
Free Spectral Range, Full Width Half Maximum and Finesse, are represented by the 
symbols used in Ref [72] as (∆λ0)fsr , (∆λ0)fwhm and ℑ, respectively. Details on the 
derivation of the required etalon’s parameters for the set-up, including the corresponding 
spectral image formation are described in sub-sections 4.3.1 and 4.3.2. 

Although the etalon approach has the benefit of simplicity over the microlens-based set-up, 
it has a drawback of reduced light efficiency. This can be illustrated as follows: the relation 
between Finesse ℑe and reflectance R of the etalon is given by [72]  

 ( )21
4

e

e
e R

R
−=ℑ . (4-12) 

 

The etalon used in this set-up has finesse ℑe =15. This finesse figure is obtained by the 
design consideration explained later in Sect.4.3.3. Substituting the finesse ℑe =15 of the 
etalon used in this set-up (at working wavelength λW = 840 nm) the resulting reflectance R 
is 0.81, or only less than one-fifth of the incoming light energy is transmitted by the etalon.  
The reflectance plot of the etalon can be generated by invoking Eq.4-7 by, again, assuming 
an ideal etalon is used so that no absorption takes place (Ae = 0). The plot is shown in 
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Fig.4.4. The high back-reflected light intensity from the etalon is potentially harmful to the 
light source. A detailed description of the methods to avoid this adverse effect will be 
given later, including the reasons why finally an etalon was used to implement the OFC 
functionalities despite the other available types of wavelength selective filters, in Sect.4.7.  

 

Figure 4.4. Plot of the etalon’s reflected intensity as a function of wavenumber of the incident 
illumination. 
 

Other pertinent relations to be considered are the relation between FSR (∆λ0)fsr, the etalon’s 
refractive index ne and the thickness of the etalon te
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Similar to the previous design, despite the later change described in Sect.4.5, the new 
design was also chosen to have 100 sub-images across the k axis. With the same SLED 
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light source with working wavelength (λw = λC = 840 nm) and bandwidth ∆λ = 50 nm, the 
100 sub-images requirement implies the gap between two adjacent sub-images is 50/100 = 
0.5 nm. Therefore the etalon’s FSR (∆λ0)fsr is also equal to 0.5 nm since the sub-image gap 
is equivalent to the gap between two adjacent transmission peaks. Using these figures the 
optical thickness (the product of refractive index ne and material thickness te ) with the 
assumption of an air-gap etalon (n = 1) is calculated using Eq.4-13a as 705.6 µm.  

The corresponding FSR in frequency is 212.6 GHz. These calculated figures, the optical 
thickness and the FSR expressed in frequency, were the main parameters for the 
fabrication of the etalon by the selected manufacturer (Optarius). 

 

4.3.1. The diffraction grating  
The diffraction grating decomposes the incoming interferometer signal into its spectral 
constituents, which can be expressed by the standard grating equation as given in Eq. 3-2.  

Using small angle approximations by only using the first order (m=1), and incident beam 
angle at (constant) Littrow angle (α = αL = 30.26°), with taking into account small 
increments of wavelength, Eq.3-2 can simplified as 

 ββ
λ cos=d

dg , (4-14) 

 

where g is the grating frequency (grooves/mm) and δβ1 is the change in diffracted beam 
angle resulting from a change in wavelength δλ. Since the grating is oriented in Littrow 
configuration, then β = α = 30.26°, and Eq.4-14 can be approximated as  

 1δβδλ ≈g , (4-15) 

 

since the cosine term in the right hand side of Eq.4-14 is close to unity. The use of 
subscript ‘1’ in the diffracted angle will be clarified later in the subsequent section. 

The relation in Eq.4-15 will be used further in determining other system parameters 
including the system magnification Ms, etalon’s FWHM (∆λ0)fwhm and Finesse ℑe.



���
�

4.3.2. Imaging path and system magnification 
The system’s imaging path is shown in Fig 4.5, which is similar to Fig.4.3 after removing 
the reference arm, the zeroth order light path and taking into consideration only one k
value.  

 

Figure 4.5. Object imaging path of the generic design (Fig.4.3). 
 

The system magnification Ms is found as 

o

i

o

i
s f

f
d
dM == , (4-16) 

 

where fo and fi are the focal lengths of object and imaging lenses, respectively and do and di

correspond to the object’s FOV (Field Of View) and the width of the sub-image, 
respectively. It can be seen also from Fig.4.5 that 

 2δβii fd ≈ , (4-17) 

 

where δβ2 is the angular deviation of the rays coming from two points on the object 
separated by do. By equating δβ1 from Eqn.4-15 and δβ2 from Eqn.4-17, the maximum 
field of view before an overlap of two adjacent spectral images occurs can be obtained as 

 δλgfd ii ≈ . (4-18) 
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where δλ is the etalon’s FSR (∆λ0)fsr. If one sub-image occupies Nx pixels and the 
dimension of one CCD pixel is a µm, the width of sub-image di is then equal to Nx × a. The 
imaging lens focal length fi can be found as 

( ) fsr

x
i g

aNf
0λ∆= . (4-19) 

 

4.3.3. Finesse 
Eq.4-19 can be used again to determine the maximum allowable etalon FWHM. Spectral 
spread of one transmission peak, or the FWHM, of the etalon causes spatial spread at the 
CCD. If this spread is to be limited to 1 pixel then by substituting the etalon’s FWHM 
(∆λ0)fwhm for δλ, Eq.4-18 becomes 

( )0 fwhmi gfa λ∆≈ . (4-20) 

 

Rearranging Eqns.4-19 and 4-20 for the FSR (∆λ0)fsr and FWHM (∆λ0)fwhm , respectively, 
yields 

 
( )

( ) gf
a
gf
aN

i
fwhm

i

x
fsr

≈∆

=∆

0

0

λ

λ
, (4-21) 

 

from which the expression for the etalon’s Finesse ℑ is given as 

( )
( ) x

fwhn

fsr
e N≈∆

∆
=ℑ

0

0

λ
λ . (4-22) 

 

This simple result states that if the spectral spread is to be limited to a single pixel only, 
then the required Finesse of the etalon is simply equal to the number of pixels of one sub-
image. 

 



�
�
�

4.3.4. Object lens 
As the purpose of the interferometer is for depth measurement, it is reasonable to expect 
the system to have a sufficiently large depth of field df. From Eq.4-1, the depth of field df is 
proportional to the squared focal length of the object lens fo. However, since the size of the 
illumination spot on the object do is proportional to focal length (Airy spot size relation d ∼
λf/D), a long focal length will increase the spot size and hence reduce the lateral resolution.  

For the purpose of the initial system design, the spot image size at the CCD is set to be 
equal to or less than the size of a single pixel. It can be seen later, in Section 4.6 on the 
practical aspects of the system’s design, that this single-pixel constraint can be eased as the 
size of the sub-image is deliberately enlarged to assist the alignment as well as to increase 
the field of view of the object.  

Using the single-pixel constraint Eq.4-16 becomes 

 
oo

i
s d

a
f
fM ==  

or 

 
i

o
o f

fad = , (4-23) 

 

where do and a are the object illumination spot and pixel size, respectively. The 
illumination spot size is given by 

 
o

o
o D

fd λ44.2= , (4-24) 

 

where fo and Do are the focal length and the effective aperture (or the beam diameter) of the 
object lens, respectively. Combining Eq.4-23 with Eq.4-24 and Eq. 4-19 to find the 
imaging lens focal length fi , the beam diameter of the object lens Do can be calculated as 

( ) fsr

x
o g

ND
0

44.2 λ
λ

∆= . (4-25) 



�	�
�

By combining Eqs.4-25 & 4-2, once the depth of field is determined in advance, the 
required focal length of the object lens can be calculated as 

( ) fsr

fx
o g

dNf
0

22.1 λ
λ

∆= . (4-26) 

 

4.4. The prototype 
As with the previous design, as noted in Section 3.2.5, it was initially decided that the new 
set-up should record around 100 spectral sub-images across the CCD or Nk =100.  As 
described also later in Section 4.5, however, the number of sub-images across the CCD 
frame was subsequently reduced in order to increase the number of pixels in each sub-
image. As a starting point for the initial set-up design, however the 100 sub-image value 
was used.  

The CCD has 1024 × 1024 square pixels, with the dimension a of each pixel equal to 6.45 
µm. The number of pixels in each sub-image Nx is therefore around 10 × 10 pixels. Using 
Eq. 4-22 the required Finesse is therefore also 10. In the implementation, however, the 
etalon was manufactured with a higher finesse (>15) to reduce the spectral blurring of the 
images. 

Etalons are in most cases not available as an off-the-shelf optical component. In the 
preparation stage of ordering this component around 40 suppliers worldwide were 
approached. With the required technical specification tendered, only 25% gave a positive 
response. Taking into consideration the lead time and cost finally only 5 suppliers were 
shortlisted. Two types of etalon were offered: glass-based (both air spaced or solid), and a 
fiber-based etalon from one supplier. This is summarised in Table 4-1. 
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Table 4.1. Shortlisted etalon suppliers (entries are ordered from the least to the most costly product) 
 Supplier UK rep.  

(if avail) 
Product Delivery time Remarks 

1 Optarius Ltd, 
Malmesbury 

 Solid etalon Approx. 6 
weeks 

- Ave. reflectance 815 - 865 nm 
approx. 77.3%  
- Theoretical wavelength drift 
approx. 13 nm/°C

2 CVI Melles 
Griot 

BFi Optilas 
Ltd, Milton 
Keynes 

Air gap etalon 3-4 weeks Solid etalon costs approximately 
the same  

3 IC Optical 
System Ltd, 
Kent 

 Solid etalon 3-4 weeks Air gap etalon costs more 

4 Micron 
Optics, 
Atlanta,GA 

Smart 
Fibers Ltd, 
Bracknell 

Fiber Fabry-
Perot 
Interferometer 
FFP-I (Fixed 
filter) 

n/a -temperature stability available 
- reflected power between -8 to  -
25 dB 
-operating range: 820-860nm  
-bandwidth: 7.1 GHz +/- 20% 
-finesse: ~ 30 

-free spectral range: 213 GHz ±
10% 
-max. loss < 3.0 dB 

5 Light 
Machinery, 
Ontario, 
Canada 

n/a Solid etalon Approx. 8 
weeks 

Air space costs more 

As later described in Section 4.6 the fiber-based Fabry Perot Interferometer option (from 
Micron Optics Inc.) was finally dropped due to the power back-reflection issue. This left 
the option of solid glass-based etalons. Among the three that had local suppliers, the item 
offered by Optarius Ltd was finally chosen. The final etalon specifications are: solid etalon 
of UV fused silica, optical thickness 486 ± 10 µm, Free Spectral Range 0.5 nm (at 840 
nm), finesse > 15, reflective coating approximately 81% (at 840 nm), parallelism < 5 
arcsec and clear aperture > 8 mm. 

The light source of the HSI prototype system is similar to that of the previous set-up, i.e. a 
15 mW broadband SLED Superlum S840-HP-I (Superlum Diodes Ltd, Moscow) with 
centre wavelength λC = 840 nm and bandwidth ∆λ=50 nm. The diffraction grating used in 
the set-up is a reflective ruled grating, blazed at 1 µm wavelength with grating frequency g
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of 1,200 lines/mm. Despite the fact that the maximum efficiency is supposed to be 
achieved at the blaze wavelength, the grating efficiency (for the average of both orthogonal 
polarization modes) remains flat down to the range of the light source’s FWHM (825 to 
865 nm). This is shown in Fig.4.6. 

 

Figure 4.6. The diffraction grating spectral efficiency curve (source: Thorlabs website, see 
Appendix A8) 
 

By using Eq.4-19 with the values Nx = 10 pixels, a = 6.45 µm/pixel, g = 1,200 lines/mm 
and (∆λ0)fsr = 0.5 nm, the required focal length of the imaging lens fi is found to be 107.5 
mm. No off-the-shelf lens was available with this exact value, thus for the imaging lens the 
focal length was selected to be the nearest available value of 100 mm. The final selected 
lens was a biconvex design, AR coated for the near IR. 

For the application of the system to sub-surface measurement, the required depth of field 
of the system is expected to be in the range of a few millimetres. A 25.4-mm diameter lens 
with focal length 500 mm was selected as the object lens to give a 1.3 mm depth of field 
according to Eq.4-1. Using Eq.4-16, the system magnification can be calculated to be 0.2. 
Finally using again Eq.4-16 and setting the image size di of 10 pixels wide or 10 pixels ×
6.45 µm/pixel = 64.5 µm, the object’s field of view is found to be 64.5 µm/0.2 = 322.5 µm. 
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It will be shown later in the subsequent section that this choice of lens brings some 
alterations in the initial design, including the situation encountered in the experiment that 
the 10 pixel width of each sub-image brought difficulties in the system’s alignment and 
construction, as well a limited field of view of the object. 

Figure 4.7 shows the complete set-up of the new etalon-based hyperspectral interferometer 
system. The nomenclature is given in the figure caption. In comparison with the generic 
design in Fig.4.3 and the object imaging path in Fig.4.7, lenses L3 and L4 serve as the 
object and imaging lenses, respectively. Details of each component of the prototype are as 
follows (several components have been described previously, but reiterated here for 
completeness): LS1 is the light source 1 – Superlum broadband superluminescent LED 
(SLED) light source Superlum S840-HP-I (Superlum Diodes Ltd, Moscow) 15 mW optical 
output power with a centre wavelength 840 nm, and a full width half maximum 50 nm. 
LS2 is a narrowband source (He–Ne laser; wavelength 632.8 nm), used in the set-up for 
alignment purposes only and which contributes nothing to the final detected interferogram. 
Both beams are injected into a fiber coupler FC which splits the output into two power 
ratios, one with LS1: LS2 = 90:10 and the other  LS1: LS2 = 10:90. The second power ratio 
(LS1: LS2 = 10:90) was chosen, as 10% of the total SLED light power was sufficient to 
produce a detectable signal without the use of any attenuating filter.  

The fibre to deliver the light from the fiber coupler has a numerical aperture NA = 0.12 
with mode field diameter MFD = 5.6 µm. The fiber end face is located at the focal length 
distance of lens L1 so that light is collimated after leaving the lens. Lens L1 is an aspheric 
lens with a focal length f1 of 7.5 mm and clear aperture diameter D1 of 4.5 mm, and is 
optimized to work at 830 nm. The collimated light subsequently passes through the etalon 
with FSR (Free Spectral Range) (∆λ0)fsr of 0.5 nm and finesse ℑe>15 to produce a 
frequency comb as depicted in Fig.4.2.  

The light then enters the interferometer, split by beamsplitter BS1 which is a pellicle type 
with membrane thickness 2 µm and splitting ratio 55:45 within the wavelength range 700-
900 nm. One part (the 55%) goes to the reference arm in which the beam is focused by 
reference arm lens L2 to the reference mirror RM. The mirror is placed at the focal length 
distance of lens L2. The other part (the 45%) is focused onto the sample by object arm lens 
L3. For surface profilometry applications, the sample’s surface is located nearby the focal 
distance of lens L3. For the depth/sub-surface measurements, however, the sample surface 
can be located in front of the focal point of lens L3 to allow the light to be focused under 
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the surface of the sample. This will be discussed further in Chapter 7 on depth resolved 
measurements of weakly scattering samples. The reflected light from the reference mirror 
and sample are recombined by BS1 and subsequently divided by BS2 into two other paths. 
One is focused onto webcam C2 by lens L5 for alignment monitoring and the other goes 
unfocused (collimated) onto the diffraction grating G. Beamsplitter BS2 is identical to BS1,
the webcam C2 is a Trust webcam with 640 × 480 pixels, and the grating G is a reflective 
ruled grating, blazed at wavelength 1 µm with grating frequency g of 1,200 lines/mm. The 
diffracted light from the grating G is directed by BS2 to imaging lens L4 where it is 
subsequently focused onto the final CCD camera C1. Across the sensor area of camera C1

are the sub-images due to the focused diffracted light, with each sub-image occupying a 
certain width and spatially separated from one another according to its wavelength range. 

 

Figure 4.7. The HSI prototype. L1, L2, L3 ,L4 and L5 are collimating, reference, object, CCD 
(alignment monitoring) and imaging lens, respectively; BS1 and BS2 are beamsplitters 1 and 2, 
respectively; LS1 and LS2 and FC are light source 1 (SLED 840 nm), light source 1 (SLED 840 
nm), light source 2 (He-Ne laser 632.8 nm) and fiber coupler, respectively; C1 and C2 are camera 1 
(final spectral imaging camera CCD) and camera 2 (webcam for alignment monitoring), 
respectively, E, TS, S, G, RM are etalon, translation stage, sample object, diffraction grating and 
reference mirror, respectively (figure taken from Ref.[38])  
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4.5. Defocusing the sample illumination 
It was later found experimentally that the initial 10-pixel width of each sub-image was not 
readily interpretable. As a result, the sub-image width was increased, although this comes 
at  the expense of a reduction in the total number of sub-images. As indicated in Eq.3-4, 
the system’s depth range depends on the total number of sub-images. Also, fewer sub-
images implied a reduction of the effective light source bandwidth that will further affect 
the depth resolution. 

According to Eq.4-16, enlarging the sub-image width can be achieved by shortening or 
increasing the object or imaging lens focal length, respectively. It was decided to keep the 
object lens L3 unchanged in order to maintain the same depth of focus. The imaging lens L4

was modified by increasing the focal length from 100 to 150 mm. The system 
magnification was therefore raised from 0.2 to 0.3. As the magnification became 1.5 times 
larger the sub-image size was also expected to increase from 10 to 15 pixels, or occupying 
15 pixels × 6.45 µm/pixel = 96.75 µm. The number of sub-images across the frame 
therefore drops from 100 to around 67  

Another issue to be considered was the size of the illuminating spot on the sample. In the 
previous section it was calculated that in order to obtain a 10 pixel-wide sub-image with a 
combination of the focal lengths of object and imaging lenses of 500 mm and 100 mm, 
respectively, the illuminating spot diameter should be 322 µm. However, by using Eq.4-24, 
with an object lens of 500 mm focal length and 25.4 mm diameter, the resulting 
illuminating spot size is only 40.35 µm, or only 12.5% of the required spot size.  

The spot size calculation in Eq.4-24 however is based on the assumption that a collimated 
beam fully fills the entire lens aperture area Do. In reality, due to the light delivery by fiber 
with small numerical aperture, the incoming light does not entirely fill the aperture of the 
collimating lens L1. This is schematically shown in Fig.4.8. The (half) launch angle θL is 
given as θL = sin-1(NA), where NA is the numerical aperture of the fiber. The fiber used in 
the set-up has NA=0.12 which gives θL = 6.89°. The collimating lens L1 is an aspheric type 
with focal length 7.5 mm and aperture diameter, D1, of 4.5 mm. It is located a focal length 
from the fiber end face to produce a collimated beam after leaving the lens. Compared with 
the imaging lens L2, it is clear that the diameter of collimating lens L1 is smaller than that 
of lens L2.
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This implies that, even if a full aperture collimated beam is output by L1, it will only 
illuminate 4.5 mm out of the full 25.4 mm diameter, i.e. less than 20% of the full aperture 
of imaging lens L2. This is illustrated in Fig.4.8. 

Figure 4.8. Light path of sample illumination from the fiber (drawing not to scale) 
 

As can be seen in Fig.4.8, the collimated output beam diameter Do = 2×f1 ×tan(θL) = 1.81 
mm, which is even less than the aperture of the collimating lens L1. This collimated beam, 
as shown in the light path of Fig.4.8, will be focused by L3 onto the sample. The focused 
beam diameter at the sample, do, calculated using Eq.4-24 with fo equal to f3 (the focal 
length of lens L3) = 500 mm, and using the centre wavelength of the SLED light of 840 
nm, gives do = 565 µm, which is larger than the initially expected illuminating spot size of 
322.5 µm. With the new magnification of 0.3, the sub-image size would be 169 µm or 
around 27 pixels – almost twice as much as the initially expected 15 pixels/sub-image. 
This will give only 1024/27 = 38 sub-images, which less than a half of the initial plan of 
100 sub-images across the CCD frame. 

Another method was therefore needed to increase the number of sub-images again whilst 
keeping the configuration unchanged. One alternative way to achieve this is instead of 
producing a spot illumination, the sample is illuminated with a larger width beam. With a 
larger illuminated sample whilst keeping the imaging lenses unchanged to keep the same 
magnification (using Eq.4-16) a wider sub-image can be obtained. In the real set-up 
construction the aspheric lens L1 is mounted on a micrometer z and location of the lens was 
gradually adjusted by micrometer until the expected 16 to 17 pixel width of a sub-image 
was observed in the CCD.  
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This adjustment has two minor consequences for the subsequent optical path. Firstly the 
beam passing through the etalon is no longer collimated, and this will broaden slightly the 
frequency comb. However, at close to normal incidence the effect is second order in the 
angle of a given ray to the optical axis and therefore has negligible effect in practice. 
Secondly, the wavefront illuminating the sample surface is now curved which at first sight 
may seem undesirable in view of the small number of pixels spanning the field of view. In 
practice, however, high frequency fringe patterns are avoided because the reference wave 
will have the same radius of curvature due to the symmetrical layout of the Linnik 
interferometer head. 

 

4.6. Effect of back reflections 
The use of an etalon comes at the price of power reduction due to back-reflected light. 
High-finesse etalons require highly-reflective mirrors, which inevitably creates strong light 
reflections back to the light source. An important issue that has to be taken into 
consideration is that this reflected power must not exceed the limit of the ability of the light 
source to handle back reflections. This acceptable limit of back reflection of the SLED 
light source is given by [146,147]  

 R − Lcoupling − Lisolator (λ) − Linsertion < -30 dB (4-27) 

 

where R is the fraction of the reflected incident power from the etalon (or the etalon 
reflectivity), Lcoupling is the loss due to power coupling from the etalon back to the fiber, 
Lisolator (λ) is the wavelength-dependent loss of the optical isolator unit inside the SLED 
unit, and Linsertion is the insertion loss of the optical isolator. All the quantities must be 
expressed in decibels (dB). Eq.4-27 essentially states that the total light reflected before 
entering back the SLED light module unit must be attenuated by more than 30 dB. 

Of all the variables in Eq.4-27 only one is wavelength-dependent, i.e the power loss of the 
isolator Lisolator (λ). The spectral plot of the isolator loss of the SLED is shown is Fig.4.9. 
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Figure 4.9 .Spectrum of loss of isolator module in the SLED unit (from Ref [148,149]). 
 

Three wavelengths were selected to represent the SLED spectrum (50 nm bandwidth 
centred at 840 nm) in order to calculate the wavelength-dependent isolator loss Lisolator (λ). 
The wavelengths are: 815 nm (lower end of the bandwith), 840 nm (centre wavelength) 
and 865 nm (upper end of the bandwidth). From the spectrum loss plot in Fig.4.20 the 
isolation loss at 815 nm is approximately −18 dB, whilst the corresponding figures for the 
centre wavelength 840 nm and upper end of the bandwidth (865 nm) are −26 dB and −55 
dB, respectively.  

As described in Section 4.4, the surveyed etalons included the fiber-based Fabry-Perot 
Interferometer (FPI) from Micron-Optics (Atlanta, GA). This type of device offers 
simplicity in constructing the set-up, since both ends of the device are terminated by fiber 
connectors that can be directly connected to the SLED output and lens L1 adapter input 
terminals. However, the back reflections are fed straight back down the fibre and therefore 
this type of device has a much greater risk of damaging the light source than do non-fibre 
etalons. 

The configuration using a fiber-based etalon (Fabry-Perot interferometer) is shown in 
Fig.4.10. Since the etalon is integrated with the fiber in this kind of device the fiber power 
coupling loss Lcoupling can be assumed to be very small or neglected (Lcoupling ≈ 0).  
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Figure 4.10. .Fiber etalon (Fabry-Perot Interferometer) placement between SLED and lens L1 
adapter and the corresponding loss components. 
 

The insertion loss of the isolator Linsertion according to SLED manufacturer (Superlum 
Didoes Ltd) is 1.2 dB. As indicated in the table of shortlisted etalon suppliers the fiber FPI 
reflected power varies between -8 to -25 dB. The total loss of this device calculated using 
Eqn.4-27 is shown in Table 4-2 for the maximum and minimum reflected power values at 
the three selected wavelengths 

Table 4.2.Loss/reflected power calculation for Fiber Fabry-Perot Inteferometer type etalon 
Reflected power level wavelength Total loss calculated 

using Eqn.4-27 
Is total loss above 
-30 dB threshold? 

-8 dB 
815 nm -27.2 dB yes
840 nm -35.2 dB no 
865 nm -64.2 dB no 

-25 dB 
815 nm -44.2 dB no 
840 nm -52.2 dB no 
865 nm -81.2 dB no 

From the table, despite the fact that only one wavelength causes the total loss to rise above 
the threshold, it is not safe to assume that the entire spectrum of the back reflection power 
will not harm the SLED unit. The fiber Fabry-Perot interferometer arrangement was 
therefore dropped, and the only alternative was to use the glass-based etalon. 

In comparison to the fiber-based device, the glass-based etalon was not as simple to install. 
It could not be directly connected to the SLED in the same way as the fiber-based device. 
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This disadvantage however is also a benefit in that it offers a degree of freedom in 
adjustment so that the back reflection power can be significantly suppressed.  

This was achieved by mounting the etalon on a gimbal mount so that instead of being 
perpendicular to the incident beam, the mount enables oblique incidence of the light onto 
the etalon. The reflected beam can in this way be directed away from the fiber end. The 
configuration and loss factors of the glass etalon in the set-up are shown in Fig.4.11. 

 

Figure 4.11. Glass etalon in the gimbal mount to SLED and lens L1 adapter, and the corresponding 
loss components. 
 

We assume the worst-case situation in which the power reflected by the etalon exactly 
traces its path back to a spot at the fiber end. In order to completely miss the fiber end, the 
beam must be reflected from the tilted etalon such that the spot so produced is shifted by 
the fiber end width. This situation is illustrated in Fig.4.12 where line AB is equal to the 
fiber’s beam width MFD and line AC is the distance between the fiber tip and the etalon 
(tilting axis). The width of the fibre’s core can be assumed to be similar to the fiber’s MFD 
of 5.46 µm. Lens L1 is mounted in a mounting plate with 10 mm thickness. The gimbal 
mount also has roughly the same thickness thus the minimum distance between the lens 
and the etalon (tilting axis) is roughly 10 mm. Thus the total minimum distance between 
the fiber tip and the etalon is 17.5 mm since the focal length of lens L1 is 7.5 mm. The 
angle θ in triangle ABC is equal to tan-1(0.0546/17.5) = 0.018° or around 1/60 of a degree. 
This means by tilting the etalon by only 0.5 arc minutes, the reflected power from the 
etalon can be safely assumed to be almost nil. In fact, for the convenience of constructing 
the set-up, lens L1 and the etalon are not placed touching each other, but rather are 
separated by a larger gap, making the required tilt angle of the etalon even smaller. 
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Figure 4.12. Diagram of reflected light from the etalon to calculate the required tilt to eliminate the 
back reflected power (drawn not to scale). 
 

4.7. System performance in brief 
The performance of the new etalon-based hyperspectral interferometer is only briefly 
discussed in this section. The details, particularly in the sample imaging, will be presented 
in Chapter 6 on surface profilometry. This sub-section just describes the noticeable 
improvement in imaging performance compared to the previous microlens-based system. 

Fig.4.13 shows the output image from the reference arm recorded by the final CCD camera 
for both systems. It is clear that the etalon-based system produces distinct sub-images 
across the frame compared to the previous design. Although there are more sub-images in 
the image produced by the microlens-based system (100 sub-images in Fig.4.13.a) 
compared to 62 sub-images in Fig.4.13.b, there is more than one row of sub-images 
produced by the previous design. Furthermore, since the gaps between lenslets were 
transparent the unwanted background light was also included during the image acquisition 
and in effect added noise to the required signal. This noise is not observed on the image 
produced by the new design set-up. 
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(a) (b) 

Figure 4.13. Comparison of the performance of both systems: (a) microlens-based, (b) etalon-based 
HSI taken at stage position 28.50 mm. 
 

The difference between the two system’s outputs becomes more profound when evaluating 
the sample imaging performance. This will be shown in Chapter 6 next chapter as part of 
the surface profilometry application. 
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Chapter 5  
Data Processing 
 

5.1. Introduction 
Once the single frame multiple spectral interferogram has been recorded by the final CCD 
camera (as shown in Fig.3.1 in Chapter 3), the next task is to perform data analysis. This 
chapter presents the steps to be performed to analyse the data, methods to filter out 
unwanted signal and to extract the sought information. The sought information is 
essentially the optical path difference between sample and reference arms. Background 
theories pertinent to data processing and analysis will be discussed first. 

 

5.2. Interferogram spectrum 
In section 2.2.2 the principles of spectral low-coherence interferometry have been 
described in detail based on the derivation from Ref [19]. In particular, Eq.2-32 which 
states that the scattering potential distribution can be reconstructed by taking the Fourier 
transform of the backscattered interferometric signal. The derivation however is quite long 
and complex. A rather shorter version of analysis is normally used in the field of 
experimental mechanics where typically only two interfering beams are involved. The 
interferogram due to any two-beam interferometric process in general can be represented 
by [38]  

[ ]{ } )(),(cos),(),(),,( 0010 cnmnmnmnm kkWyxkzyxIyxIkyxI −++= φ , (5-1) 

 

where z0 (xm,yn) and φ0 is the optical path difference distribution at z= z0 (xm,yn) and phase 
shift between the reference and sample light waves, respectively. I0 and I1 are respectively 
the dc and modulation intensities. In comparison with the standard single-wavelength 
interferogram expression in Eq.2-4, there are additional two terms included in Eq.5-1. The 
first is the weighting function W(k) , which is assumed to be an even function to take 
account of a spectral windowing function or non-uniform spectral distribution of the light 
source. Also, the wavenumber k becomes the variable in Eq.5-1 to take account of the non-
monochromatic lightwaves, whilst it was only a constant in Eq.2-4. Finally, the term kc in 
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Eq.5-1 is to account for the shift of the weighting function W(k) in k space. The subscripts 
m,n denote the pixel 2-D indices.  

The Fourier transform of Eq.5-1 with respect to k yields [38] 

[ ])exp()(~)exp()(2)exp()(2)()(~
00

1
00

1
0 zikzWizzIizzIzIzI c−⊗


 −++−+= φδφδδ ,

(5-2) 

 

where δ(z) is the Dirac delta function, )(~ zW is the Fourier transform of W(k), and where ⊗
represents convolution. It can be observed from Eq.5-2 that the Fourier transform operation 
transforms the variable k (of the recorded interferogram domain) to optical path 
distribution z.

If the 1-D version of Eq.5-2 is plotted, with the phase terms exp(±iφ0) and exp(±ikcz) 
dropped, the result is shown in Fig.5.1. The figure shows how )(~ zW is convolved with the 
delta function located z=0, along with the copies centred at the side peaks of z=± z0. As 
mentioned briefly in the introduction, the goal of the data analysis stage is to extract the 
optical path difference distribution z from the recorded interferogram. In Eq.5-1 this term 
is part of the argument of the cosine function that cannot be immediately extracted. In the 
Fourier domain (Eq.5-2), however, this term is transformed into a pair of peaks whose shift 
z0 (see Fig.5.1) is proportional to optical path difference on a pixel-wise basis. Detecting 
the location of the shifted peak at each pixel is therefore the crucial part of the data 
processing stage. 
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Figure 5.1. Fourier transform of Eq.5-1 with respect to k. The location of the side peak corresponds 
to the optical path distribution z0 at the pixel of interest (figure taken from Ref [38]). 
 

The fact that original data is real rather than complex means that the magnitude of the 
spectrum is symmetric about the origin. One sided peak detection (e.g., the region of the 
transform z > 0) is therefore sufficient in determining the peak shift. Accurate 
measurement of the peak position however requires negligible leakage from any adjacent 
peaks, which in this case is normally the peak centred at z=0. It is therefore useful to 
suppress the DC term (centre peak) to reduce the possibility of error in determining the 
peak shift. 

 

5.3. Implementation 
As briefly discussed in Sect.3.1 on the concept of hyperspectral interferometry the 
subsequent step after acquiring the single frame in Fig.3.1 is to stack the sub-images in the 
frame to construct the Hyperspectral image volume. This 3-D data volume is denoted as 
I(x, y, k).  

In order to perform the stacking, there must be a pixel in every sub-image, to serve as a 
reference, onto which other reference pixels from other sub-images are aligned so that the 
corresponding 2-D sub-images can be assembled to form the 3-D hyperspectral image 
volume. These reference spots are acquired by means of the spot imaging method. The spot 
profile ideally should be a (2-D) Gaussian profile, thus the function to fit the data was 
therefore also a Gaussian. 
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The fitting is carried out by means of Matlab built function fminsearch – a 
multidimensional non-linear minimization function. The Gaussian function to fit the spot 
takes the form of  
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c
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yy()xx(expIDC)y,x(I σ
)2

, (5-3) 

 

where DC, I0, xc, yc and σ are the DC/constant term, peak intensity of the Gaussian, x and 
y coordinate offsets and standard deviation of the peak width, respectively.  

The location of the spots were is automatically identified by a modified Matlab script 
initially developed by T. O’Haver to detect peaks in absorption spectroscopy data (see 
Appendix A9). It will be shown later in Chapter 7 on depth measurement of weakly 
scattering object that some more steps following the Gaussian fitting must be carried out to 
improve the accuracy of finding these reference pixels. 

The coordinates of these reference pixels are then stored in the table and every table entry 
serves as the centre point to segment the interferogram in Fig.3.1 into regions of a user-
defined number of pixels along both spatial axes. The segmented area becomes the sub-
image corresponding to that reference pixel. After all sub-images are formed, these 
reference coordinates are aligned, acting as the axis onto which the 2-D sub-images are 
stacked to create the 3-D hyperspectral image volume I(x, y, k) . Each pixel in the 
hyperspectral image volume can therefore be denoted as I(xm,yn,kp) where subscripts m, n
and p take the values m = 0,1,2,...,Nx – 1, n = 0,1,2,...,Ny – 1, and p = 0,1,2,...,Nk – 1, 
respectively, and Nx, Ny and Nk are the number of sample points along the respective axes. 

The next step of the processing is to extract the sampled points along the k axis on the 
hyperspectral image volume I(x, y, k) for a given pixel. The diagram of I(x, y, k) in Fig.3.2 
is presented again in Fig.5.2 for clarity, on which a dotted line in Fig.5.2.(a) shows the path 
where the intensity signal I(xm,yn,k) is sampled along the k direction.  

The example of the sampled intensity I(xm,yn,k) extraction from the hyperspectral image 
volume I(x, y, k) is shown in Fig.5.2.(b). The data was taken from the reflective planar 
surface experiment described in Section 6.2 of Chapter 6. It was extracted from the pixel at 
the centre of field of view of the sub-images (which later were stacked to create the 3-D 
hyperspectral image volume I(x, y, k) ) at the known stage position of 30.88 mm. The 
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number of sampled points in I(xm,yn,k) is equal to Nk - the number of sub-images across the 
full-frame interferogram shown in Fig.3.1.  

 

(a) (b) 

Figure 5.2.(a) Hyperspectral image volume I(x, y, k) as shown in formed by stacking spectral sub-
images across the frame shown in Fig. 3.1. The dotted line represents the path from which the 
sampled 1-D signal I(xm,yn,kp) (p = 0,1,...,Nk – 1) is extracted, (b) Example of the extracted 
sampled points along the dotted path in the left diagram (figure 5.2(a) taken from Ref [38]) 
 

Next the sampled intensity signal I(xm,yn,k) first has its mean value subtracted to remove 
the DC term and is subsequently Fourier-transformed. The operation transforms I(xm,yn,k)
in the k domain to )(~ zI in the depth (z) domain. The transformation produces a peak, and 
the peak location z =z0(xm,yn) corresponds to the depth of pixel (xm,yn). This is illustrated in 
Fig.5.3.(b). Note that if subtraction of the average signal is not performed prior to carrying 
out the transformation, the DC term will appear as a peak along with the others as shown in 
Fig.5.3.(b). The presence of the dc peak is undesirable, particularly when the Fourier 
transformation produces more than one peak. Multiple peaks might not be encountered in 
shape profilometry but will in general be more obvious when measuring semi-transparent 
scattering media in which the sample can be modelled as a stack of multiple depth layers. 
Furthermore, the peak due to the DC term usually has higher amplitude than the others that 
can potentially mislead the peak finding function from finding the sought peak. 

5 10 15 20 25 30 35 40 45 50 55 60
40

60

80

100

120

140

160

180

sampled-k .no

Int
en

sit
y(

a.u
)

Iraw (k) - raw intensity data

y
x

k

k = kp

k = kp−1

k = kp+1 

(xm, yn)



	
��
�

(a) (b) 

Figure 5.3.(a) The (raw) data of intensity at sampled points of k transform of I(xm,yn,k) as shown in 
Fig.5.2.(b), (b) The Fourier transform result of I(xm,yn,k) to extract z0(xm,yn), the depth information 
of pixel (xm,yn) in the sub-image. Only the positive part of the depth axis is shown. The high 
amplitude of DC peak can mislead the peak detection algorithm to identify the desired peak (from 
depth z = z0(x,y) )

The process of extracting the 1-D intensity signal I(xm,yn,k) is repeated for all the other 
pixels in the sub-image until the map of optical path length for every pixel in the sub-
image has been constructed. 

 

5.4.  Background pedestal removal 
During the data processing of real data it was later found that not only the DC term needed 
to be removed, but also other low frequency components that are systematically present in 
the interferogram signal. These components arise from the spectral distribution of the 
SLED, which varies slowly across the k-axis and appears as a peak located close to the DC 
location in Fourier domain. 

As an illustration, the intensity data at sampled point of k of a pixel I(xm,yn,k) shown in 
Fig.5.3.(a) is presented again in Fig.5.4.(a), and Fig.5.4.(b) is the Fourier transform output 
of I(xm,yn,k) after the DC term removed. Compared to Fig.5.3.(b) the DC term removal 
eliminates the zero frequency peak, yet an undesired peak still appears nearby the zero 
frequency location (shown as the first peak in the left in Fig.5.4.(b)). In this example the 
undesired peak has lower amplitude than the desired peak at z =z0(xm,yn). This situation, 

5 10 15 20 25 30 35 40 45 50 55 60
40

60

80

100

120

140

160

180

sampled-k .no

Int
en

sit
y(

a.u
)

Iraw (k) - raw intensity data

50 100 150 200 250 300 350
0

1000

2000

3000

4000

5000

6000

z /µm

Int
en

sit
y(

a.u
)

|ℑ(Iraw (k)| - Fourier Transform of raw intensity data

z=z0(xm,yn)

DC term



		
�
�

however, cannot be guaranteed to exist in every measurement, which can mislead the peak 
detection algorithm in locating the correct depth peak.  

(a) (b) 

Figure 5.4.(a) The (raw) data of intensity at sampled points of k transform of I(xm,yn,k) as shown in 
Fig.5.3.(a), (b) The Fourier transform result of I(xm,yn,k) after removing the DC term still leaves 
another low frequency peak due to the spectral distribution of the light source (left peak), which 
can mislead the peak detection algorithm in locating the desired peak (right peak) 
 

To alleviate this problem an algorithm proposed by Huntley [150] was applied. The 
algorithm requires separate intensity data for object and reference. A separate 
hyperspectral image volume of the object wave and reference intensity, denoted by 

),,( kyxIo and ),,( kyxIr , respectively were recorded. The next stage is to carry out sums 
of both intensity data defined as 

 ),,(),(
1

0
1 ∑−

=

=
kN

p
pnmnm kyxIyxs

[ ] ),,(),,(),(
1

0
2 ∑−

=

+=
kN

p
pnmrpnmonm kyxIkyxIyxs , (5-4) 

 

where N is the number of sub-images in the hyperspectral volume stack. The sums are the 
zero-frequency Fourier components of the sampled interference signal and dc pedestal, 
respectively. The new intensity data, called the mean-free signal  ),,(2 pnm kyxI with signal 
pedestal removed, can be obtained by using the same separate hyperspectral intensity 
volume of both reference and object and the sums defined in Eq.5-4 as follows: 
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( )[ ]),,(),,(/),,(),,( 212 pnmrpnmopnmpnm kyxIkyxIsskyxIkyxI +−= (5-5) 

 

The result of applying the correction method above to the recorded interferogram is shown 
in Fig. 5.5. The left column of Fig.5.5 is the interferogram signal before the correction took 
place, which contains the plots from Fig.5.4. The plots are re-displayed to show the 
comparison of the result after the correction method was applied in the right column. 

 
(a) (b) 

(c) (d) 

Figure 5.5..(a) and (b) are I(xm,yn,k) and its Fourier transform as shown in Fig.5.4 which are re-
displayed for comparison purpose,(c) I2(xm,yn,k) – the corrected I(xm,yn,k) after the DC and spectral 
pedestal terms removed and (d) the corresponding Fourier transform of I2(xm,yn,k) which shows 
only one expected depth peak at z = z0(xm,yn)

Comparison of the Fourier transform (lower row plots) shows that after the correction, the 
first peak was almost completely removed. As there was only one peak after the correction 
the peak detection routine now will detect the correct frequency peak. 
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5.5. Derivation of system’s parameters 
In any surface or depth profilometer system, depth range along with depth resolution are 
two of the most important parameters to indicate the system’s performance. Depth range 
can be derived by applying Shannon’s sampling theorem to the interferometer signal of 
Eq.5-1. The theorem sets the condition of adequate sampling of the I(xm,yn,k) signal by 
stating that the change of the phase ),( yxkz=φ should not exceed π between two adjacent 
k samples. This leads to the maximum allowed value zM

kzM δ
π= , (5-6) 

 

where δk is the separation between sample points along the k  axis (which is also equal to 

the etalon’s FSR in k axis). Using the relation λ
π2=k , the (absolute) value of kδ can be 

found as δλλ
πδ 2

2=k . Substituting the values of λ and δλ with the center wavelength of the 

SLED light of 840 nm and etalon’s FSR  of 0.5 nm, respectively, δk is found to be 4.45 × 
10-3 µm-1. Using Eq.5-6, the calculated value of zM is 705.6 µm. Since the beam travels the 
path twice due to the reflection from the surface , the depth range of the set-up is zM/2 = 
352.8 µm. 

Values larger than zM will be aliased onto lower z values thereby creating an under-
sampling artefact. Due to the use of half of the z axis, the minimum allowable value of z is 
z=0. The depth range or the allowable path difference range is thus 

 Mzz ≤≤0 . (5-7) 

 

Simulations have been carried out to illustrate the sampled I(xm,yn,k) distribution at two z
values z = 0.23zM and z = 0.65zM for a given Nk = 16 and a total k bandwidth ∆k equal to 
20% of the centre k value. The simulation results are shown in Fig.5.6. The corresponding 
Fourier transforms ),,(~ zyxI nm are shown in Figs 5.7 (upper and lower), respectively.  
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Figure 5.6. Simulation result of 1-D signal I(xm,yn,k) from Fig. 5.2 for the two cases z = 0.23zM
(top) and z = 0.65zM (bottom). Open circles indicate the sampled values k = kp. (figure taken from 
Ref [38]) 

 

Figure 5.7. Fourier transform ( )zyxI nm ,,~ of the two 1-D signals I(xm,yn,k) from Fig. 5.6. Open 
circles indicate the sampled z values, and the vertical dotted lines indicate the position of the true z
values used to generate the signals in Fig. 5.7(figure taken from Ref [38]) 
 

As shown in Sect.5.3, I(xm,yn,k) is sampled from Nk sub-images. From the sampling 
theorem the corresponding number of frequency points is Nk/2. When the fringe frequency 
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reaches Nk/2, the maximum frequency before aliasing occurs, the optical path is equal to 
zM. Thus Nk/2 frequency points correspond to optical path z=zM, Therefore the depth or 
optical path resolution δz is the separation between sample points  

 ( )
( ) kNN

kz
kk δ
πδπδ 2

2/
/ == . (5-8) 

 

If the spectral profile of the light source is uniform with the width of kNkδ then the width 
of the spectral peak (i.e., separation between zero crossing points) is 2δz. In the case of a 
non-uniform spectral distribution with a profile of W(k), then the width of the peak is the 
width of )(~ kW . In general the width of the spectral peak can be written as 

 zz ηδδ =' , (5-9) 

 

where η is a constant that takes the value 2 for a rectangular window, and 4 for a Hanning 
window for example. Using Eq.5-8 the HSI system has depth resolution of 11.4 µm, or 
with the assumption η=2 using Eq.5-9 yields δz’ = 22.8 µm. 

 

5.6. Depth resolution improvement 
The depth resolution however can be improved over the values given by Eqs.5-8 and 5-9. 
This has been illustrated in Fig. 5.7. The continuous line is the value of the Fourier 
transform evaluated at a much finer set of k values than the discrete set provided by the 
fast Fourier transform (shown as circles). Clearly, in the absence of noise, the peak lies 
much closer to the true z value (shown as dotted lines) than the value of δz (the distance 
between two adjacent discrete sample points) would suggest. The improvement in 
resolution could be carried out for example by zero padding the intensity line I(xm,yn,k) so 
that sub-pixel resolution can be achieved in the frequency domain. However, better 
methods exist as will be described here. 

In this research the algorithm to detect the peak to sub-pixel precision was based on the 
method from Huntley [150]. which was a 2-D version of the sub-pixel peak detection 
algorithm proposed by Kaufmann et al. [151]. Details of the algorithm are given in Ref  
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[150] but in general the algorithm improves the precision of the peak location using the 
Newton-Raphson method. This numerical method is widely used to find roots of a function 
by using the first derivative of the function, which can be expressed as 

 )('
)(

1
n

n
nn xf

xfxx −=+ , (5-10) 

 

where x is the approximate location at which f(x)=0, f’(x) is the first derivative and the  
subscript of x refers to the iteration index [152]. Since the extreme points such as a peak in 
a function has first derivative equal to zero the problem becomes finding the roots of the 
first derivative. The iteration in Eq.5-10 becomes  
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where f’’(x) is the second derivative of the function.  

In this problem the function is |H(k)|2 - the squared magnitude of the Fourier transform of 
I(xm,yn,k), and k is the Fourier domain variable. Eq.5-11 therefore becomes 
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where subscript n refers to the nth iterations. The details of the derivation of the first and 
second derivative of |H(k)|2 are given in the appendix of Ref [150]. The iteration in Eq.5-12 
continues until the change of kx is less than a given tolerance.  

The probability of the Newton-Raphson method’s convergence however will improve if 
the inputted initial value is close to the real root of the function [152]. In this peak search 
case, the convergence is almost guaranteed since the initial value is already the peak 
location of lower accuracy.  
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Chapter 6  
Experimental result 1: 
Single-shot opaque surface profilometry 
 

6.1. Introduction 
The first test to evaluate the performance of the etalon-based hyperspectral interferomtery 
prototype was to perform a 3-D shape measurement of an opaque object. The prototype 
was first tested using the reflective step profile similar to that described in detail in 
Sect.3.2.5. With a step height of 120 µm, the object height is within the system’s depth of 
range of 353 µm (calculated in Section 5.5). The prototype was subsequently tested to 
measure the height distribution of a rough flat (non-step) surface. 

 

6.2. Reflective planar imaging  
In order to experimentally verify the two main system parameters calculated in Chapter 5, 
the depth range and depth resolution, the HSI prototype was tested using a reflective planar 
surface described in Sect.3.2.5. This flat surface was obtained using the step height sample 
by transversally shifting the object until the abrupt height change of the step was out from 
field of view and the interferometer now only imaged one of the planar sides of the sample. 
In this experiment the lower side of the sample was used 

 

6.2.1. Depth range and resolution 
Fig.6.1 shows the coordinate reference system for the profilometry measurements. The 
analysis developed in Sect.5.5 will be used again here. As described in Section 2.1, an 
optical path distribution measurement using a hyperspectral interferometry system 
provides an absolute height distribution, thereby resolving the height ambiguity problem 
commonly encountered in the single wavelength counterpart. In Fig.6.1 the surface (local) 
height distribution h(x,y) is illuminated and observed from above. The optical path 
difference is therefore twice the local distance of the sample from the surface of zero 
optical path difference L (see Fig.6.1). In order to be consistent with Ref [38] , the paper to 
which this section refers to, the optical path difference is denoted by z ,instead of S as 
shown in Chapter 2, and given as 
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[ ]),(2 0 yxhhz −= , (6-1) 

 

where h0 is the known distance from the sample datum surface to the plane of zero optical 
path difference. The local sample height h(x,y) is measured relative to the datum.  

 

Figure 6.1 .Cross-section of a sample with height distribution h = h(x, y). Lines L and D are cross-
sections through the zero path difference and sample datum surfaces respectively (figure taken 
from Ref [38]) 
 

The condition to be met to obtain the absolute optical path difference is that the object 
surface lies within the height measurement range, ∆h. This can be derived by substituting 
the depth range expression in Eq.5-6 into Eq.6-1 to yield  

 k
zh M

δ
π

22 ==∆ . (6-2) 

 

Similarly the expression for depth resolution follows from Eqs. 5-8 and 5-9 as  

 hh ηδδ =' , (6-3) 
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with 

 kNh
kδ
π=δ . (6-4)  

 

6.2.2. Experimental verification of depth range 
The system’s depth range was verified experimentally using the planar surface object. The 
sample was moved along the optical axis of the interferometer with an increment of 50 µm
using a translation stage. A hyperspectral image volume was recorded at each position and 
analysed using the algorithm described in Chapter 5 on data processing. Fig. 6.2 shows an 
example of a 1-D plot of the interferogram signal  ),,( kyxI nm from one pixel. In the figure 
is the  ),,( kyxI nm signal from the centre of the field of view (centre pixel of a sub-image) 
taken at different (increasing) optical path differences from plot (a) to (c). The plots in the 
figure, however, are before undergoing the background pedestal removal as detailed in 
Section 5.4. Fig.6.3 shows the signal plots of Fig.6.2 after background pedestal removal. 
Note that on both Figs.6-2 and 6-3 the oscillation frequency increases as the optical path 
difference increases as well, which has been derived in Eq.2-34. 

 

Figure 6.2. Plots of 1-D interferogram signal I(xm,yn,k) of the centre pixel in a sub-image taken at 
three different (increasing) optical path differences (figure taken from Ref [38]) 
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Figure 6.3. Plots of 1-D interferogram signal I(xm,yn,k) of Fig.6.2 after background pedestal 
removal (figure taken from Ref [38]) 
 

Figure 6-4 shows the plot of the computed height from  ),,( kyxI nm of a pixel at the centre 
of the field of view (centre pixel of a sub-image) versus the known position of the 
translation stage. Positions denoted by (a), (b) and (c) correspond, respectively, to the three 
parts (a), (b) and (c) of the plots in both Figs.6-2 and 6-3. 

As the stage moves away from the zero OPD position, the fringe frequency increases. 
When the frequency reaches the Nyquist limit, however, further movement causes aliasing 
and the apparent fringe frequency starts to drop until a uniform intensity appears across the 
sub-images, indicating that the zero frequency point has been reached. If the stage is 
translated further the fringe frequency starts to climb again and the same fringe appearance 
repeats itself. This results in a ‘saw tooth’ characteristic of the plot.  

The proportionality of fringe frequency to optical path difference gives the same plot 
appearance when the data is converted to height variables. Similarly, as the object moves 
outside the range 0 < (h0 – h) < ∆h, the peak in the spectrum is aliased giving rise to an 
erroneous position estimate. The linear response over the range 0 < (h0 – h) < ∆h is 
therefore modified outside this range to give a characteristic ‘saw tooth’ shaped response 
curve that is apparent in Fig. 6.4. It can be clearly seen that the height span in which the 
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reading reaches the upper and lower inflection points is around 350 µm. This span is equal 
to the depth range which is the experimental result close to the calculated depth of range of 
353 µm as derived in Sect.5.5. 

 

Figure 6.4.Measured position of one point on planar sample verses known sample position. Points 
(a) – (c) correspond to the locations of the plots displayed in Figs 6.2 and 6.3 (figure taken from 
Ref [38]) 
 
6.2.3. Error measurement 
At three locations marked by (a) – (c) in Fig.6.4 the height distribution of the surface is 
shown in Fig.6.5. Each point in the plot has been obtained completely independently from 
the other points, without any data smoothing.  
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Figure 6.5. Measured surface profile for the planar sample when at locations marked as (a)-(c) of 
Fig. 6-4 (figure taken from Ref [38]) 
 

Measurement noise was estimated by fitting a plane to each of these three surfaces by 

( )
k

fit

N
hh 2exp −=σ , (6-5)  

 

where σ is the rms noise, hexp, hfit and Nk is the experimental height distribution, the fitting 
plane and the number of sub-images, respectively. The root mean square (rms) of the 
residual about the best fit planes was 111, 73 and 119 nm for locations (a) – (c) 
respectively, with an overall rms residual of 103 nm. The results are shown in Fig.6.6. 
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Stage Pos. 
(mm) 

hexp rms value 
(nm) 

(a) 

 

30.90  

 

110.8 

(b) 

 

30.95  

 

72.9 

(c) 

 

31.00  

 

118.8 

Figure 6.6.The height distribution measurement result and the corresponding fitting planes for the 
planar sample when located at positions marked (a)-(c) of Fig. 6.4. 
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The data however has one outlier for locations (a) and (c). After removing these outliers 
the rms residual drops to 78 and 92 nm, respectively, with an overall rms for the three 
planes of 81 nm.  

This figure is higher than the values of order 1 nm (or less) typically achieved by SWLI. 
There are several reasons for this which may be summarized as follows. Firstly, not all the 
SLED bandwidth is used in the measurement. With average of 60 sub-images in which 
each occupies 0.5 nm, the total used bandwidth is only 60 × 0.5 = 30 nm, or only 60% of 
the total SLED bandwidth of 50 nm. This bandwidth is around an order of magnitude 
lower than that typically used in SWLI. Depth resolution scales inversely with bandwidth 
so one can expect a factor of 10× worse performance due to this factor alone.  Secondly, 
spatial variations in photodetector sensitivity have not been taken into account so far. 
These variations will introduce apparent noise in the measured profiles in the case of 
hyperspectral interferometry, but not for SWLI, because in the latter case the same pixel 
provides all the data for a given point on the sample. This effect could be significantly 
reduced by appropriate calibration of the image sensor. 

 

6.3. Smooth surface step height profiling 
The HSI set-up was subsequently used to measure the smooth surface step height sample. 
The sample is similar to the object described in Sect.3.2.5. An interferogram of the object 
is shown in Fig.6.7. A set of 62 sub-images of 11 x 19 pixels each are formed across the 
horizontal axis of the CCD camera C1 (see Fig.4.7).  Three selected sub-images are shown 
magnified as in inset to Fig. 6.7. The step is visible as a vertical discontinuity in the fringe 
patterns passing approximately through the centre of the field of view. The presence of the 
discontinuity causes a relative shift of the fringes with changing k, which is clearly visible 
in these three sub-images. To the right of the step, there are around three fringes that 
remain almost stationary from sub-image to sub-image indicating that this part of the 
sample surface is close to the zero OPD position. To the left of the step, there is one broad 
diagonal fringe that moves downwards as one moves from one sub-image to the next.  
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Figure 6.7. Interferogram of a step height surface spread across the horizontal axis of camera C1 
(see Fig.4.8 for set-up details), containing 62 hyperspectral images within a single frame. Inset: 
three of the hyperspectral images within the central white box enlarged by a factor of 10× (figure 
taken from Ref [38]) 
 

After analysis of the raw data using the calculations described in Chapter 5, the height 
distribution of the step height sample is shown in Fig.6.8. The height difference between 
the two sides of the step can be clearly seen. The calculated height difference was 115 µm, 
which is close to the true value of 120 µm found from the microscope inspection method 
described in Section 3.2.5. 
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Figure 6.8. Surface profile of the step height sample on a 11×19 pixel grid measured in a single 
shot using the etalon-based HSI system (figure taken from Ref [38]). 
 

6.4. Rough surface measurement 
The next test of the prototype for profilometry application was to measure height 
distributions of rough surfaces. As opposed to the smooth surfaces considered earlier, the 
random height distribution of this type of surface will produce speckles in the image if the 
height fluctuations are a significant fraction of the wavelength or more. Compared to the 
reflective surface case, it can therefore be predicted that the rms values of this type of 
surface will be higher. 

The sample used in this test was an aluminium block spray painted with white metallic 
paint. This type of paint contains very fine scattering particles. The surface finish of the 
sample is shown in Fig. 6.9. 
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Figure 6.9. The sample used for the rough surface measurement test consisting of an aluminium 
block spray painted with white metallic paint 
 

6.4.1. Filtering the reconstructed height distribution 
The speckles produced by the random height distribution from a rough surface result in a 
non-uniform amplitude distribution across the wavefront, resulting in non-uniform 
intensity response across the photosensitive area. In turn the height distribution, which was 
the output of the Fourier transform operation of the detected I(x,y,k), will also be non-
uniform. It can be expected that some form of spatial ‘speckle averaging’ will be needed to 
provide useful data at pixels whose object beam amplitude is close to zero.  

The filtering was carried out by a weighted averaging of the original height distribution. If 
the output of the filtering operation and the original height distribution are denoted by 
hS(x,y) and h (x,y), respectively, both distributions are related by  

( )
),(),(

),(),(),(),( 2

2

yxoyxH
yxoyxhyxHyxh

p

p
S ⊗

⊗
= , (6-6) 

 

where notation ⊗ denotes the convolution operation, ),( yxo is the smoothing kernel 
(which in this work was a 3×3 matrix with each matrix entry equal to one) and ),( yxH p

is the magnitude of the peak (peak height) from the Fourier transform of I(x,y,k). As 
described in section 5.2 of Chapter 5, z(x,y) is proportional to the location of the peak in 
the Fourier transform of I(x,y,k), and the magnitude of the peak ),( yxH p is proportional 
to the height of the peak. The smoothing kernel ),( yxo was convolved with both the 
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weighted height map and the peak magnitude (the nominator and denominator of Eq.6-6, 
respectively) to obtain spatial smoothing of both terms prior to calculating the smoothed 
height distribution. Data points with higher modulation are therefore given greater weight 
than those with lower modulation. The reason for this choice of weight is that theoretically 
one should weight the data inversely with the variance of the quantity being averaged. In 
this case the signal strength is proportional to ),( yxH p and therefore it seems a 

reasonable assumption that the variance of a given z value scales inversely with 2),( yxH p

.

The result of the smoothing process from one height map of the painted surface is shown in 
Fig.6.10. The filtered result is presented along with the original height distribution prior to 
smoothing for comparison. The rms values before and after filtering are also shown, which 
shows the decrease of rms value after the smoothing process by more than 25% of the 
initial value. The rms values were calculated using the same method for the smooth surface 
as described Sect.6.2.3. 
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(a) Rms value = 393.28 µm

(b) Rms value = 0.94 µm

(c) Rms value = 0.68 µm

Figure 6.10.(a) Original height map reconstruction with data outliers, (b) height map with data 
outliers removed and (c) height map after removal of outliers followed by smoothing 

0

50

100

150

0
50

100
150

0

1000

2000

3000

4000

x / µm

original height reconstruction (before outlier removal & smoothing (pos:17.15 mm)

y / µm

h/
µm

0
50

100
150

0
50

100
150
212

213

214

215

216

217

218

x / µm

height reconstruction after outlier removal

y / µm

h/
µm

0
50

100
150

0
50

100
150
212

213

214

215

216

217

218

x / µm

smoothed height reconstruction (after outlier removal)

y / µm

h/
µm



	���
�

6.4.2. Reconstructed height map of the samples 
Similar to the smooth surface in Sect.6.2.3, the rough surface object was also measured at 
three known stage positions. The positions were 17.05, 17.10 and 17.15 mm. One example 
of the recorded interferogram and object image is shown in Fig.6.11. These images were 
taken at the stage position of 17.15 mm. 

(a) (b) 

Figure 6.11. Example of the (a) interferogram and (b) object wave of the rough surface sample. 
Both images were recorded at the same stage position of 17.15 mm 
 

Outlier data was also found in the reconstructed height at position 17.10 mm. After 
removal of this data and filtering (data smoothing) the reconstructed height at 3 stage 
position was constructed and shown in Fig.6.12. The rms values improved significantly, 
from 0.59, 3.67 and 77.31 µm (with average of 27.19 µm) prior to outliers removal, down 
to 0.59, 0.71, 0.69 µm (average value = 0.66 µm) after the outlier removal for positions 
17.05, 17.10 and 17.15 mm, respectively.  
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Figure 6.12. The smoothed height distribution of the painted sample at Fig. 6.9 after removing the 
data outliers (figure taken from Ref.[153]) 
 

The rms values from the painted surface are almost an order of magnitude higher than from 
the smooth surface described earlier. The possibility that this is due to the sample having 
significant deviations from a non-planar geometry over the field of view was therefore 
investigated. This was carried by subtracting the mean value for each surface, leaving only 
the height variation across the surface as shown in Fig.6.13. For the purpose of clarity in 
displaying the result, the height variation in Fig.6.13 is limited only from -1 to 2 µm. A 
noticeable group of pixels is present in the top right of the image recorded at position 17.05 
mm (roughly spanning the region between 70 – 110 µm and 100 – 120 µm in the x and y
directions, respectively). The height of this group of pixels spans roughly the same range 
of between 1.5 and 2 µm for all stage positions, confirming these pixels as a feature on the 
surface of the sample. The location of this feature however moves slightly with the change 
of stage position, suggesting that an unwanted lateral shift occurred during the axial 
translation of the stage. 
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(a) 

(b) 

(c) 

Figure 6.13.The reconstructed height maps of the painted sample after subtraction of the mean 
height value for stage positions (a) 17.05, (b) 17.10 and (c)17.15 mm (figure taken from (figure 
taken from Ref.[153]) 
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6.5. Conclusion 
The hyperspectral interferometer prototype system has been constructed and 
experimentally verified to be able to perform the surface profilometry measurement in a 
single-shot on both optically smooth/reflective surfaces and on optically rough surfaces.  

From the test using smooth surfaces, it has been demonstrated that the system is able to 
perform measurements with an unambiguous depth range of ~350 µm and a depth 
resolution around 80 nm (1 part in 4,000 of the depth range), using a light source with 
bandwidth of 30 nm and centre wavelength of 840 nm. The experimental unambiguous 
depth range compares well with the predicted value of 353 µm.  

On the test using the rough sample, the rms height values from imaging flat planes were 
found experimentally to be significantly larger than the value obtained from the smooth 
surfaces. The rms of the difference of two height maps (i.e. the difference between maps at 
positions 17.05 and 17.10 mm, and 17.10 with 17.15 mm, after subtracted with mean value 
of each surface) is 0.30 µm. This figure is almost 4× larger than the ~80- nm rms value for 
optically smooth surface calculated in Sect.6.2.3. Apart from the fact that a rough surface 
has higher random height fluctuations than the smooth flats, one of the plausible causes of 
this deviation is the lateral drift of the sample, the fact that the paint to coat the sample is 
not infinitesimally thin but has a finite thickness so that this layer can act as a volume 
scatterer, and also the lower amplitude signal due to the ‘dark speckles’ in the object wave 
[153]. The first factor is possibly due to the angular separation between the lead-screw of 
the micrometer (that translates the stage) and the optical axis. If this factor is included in 
the re-alignment of the datasets from two surface positions the error due to this factor can 
be expected to decrease.  

Turning to future improvements, the observation of the recorded frame immediately 
indicates that the use of the sensor area is very inefficient, i.e. out of a total 1024 × 1024 
(=1,048,576) pixels of the array only 62 × 20 × 20 (=24,800) pixels are used. This means 
only less than 2.5% of the total area of the CCD is in use. Further work should therefore 
include a more efficient use of the sensor array area so that more spectral sub-images (or a 
similar number but with higher spatial resolution) are recorded in a single frame. 
Techniques for spatially multiplexing images have been reported, for example a technique 
proposed by Subhash et.al by using a combination of polarized beams and 4 channel 
polarization phase stepper optics [113]. Such a method could be applied to improve the 
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spatially efficiency that can increase the number of sub-images recorded on a frame, which 
in turn would increase the system’s depth of range. The depth measurement precision of 80 
nm on smooth surfaces could also be improved through the use of light with a greater 
bandwidth, and by calibrating the sensor to account for spatial variations in pixel 
sensitivity. Such improvements would be beneficial in order to help close the gap with 
SWLI systems, which can have sub-pixel depth-resolution. Despite the currently lower 
accuracy value compared to SWLI, the proposed approach does have the important benefit 
of single-shot data acquisition, thereby offering the potential to reduce vibration-induced 
artefacts given a sufficiently short exposure duration. 
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Chapter 7  
Experimental result 2:  
Depth (sub-surface)-resolved displacement measurement 
 

7.1. Introduction 
The next test to evaluate the performance of the (etalon-based) hyperspectral 
interferometry set-up is to perform single-shot depth (sub-surface)-resolved 3-D 
displacement measurement within a weakly-scattering medium.  

Compared to the previous application to surface profilometry this experiment was more 
challenging and difficult. Despite the use of the same optical set-up, the sample and data 
processing techniques for this experiment are different. 

The sample for the profilometry test reported in the preceding chapter was a smooth 
surface covered with an aluminium coating to create a reflective surface. Instead of 
reflection only at the surface, for this experiment the sample should be made to be 
translucent: penetrable by light yet also scattering some of the incoming light. Media such 
as gels are transparent but do not scatter enough light to be detected by the system. A 
certain amount of a scattering material must be embedded into the transparent sample to 
increase the amplitude of the back-scattered light. There is a further requirement that the 
sample must also be thin enough to meet the one-third to one-half of the depth range 
requirement. This criterion will be discussed in the upcoming section on the object 
specification. 

In relation to the sample, the rig onto which the sample is mounted must also be modified. 
Whilst in the previous experiment the purpose of the rig was simply to hold the sample 
firmly so that it can be illuminated perpendicularly to its surface, for this experiment it 
must also have a mechanism to provide the deformation to the sample. The deformation 
was needed to alter the internal structure of the sample which will subsequently be detected 
by the system. 

The different characteristics of the sample subsequently modify the data processing 
techniques. The highly reflective surface sample in the previous experiment enabled the 
interferometer to detect more than enough light to saturate the camera even at short 
exposure durations. The weakly-scattering medium of this experiment implies the detected 
signal is lower and the data is more prone to be corrupted by noise. 
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This chapter starts with the brief background theory on the frequency components of the 
detected signal from a scattering medium. It is an extension to the theory described in 
Section 5.2 on the interferogram signal for a single scattering surface. Following the 
description of the theory is a summary of the attempts to manufacture a suitable sample 
that provides a detectable scattering signal for the experiment, and the corresponding 
loading rigs. Additional methods, to reduce some of the problems due to the low-level 
signal, developed from the techniques to process data in Chapter 5, are subsequently 
described. The chapter concludes with some preliminary single-shot measurements of 
depth-resolved displacement fields using the etalon-based hyperspectral interferometer. 

 

7.2. Signal analysis of scattering medium  
The profilometry experiment reported in Chapter 6 measured the surface of the sample. 
The surface can be considered as the ‘upper’ layer of the sample on which the light falls 
and is reflected back to the interferometer. In this case the sample can be assumed to be a 
‘single scattering layer’ object. 

For depth-resolved measurements, however, where the detected light not only is reflected 
from the surface but also from under the surface material, it is easier to consider this type 
of sample as a ‘multi layer’ object, as illustrated in Fig.7.1. The internal structure of the 
sample can be modelled as a stack of layers where the light beam first hits the surface and 
fraction of the light energy goes further under the surface. Light is scattered by each 
successive layer and the interferometer captures these back-scattered light waves. In this 
simplified beam travelling model, the light is assumed to be scattered only once, and then 
travels back to the interferometer with no further scattering. In fact, inside the material the 
light can undergo more than one scattering event before reaching the surface again, 
however a more complicated model is needed to portray such multiple-scattering 
phenomena. Most of the LCI-based systems such as OCT and WSI are based on a single 
scattering model where all the light detected by the interferometer is assumed to be due 
only to a (single) backscattering process [19].  

The multiple layer model of a deep object will be now used to analyse the interferometric 
signal from a scattering sample. The analysis presented in this section is adapted from the 
derivation of the theory of OCT developed by Izatt and Choma [78]. Assume a semi-
transparent sample having N multilayers, with the mth layer with discrete reflection 
coefficient ( )SmS zr located at distance Smzz = from a reference point. For this derivation 
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the beamsplitter is set as the reference point z = 0 for convenience. Assume the incoming 
electric field of the light has amplitude ( )kzti

ii ekuU −= ωω),( with u(k,ω) the amplitude as a 
function of k and ω, the light reflected from the reference mirror RM expressed as 

Rkzi
R

i
R eruU 2

2
−= where rR is the reflection coefficient of the reference mirror and the light 

from all layers in the sample is the sum of all reflected signal inside the material  

( )∑
=

−=
N

m

kzi
SmS

i
S

SmezruU
1

2

2
. The detected signal at the detector ID is   with ρ the detector 

responsivity (in Amperes/Watts).  

 
Figure 7.1. Schematic diagram of a finite-depth object measured using LCI system. The finite-
depth object is illustrated to be constructed of multiple layers, each of which has reflection 
coefficient r. D, RM and BS are the detector, reference mirror and beamsplitter, respectively 
(fugure adapted from Ref.[78]). 
 

After substituting the reference and sample fields the expansion of the detector signal reads 
as  
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The time averaging operation in Eq.7-1 will drop the temporal component of the field e-iωt .
After expanding the quadratic expression inside the time average parentheses, and using 
the identity cos(x) =1/2( ejx + e-jx ), Eq.7-1 becomes  
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, (7-2) 

 

with G(k) is the spectral distribution of the light (G(k)=<|u(k,ω|2>), and RR is the 
reflectivity of the reference mirror RM which is related to the reflection coefficient rR as 
RR=|rR|2. Similarly the reflectivity of the mth layer is RSm = |rS(zm)|2.

As described in Section 5.2 the next step is the Fourier transformation of the interferogram 
along the k axis. Using Fourier transform relation pairs 

( ) ( ) ( )[ ]002
1cos zzzzkz ++−→←ℑ δδ and ( ) )()()( kYkXzyzx →←⊗ ℑ , the Fourier 

transform of the interferogram of Eq.7-2 is  
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with { })()(~ kGzG ℑ= and ⊗ denotes the convolution operation.  

Using the sifting property of the delta function, Eq.7-3 reads as  
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The first, second and third terms of Eq.7-4 are called the DC, cross-correlation and auto-
correlation terms, respectively. Each term contains ( )zG~ -the Fourier transform of the light 
spectral density G(k) - located at different positions along the depth (z) axis. The quantity 

( )zG~ appears as individual peaks in depth z axis, in which the peak positions correspond to 
the depth of the layer. The location of the first term is at the centre of the axis (z=0), and 
since it corresponds to zero frequency is often called the ‘DC’ component. The second 
term is due to the interference of the reference beam and the light waves scattered from 
various layers inside the material. It is the information from this term which is useful for 
reconstructing the internal displacement map of the sample. The last term is due to the 
interference between scattered light waves from inside the sample. The separation of the 
last two terms in Eq.7-4 can be achieved by requiring that the distance between layers 
inside the sample is small compared to the optical path difference between the reference 
beam and the light from a layer inside the sample. With this assumption then 
( ) ( )11 SRSSn zzzz −<− and therefore the location of ( )zG~ due to second term is farther to the 
right (with respect to the DC term) than that from the auto-correlation term.  

A simpler illustration of the peak distribution along the z axis as derived in Eq.7-4 is 
shown in Fig.7.2 where it is assumed there were only two layers inside the sample. The 
desired component (the cross-correlation term) is shown in the figure to be located towards 
the end of the z axis whilst the DC and autocorrelation occupy the opposite front part of the 
axis close to z = 0. Also Fig.7.2 only shows the positive part of the spectrum whereas in 
Eq.7-4 both positive-z and negative-z peaks are present. However, as noted in Section 5.2, 
the negative components are mirror images of the positive ones due to the symmetrical 
properties of the cosinusoidal nature of the fringes, and thus one side of the axis is 
sufficient to provide the required information for peak detection. Note that the analysis 
developed in Eq.7-4 contains no phase information. This is due to the assumption that each 
depth layer has no initial phase distribution, which is different from other analysis, for 



	���
�

example, from Ruiz et al that the phase difference φj(x,y) between the reference wave and 
the speckled wavefront from jth depth layer contains also the term φ0j(x,y) – the random 
phase term responsible for the speckle coming from the jth depth layer [24]. 

 

Figure 7.2. Peak distribution along the depth z axis for two layer depth object. S12 is the 
autocorrelation peak (due to self-interference between layers inside the sample) and its location is 
zS12, RS1 and RS2 are the cross-correlation peaks due to interference between the reference beam 
and layers 1 and 2 inside the sample and located at zRS1 and zRS2, respectively (figure taken from 
Ref [24]) 
 

On proper arrangement, all terms in Eq.7-4 should appear across the depth range span of 
the interferometer (0 < z ≤ zM). It can therefore be inferred that the depth span occupied by 
the desired cross-correlation term (between the reference and the sample’s depth layer 
only) is one half of the whole depth range span of the system. Some past works put a 
stricter limit of only one-third of the total depth range. This in turn dictates the necessary 
optical thickness of the sample i.e the sample thickness is expected be equal to or less than 
one-third (or half) of the system’s depth range. As derived in Sect.5.5 the etalon-based HSI 
system has a depth range of around 350 µm (assuming a refractive index of unity), thus it 
is expected that the maximum thickness of the sample is 115 µm (or less than 175 µm if 
half of the depth range criterion is used). 

 

7.3. Sample preparation 
Preparation of the sample that can provide scattering signal and meet the thickness 
requirement above is not a straightforward task. The other main requirement is that the 

*

�����	

*���*�	�� *��	

�	��



	

�
�

sample must be able to deform in the through-thickness direction due to the applied force. 
This section presents the attempts to manufacture the sample, and suitable loading device, 
to meet all requirements above. 

 

7.3.1. Plastic sheet 1 – deformed by electric field 
The first attempt to prepare a sample for this experiment was to use a plastic sheet with 
thickness between 100 to 125 µm, loaded by means of an applied electric field. This type 
of plastic is widely known as (thin) conductive plastic. The reason of using this type of 
material is because it is penetrable with light but not totally transparent, which indicates 
the material is to some extent capable of scattering the light.  The resulting force due to the 
applied field will deform the sample, which is subsequently detected by the interferometer. 
The arrangement for providing the electric field to the sheet is illustrated in Fig.7.3.  

 

Figure 7.3.Applied electric field to provide deformation of the plastic sheet. 
 

In a survey for suitable plastics it was found that this type of material is widely available in 
the market but unfortunately none was with the specified thickness above. The thinnest 
available was 0.5 mm or almost 5× thicker than expected. With this limitation ordinary thin 
plastic, overhead projector transparency sheet, which has typical thickness 120 µm was 
considered next. This type of sheet is made from LDPE (Low Density Polyethylene) and 
has a relative permittivity εr =2.25 [154]. The electric field E that produces the force to 
deform the sheet however comes from the supplied voltage Φ, which is related to the 
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sample (plastic) thickness tp by E = Φ/tp. According to electricstatic field theory an applied 
electric field will create polarised charge distribution (per unit area) P [155]  

 ( ) ( )
p

rr tEP Φ−=−= 11 00 εεεε , (7-5) 

 

with ε0 is the permittivity of vacuum (ε0 = 8.85 pF/m) and the unit of P is C/m2.

Since in the presence of electric field E a charge q will experience a force F related by 
F=qE, the charge density (per unit area) P under electric field E will therefore undergo 
force per unit area (or stress Σ) or using Eq.7.5 

 ( )
2

0 1 



 Φ−==Σ

p
r tPE εε . (7-6) 

 

The resulting stress should however sufficiently deform the sample so that the produced 
strain is detectable by the interferometer. Assuming the sheet is in the linear elastic region 
then the strain s is related to the stress Σ and Young’s modulus Y by s = Σ/Y . Note that 
despite the common symbols of  ε, σ and E to represent strain, stress and Young’s modulus 
found in standard textbooks on the strength of materials (for example Ref [156]), in this 
thesis strain is symbolised by s since the symbol ε has been used for representing electric 
permittivity, σ for rms error, and Y for Young’s modulus. Eq.7.6 now becomes  

 ( )
2

0 1 



 Φ−=

p
r tsY εε . (7-7) 

 

Rearranging Eq.7-7 to find the required voltage to deform the sheet yields 

 ( ) p
r

tsY
10 −=Φ εε . (7-8) 
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If it is aimed to detect a 2π phase change across the sheet, corresponding to a relative 
displacement of λ/2 = 0.42 µm,  the through-thickness strain of a 125 µm thick sheet can 
be calculated as s = 0.42/125 = 3.4 × 10-3. The Young’s modulus of LDPE sheet Y is 
between 200 – 400 MPa (see Appendix A10). Substituting these values into Eq.7-8 by 
assuming YLDPE = 200 MPa the required voltage Φ is found to be around 29.7 kV. It was 
therefore very inefficient with such a large voltage only to produce a deformation of only a 
small fraction of a micron. Another issue was compliance with the safety regulations of 
using such a high voltage.  On these grounds, the original plan of using an electric field to 
deform the semi transparent material was not considered viable and a more feasible 
technique was therefore required. 

 

7.3.2. Plastic sheet 2 – stretched by mechanical tension 
For the second attempt to produce a suitable sample, a similar type of material (plastic 
sheet) was used, but this time the deformation was provided by means of mechanical force. 
The arrangement is shown in Fig.7.4. 

 

Figure 7.4.Deformation of the plastic sheet by means of mechanical tension. 
 

According to the linear elasticity theory, stretching the sheet in one direction will cause a 
shrinkage in the direction perpendicular to the stretching force. The axes convention of the 
deformation arrangement Fig.7.4 is shown in Fig.7.5. As normally adopted in an optical 
set-up, the direction of the incoming light is taken as the axial direction. Therefore the 
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stretching force is in the transverse direction and the shrinkage therefore takes place in the 
axial direction parallel to the direction of the incoming light.  

The longitudinal and transverse strains are related by Poisson’s ratio ν (with reference to 
Fig.7.5) as 

 

Figure 7.5. Contraction in the axial direction due to transversal stress (z is taken as axial direction) 
 

x

z
s
s−≈ν , (7-9) 

 

The weight of the loads acts as the force P working on the sheet’s cross section with area 
of w × tp, as shown in Fig.7.6.  
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Figure 7.6. Contraction in the axial direction due to transversal stress (z is taken as axial direction) 
 

Thus the stress on the sheet cross section is  

 
pwt

F
A
F ==Σ . (7-10) 

 

But from the relation Ysx
Σ= and Eq.7-9 the strain in axial direction  

Ywt
Fss
p

xz
νν =≈ . (7-11) 

 

The contraction in the axial direction, uz is then given by 

wY
Fstu zpz

ν== . (7-12) 

 

The sheet used for this experiment was cellulose acetate which has Poisson’s ratio υ = 0.44 
and Young’s modulus Y = 1.6 GPa with width w = 1 cm. The weight of the loads, which 
acts as the pulling force F that creates the stress Σ on the sheet cross section area, was 
gradually increased. The load and the resulting contraction are plotted in Fig.7.7. 
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Figure 7.7. Plot of the data of contraction vs load. 
 

Although some data was obtained from this sample, rigid body translation of the sample in 
the axial direction was a significant problem. Another problem with the sheet was that the 
material is almost purely transparent. No small particles are present between the front and 
back surfaces that can scatter the light. Therefore even if the HSI system can detect the 
contraction of sheet, the signal comes only from the Fresnel reflections from front and 
back surfaces due to the difference between the refractive index of the material and aid. 
Negligible light was found to be scattered from inside the material. With this 
consideration, the next attempt involved the use of a semi-transparent/weakly scattering 
material which was made of a transparent material, such as resin, with small scattering 
particles embedded inside to increase the amount of scattered light. 

 

7.3.3. Weakly scattering material 
The next attempt to provide the sample to test the depth measurement capabilities of the 
HSI system was to prepare a weakly scattering material, and with a more controlled 
method for creating the mechanical deflection. Whilst the axial strain of the previously 
proposed methods was altered by electrical and mechanical means, for this sample it will 
be deformed by a combination of the two using a high voltage piezoelectric transducer 
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(PZT). This type of transducer is able to produce a very fine, highly repeatable movement, 
controllable to within fraction of µm. 

For the main experiment the sample was sandwiched between two glass plates, one of 
which was held fixed and the other was in contact with the PZT thus compressing the 
sample when electrical voltage was applied to the transducer. For this purpose the sample 
was housed in the structure with side view shown in Fig.7.8. The PZT (grey), held fixed to 
the structure by a screw, provides the push to the sample which is in contact with the two 
glass plates. 

 

Figure 7.8. The weakly scattering sample arrangement for PZT compression. 
 

7.3.3.1. Sample preparation and testing 
The samples used for these studies were a mixture of a transparent material, such as gel or 
resin, embedded with small scatterering particles. Past work conducted in the research 
group on application of Phase Contrast Spectral OCT (PC-SOCT) for simultaneous in and 
out of plane depth measurement [37] involved a test of several types of scattering grains 
[157]. The test result became the reference in selecting among varieties of commercially 
available scattering grains. The grains tested in this study are tabulated in Table 7.1. Some 
of the materials used in the preparation, however, have no available information on their 
physical properties.  
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Table 7.1.Types of scatterer used in the test 
 Material Physical properties Remarks 

1 Talcum powder n/a n/a 
2 Glitter (gold) grain n/a glitter grain for 

decoration/toys, size ~ 0.5 – 
1 mm 

3 Glitter (silver) grain n/a glitter grain for 
decoration/toys, size ~ 0.5 – 
1 mm 

4 Copper grain size ≤ 10 µm
5 Nickel n/a  
6 Glass beads in suspension grain sizes ~ 3 µm

and 5 µm
7 Window sealant  n/a resin is not needed (the 

material is already a gel) 

In total, during this study sixteen samples have been prepared from the grains listed in 
Table 7.1, mixed with the resin on different (mass) ratios. One of the samples included a 
mixture of two metals (Cu & Ni), which from previous study was found increasing the 
scattering signal. which was expected to improve the scattering.  

The mixture of resin and scattering grains was subsequently placed in the sample arm of 
the interferometer and illuminated. Initially, the HSI was in the configuration state of 
surface profilometry. The distance from the sample to the object lens (the lens at the 
sample arm) is large (~500 mm) due to the use of long focal length (f = 500 mm) lens. The 
reference arm of the interferometer was blocked so that the detected signal came only from 
the sample. The CCD barely showed any scattering signal for all sample types. If some 
grain types scatter more the others then the dark recorded frame, irrespective of the sample 
type, indicated that the light was too weak to be detected by the camera. To increase the 
intensity, the object lens was replaced with shorter focal length so that the sample can be 
moved closer to the interferometer. The 500 mm focal length lens (diameter = 25.4 mm) 
was replaced by a 100 mm focal length one with the same diameter. Scattering signals 
became stronger as the wave amplitude is inversely proportional to the distance. The CCD 
now could detect signal with the same exposure time previously employed to record the 
sample at longer distance. 
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As previously observed in the PC-SOCT work, the metallic grains showed stronger 
(scattering) signal than the others. For example, to produce roughly similar signal strength 
talcum powder and sealant required an exposure time 4 times longer than that for metallic 
grain. Nickel produced a stronger scattering signal than Copper, but in this experiment 
most of the Nickel grains were found to be lumped together, thus giving much larger 
effective scattering particles than the Copper. Most likely moisture absorption had taken 
place due to imperfect sealing of the packaging. Such a signal was also found for the gold 
and silver decoration glitter, however due to the very large grain size these grains were not 
investigated further. The mixture of Cu & Ni apparently did not improve much the signal 
compared to the samples made from the individual grains. The glass beads, with diameter 3 
and 5 µm, showed a good scattering signal. It was found from the experiment that the 5 µm
beads produced a stronger signal. This type of scatterer, however, was not embedded well 
in the resin when tested because it is a water suspension particle. From the experiment it is 
apparently difficult to mix this particle into the resin. With all of the above findings, 
Copper powder finally was chosen as the scattering material. It was also found from the 
experiment that there was a good correlation between stronger signal with higher 
concentration of the powder, particularly on Cu and Ni. Higher concentration however 
comes with the trade-off of the penetration depth of the light.  

To achieve a thin sample (~115 µm) the mixture of resin and scattering particles were 
subsequently spin-coated at a speed of 3,000 rpm for a period of 2 minutes in the case of 
Copper and resin mixture. The mixture was placed on top of glass plate 1 (Fig.7.10) and 
spun. The thickness was checked from time to time with a swept source OCT system 
(Thorlabs Swept Source OCM-1300SS) several times until the thickness requirement was 
met, and the sample then left to cure. An example of the thickness check using the OCT 
system is shown in Fig.7.9, where the sample has mass ratio of resin to Cu of 2:1 and the 
thickness was found to be 120 µm. Visual observation under the light showed that the layer 
of resin-Cu mixture appeared ‘milky’, indicating that the grains were distributed 
reasonably uniformly. 
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Figure 7.9. Sample thickness measurement result using swept source OCT system. Measurement 
result is shown in the enlarged image. 
 

After the desired thickness was obtained and the sample was fully cured, glass plate 1 
(with the sample layer) was inserted into its slot and glass plate 2 and the PZT were 
pressed against the sample. Another observation under the light of the sandwiched sample 
was carried out, but this time it was found some voids and patches on the contact surface 
between sample and glass plate 2. This might indicate that the sample was not in full 
contact with the pushing glass plate. 

A modification to the method above was carried out. The mixture of resin and grain was 
layered on top glass plate 1, and then rather than being spun the sample was pressed from 
the top. Between the glass plates was placed a metal shim with thickness similar to the 
required sample thickness. To ensure full contact of the sample and glass plate 2, a load 
was applied on top of the glass plate 2. The metal shim acted as the spacer to keep the 
correct gap between the two glass plates until the mixture was fully cured. When the 
sample has been fully cured, these spacers were removed. The arrangement of this 
modified method is shown in Fig.7.10.  
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Figure 7.10. Side view of the configuration of the modified method for sandwiching the sample. 
 

Visual checking under the light after the sample was cured showed improvement on the 
contact between the sample and the pushing glass, i.e. voids were still found but with much 
smaller area compared with the previous method and also fewer of them. The problem with 
this approach however was that there was a slight displacement between the PZT adapter 
and glass plate 2 when they were put into contact. This is due to the difficulties in keeping 
glass plate 2 stationary when the load was placed on top of it. Another problem was an 
accurate sample thickness measurement can no longer be done using the OCT system. The 
sample now has been already sandwiched between two glass plates with each having 
thickness around 3.5 - 4 mm, whilst the OCT system has a maximum measurement depth 
range of 3 mm. Therefore before preparing the sample the thickness of each glass plate was 
measured (using micrometer) and the thickness of two glass plates when in contact were 
measured. Later after the sample was cured the thickness of the stack of two glass plates 
and the sample was measured. Subtracted with the previous measurement with no sample, 
the difference was roughly equal to the sample thickness. The uncertainty of the 
measurement was of the order of the micrometer uncertainty, which is ±10 µm. 

 

7.3.3.2. Grain requirements 
Two main aspects must be considered in selecting the type of grain as the scattering 
particle. The first is the grain size. Interference between light from randomly positioned 
grains of the object produce the speckle pattern on the image plane. If the lens to image the 
sample has a f-number f# (which is the ratio of the lens focal length f and effective lens 
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diameter D), magnification M and the illuminating wavelength is λ, then the (subjective) 
speckle size at the image plane dsp can be approximated with [158] 

 #)1(22.1 fMdsp λ+≈ . (7-13) 

 

The ‘physical’ speckle size at the sample Dsp is therefore [158]  

 M
dD sp

sp ≈ . (7-14) 

 

Using the similar profilometry configuration outlined in Sect.4.4 (Chapter 4), with the 
imaging lens focal length f = 100 mm, the illuminating wavelength taken as λC = 840 nm, 
and the system magnification as the ratio of focal lengths of lenses L4 and L3 in Fig.4.7 to 
yield M = 1.5, the image speckle size using Eq.7-13 is found to be 5.76 µm. The effective 
speckle size on the object using Eq.7-14 is 28.82 µm.  

The pixel size of the CCD, 6.45 µm/pixel, is smaller than the size of the speckle on the 
object. Ideally one should match the speckle size to the pixel size to achieve good signal 
modulation depth without ‘wasting’ pixels through oversampling of the speckle field. The 
intensity at one pixel at the detector, due to the random walk statistical property of speckle 
[159], is due to averaging of the scattered light from many particles. The particle size must 
therefore be smaller than the pixel dimension. With a system magnification of 1.5 the 
effective speckle size (and hence maximum particle size) on the sample should be less than 
6.45/1.5 = 4.3 µm. 

The other aspect is to consider is the density of the grains inside the resin. The required 
density can be estimated as follows. Suppose the mass and the density of the resin and the 
scattering particles are denoted by m1 and m2, and D1 and D2, respectively (where subscript 
1 and 2 refers to resin and scattering particle as shown in Fig.7.11). A scattering particle 
with radius rsp is confined in a typical cube volume with side l. The volume of the cube vC

is given by 
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Figure 7.11. Diagram of a scattering particle confined in a cube of volume L3 for grain density 
calculations. 
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For example, the resin used to prepare the sample (ACC Silicone MM 240TV) consists of 
base material (A) and the hardener (B) each with 1.08 g/ml. To prepare the resin the ratio 
of A to B is 10:1, which gives the resin density of 1.08 g/ml. The Copper powder (Sigma 
Aldrich, 99% Cu) has a density of 8.94 g/ml. For the calculation the Cu grain size was 
assumed to be 10 µm, despite the powder’s technical data which indicated that particle size 
can also be smaller than the nominal value. The ratio of mass of resin to Cu powder was 
chosen as 2:1. Using Eq.7-15 the cube volume vC is found as 7.06×104 µm3.

This volume must be ‘confined’ inside the ‘volume’ of the imaging pixel Vp, which is 
equal to the product of pixel area and the depth resolution of the HSI. The depth resolution 
has been calculated in Sect.7.2 to be around 22.77 µm. Therefore the volume of the voxel 
Vp can be approximated as 6.45 × 6.45 × 22.7= 947.43 µm3. The number of scattering 
points ‘inside’ a voxel therefore can be approximated as the ratio of Vp to VC, which equals 
to 947.43/7.06×104 ≈ 0.013. 

 

7.4. Limiting the speckle pattern’s spectral overlap 
The observed speckle field was typically found to be larger than that encountered in the 
surface imaging of optical flats. It was decided to reduce the amount of cross-talk from one 
spectral image to the next by placing a field stop in the interferometer beam path.  
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Two lenses were therefore placed in between BS1 and BS2 in Fig.4.7 and a vertical slit was 
placed at the common focal length distance of both lenses. To simplify the design, the two 
lenses were chosen to be identical. This additional configuration is shown in Fig.7.12. The 
light from the sample (red arrows) will be blocked by the slit, unless the scattering point is 
sufficiently close to the optical axis.  

 

Figure 7.12. Top view of the vertical slit (drawn not to scale). 
 

The slit is imaged to each spectral sub-image through a combination of two lenses L6 and 
L4 (in Fig.4.7). The focal length of lens L4 , is 150 mm. After considering the factors in 
determining the two identical lenses L6 and L7 including the space between BS1 and BS2

and the optical component availability, the lenses were realised by two 50 mm focal length 
lenses. Observing the paths of light from the slit to the sub-image in the CCD as shown in 
Fig.7.13 the slit undergoes magnification of f4/ f6 = 150/50 = 3 ×.

Figure 7.13. Geometry of imaging from the slit to the CCD. 
 

If one sub-image at the CCD is 20 pixels wide or 130 µm (the CCD’s pixel size is 6.45 
µm) then the required size of the slit is the sub-image width divided by the magnification 
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or 130/3 ≈ 43.33 µm. The nearest available size of the slit was 40 µm (Thorlabs model 
number S40R). The result of the image without and with the slit filtering is shown in 
Fig.7.14. The slit filtered image shows a distinct gap between adjacent sub-images, 
indicating a clear spectral separation between two sub-images. 

(a) (b) 

Figure 7.14. The sub-images in a recorded frame (a) before and (b) after vertical slit filtering 
(arrows indicate the gaps) 
 

7.5. Improvements to the sub-image alignment method 
The sub-images in the (single-shot) frame are stacked to form a hyperspectral image 
volume as shown in Figs. 3.2 and 5.2. The technique to stack the sub-images has been 
described in Sect. 5.3. 

During the processing of the depth measurement images it was observed that the sub-
images from the reference arm were not entirely aligned. This was identified when a set of 
sub-images were played back, from the first to the last, the Gaussian profile inside several 
sub-images appeared shifted, as shown in Fig.7.15. The shift of the centre pixel coordinate 
in this example appeared subtle (around 1 – 3 pixel drift). In the cases when the peak 
detection algorithm could not normally detect the peak accurately (for example when a 
spot is almost of the same intensity to the adjacent or even with the gap between two spots) 
however the drift will be clearer and can produce a larger shift. The alignment method 
previously described in Section 5.3 was therefore modified to reduce this effect. 
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(a) (b) (c) 

Figure 7.15.The drift of Gaussian (contour) profile inside some of the sub-images from reference 
arm. 
 

The pixel coordinates of the sub-images was then examined. When plotted against the sub-
image index the plot should look linear. The plot of sub-image coordinates as a function of 
sub-image index is shown in Fig.7.16 as two separate graphs - for x and y coordinates.  

 
(a) (b) 

Figure 7.16. Plot of (a) x-coordinate, (b)y-coordinate of the sub-images’ centre pixels. Each graph 
is fitted with a linear line to estimate the drift. 
 

Comparing both graphs, it appears that more data points are outside the linear fitting line in 
Fig.7.16.b (y-coordinate) than in the x-coordinate (Fig.7.16.a). The average deviation 
(difference between the data and the fitting line), however, is larger for the x-coordinate 
than for the y-coordinate, as is the maximum deviation from the fitting line. The average 
deviation and maximum deviation of the x-coordinates from the best-fit line are 3.124 and 
7.885 pixels, respectively whilst for the y-coordinate the corresponding values are 0.099 
and 0.928 pixels, respectively.  
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Fig.7.17.a shows the intensity plot of one row of the reference image, which passes 
through the set of spectral images. The envelope of this intensity plot is equal to the SLED 
spectral profile. If the centre pixels of the sub-images from the reference light are correctly 
aligned, then the sampled points should resemble the ‘smooth’ SLED spectrum profile 
either in full or in part (depending on the portion of the spectrum used to illuminate the 
interferometer). Fig.7.17.b is the plot of reference intensity sampled at the centre pixel of 
the sub-images obtained from Gaussian fitting only, as previously described in Sect. 5.3. 
The intensity fluctuates, indicating the presence of jitter in the alignment of the sub-
images.  

The spectral profile of the light source can be estimated as the envelope of the plot in 
Fig.7.17.a. The envelope of the signal was obtained by fitting by a 6th degree polynomial to 
the intensity. The fitting result is as shown by the red curve in the same plot.  

 

(a) (b) 

Figure 7.17. Plot of (a) Reference intensity of a single row and , (b) reference intensity sampled at 
the sub-images’ centre pixels fitted with Gaussian function only 
 

The modified method includes several additional steps from the previous Gaussian fitting, 
i.e. the sub-images’ centre pixel coordinates is fitted with a polynomial function. The 
modified coordinates, which are now no longer integral, are then used to re-sample each 
spectral image by a 2-D interpolation on the original image data. The improved algorithm 
is summarized in Table 7.2, with both the original and modified algorithms listed for 
comparison.  
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Table 7.2. Improvement of the sub-images’ centre pixel detection 
Original method Modified method 

1. Use the original 2-D reference 
image 

2. Manually click on two endpoints 
of the sub-image row 

3. Extract a 1-D intensity profile line 
4. Feed the line obtained from step 3 

to the peak detection algorithm 
5. Create sub-image using the centre 

pixel coordinates from the 
detected peak positions in step 4  

6. Each sub-image from step 5 is 
fitted with 2-D Gaussian function  

7. The outputs from step 6 are the 
new centre pixels of the sub-
images 

8. Create the hyperspectral image 
volume by stacking the sub-
images centred at the new 
coordinates obtained in step 7.  

1. Use the original 2-D reference 
image 

2. Manually click on two endpoints 
of the sub-image row 

3. Extract a 1-D intensity profile line 
4. Feed the line obtained from step 3 

to the peak detection algorithm 
5. Create sub-image using the centre 

pixel coordinates from the 
detected peak positions in step 4  

6. Each sub-image from step 5 is 
fitted with 2-D Gaussian function  

7. The outputs from step 6 are the 
new centre pixels of the sub-
images 

8. Fit the centre pixel coordinate in 
step 7 with polynomial function 

9. Stack the sub-images centred at 
the modified coordinates obtained 
in step 8 

10. Create the hyperspectral image 
volume by performing 2-D 
interpolation to the sub-image 
stack obtained in Step 9  

For the implementation of the sub-image fitting with a 2-D Gaussian profile the Matlab 
function fminsearch was used, whilst the 2-D interpolation was by means of another 
Matlab function interp2.
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The result of the improved algorithm is illustrated in Fig.7.18. Fig.7.17 is re-displayed for 
comparison. After applying the modified method the intensity jitter is reduced indicating 
significantly improved alignment of the sub-images.  

 
(a) 

(b) (c) 

(d) (e) 

Figure 7.18. Plot of (a) Reference intensity of a single row, reference intensity sampled at the sub-
images’ centre pixels obtained by (b) original, (c) modified methods; the intensity of the centre 
pixel of the sub-image obtained (d) original and (e) modified methods 
 

The sampled reference intensity of the sub-images’ centre pixel (the red graphs in 
Fig.7.18.c and d) were further analysed. Both the reference intensity plots are fitted by a 6th 
order polynomial function. The modified method clearly shows smaller difference from the 
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fitting polynomial than the original counterparts. The maximum deviation from the fitting 
function for the modified method is less than the original algorithm (the original method is 
19.04 whilst the modified method is 6.90). The average deviation of the entire datapoints 
has also dropped after the modified method was applied: using the original method the 
average deviation is 6.30, whilst the modified algorithm results in an average deviation of 
2.50.  

 

7.6. PZT Calibration 
Prior to the use for compressing the sample, the Piezoelectric Transducer (PZT) was tested 
in a simple 2 beam laser interferometer. The purpose of the test was to evaluate whether 
the PZT can produce linear motion and to calibrate its voltage-displacement response.. 
This property can be examined from the resulting phase difference between the two arms 
since the OPD is proportional to the phase. In this test, the PZT was attached to a mirror 
thus constructing a two mirror interferometer with one kept fixed (the reference mirror) 
and the other displaced by the transducer (the object mirror). The configuration is shown in 
Fig.7.19, which is a simplification of the full HSI configuration.  

 

Figure 7.19. The configuration for PZT calibration. HeNe=HeNe laser source, RM=reference 
mirror, BS= beamsplitter and WC=Webcam 
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The PZT employed in this experiment is a Burleigh PZ-81, driven by a high DC voltage 
source from Burleigh ramp generator RG-9. In this calibration the transducer was supplied 
with ramp voltage range approximately from 157 to 824 V with ramp signal duration of 10 
sec. The acquired data was a movie of 209 frames with duration of 42 seconds. Data 
analysis consisted of extracting the phase from the peak of the 2-D Fourier transform of 
each image. The resulting wrapped phase as a function of supplied voltage is shown in 
Fig.7.20.a, whilst the unwrapped version is displayed in part b. 

 

(a) (b) 

Figure 7.20. The calibration result of the PZT – (a) wrapped, and (b) unwrapped phase as a 
function of supplied voltage. 
 

A linear fitting was performed to the unwrapped phase from within the supplied voltage 
range of 230 – 330 Volts. The fitting result is shown in Fig.7.21. The average rms value 
about the best-fit curve was found to be 0.08 radian. The slope of the fitting line was found 
to be 0.18 rad/V. Using this figure with the 632.83 nm He-Ne laser light used in this 
calibration 1 V voltage change applied to the transducer will displace the mirror by 0.18 
rad or equivalent to (0.18 rad × 632.83 nm)/(4π) = 9.07 nm or 0.0091 µm. This means 
when the transducer is biased with the maximum voltage 1 kV it will displace by 9 µm. 
This figure however does not match with the transducer specification which states a 
displacement of 2 µm at 1 kV, and thus requires further investigation. Nevertheless the 
calibration result shows the expected linear relation between phase (displacement) and the 
supplied voltage of the transducer. In the calibration however the PZT was in contact with 
no sample and free to move. In the real data acquisition the situation will be different, 
however the calibration parameters may still be valid if the sample compliance is much 
higher than that of the PZT crystal. 
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Figure 7.21. Linear fitting to the unwrapped phase from the PZT calibration 
 

7.7. The depth measurement experiment 
The configuration of the HSI system for depth measurement is shown in Fig.7.22. The 
symbols in Fig.7.22 are identical to those of the configuration for surface profilometry 
shown in Fig.4.7. Some additional changes include the slit and two identical lenses L6 and 
L7 , located between BS1 and BS2, to limit the spectral overlap as described in Sect.7.4, and 
the test object. 
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Figure 7.22. The diagram of the HSI system for depth measurement 
 

The sample was confined in a structure so that it can be compressed by the PZT as 
described in Sect.7.3.3.1 and Fig.7.8. The test object was not oriented perpendicular to the 
optical axis that goes through lenses L1 and L3 but slightly tilted to avoid the strong 
specular reflection when the light hits glass plate 1. Besides the specular reflection, the 
front glass plate will add optical length in the object arm which must be taken into account 
to maintain zero OPD between the reference and object arms. Using a simple measurement 
technique, for example method described in (see Appendix A11), the refractive index of 
the front fixed glass plate was found as 1.44. With a thickness of 3.83 mm this glass plate, 
if oriented perpendicular to the incoming beam, adds optical path 1.44 × 3.83 × 2 = 11.03 
mm. The titled plate in this experiment to avert the specular reflection will therefore 
produce a further increase in optical path.  

The positioning of the sample in front of the imaging lens L3 will also affect the 
distribution of interferometric terms such as shown in Fig.7.2. The intensity (depth) signal 
obtained at various stage positions is shown in Fig.7.23. The sample here was Copper 
particles in a matrix of resin (mass ratio = Cu : resin = 2: 1). The 1-D spectra through all 
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the images have been averaged to create a one-dimensional signal with improved SNR. 
The stage (and sample) position was initially at 27.21 mm and only one peak is observed 
which is in the ‘lower’ part of depth axis. The cross-correlation peak is not observable at 
this stage position. By translating the stage 100 µm further to position 27.31 mm from the 
interferometer, the two regions of the auto and cross-correlation terms both appear, as 
indicated in Fig.7.23(b). Further displacement of the stage away from the interferometer 
separates the two peaks wider apart, such as illustrated in Fig.7.23(c) where the stage was 
displaced 90 µm away from position in Fig.7.23(b) to position 27.40 mm. At this position 
the cross-correlation term occupies around half of the depth range and largely separated 
from the autocorrelation term, which is an ideal position to start the depth measurement. 

(a) (b) (c) 

Figure 7.23. Separation of the auto and cross-correlation terms in the depth axis as the stage was 
translated. 
 

The sample in Fig.7.23 has a 2:1 mass ratio of resin to Cu grains. For the depth 
measurement experiment, the grain amount was increased to achieve 1 : 1 mass ratio of 
resin and scattering particles thereby increasing the strength of the back-scattered light. 
The resulting depth signal (after several stage translations to obtain the best auto and cross-
correlation terms separation) is shown in Fig.7.23. The cross-correlation intensity is 
amplified compared to Fig.7.24 and also higher than that of the auto-correlation term. This 
sample was later used for the depth measurement experiment reported later in this section. 
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Figure 7.24. The depth distribution of the correlation terms after the grain density in the sample 
(whose depth intensity shown in Fig.7.23) was increased 
 

The PZT was biased with 10 equal interval voltages from 185 to 800 V. Instead of 
computing the phase distribution from each individual voltage, phase difference 
distributions between two interferograms acquired at 2 different voltages were calculated. 
The interferogram recorded at the first voltage served as the reference, thus the phase 
difference was calculated between each interferogram, from the 2nd to the 10th voltage, 
relative to the reference (1st) voltage interferogram. The notation for this phase difference 
calculation is 1iφ∆ where the subscripts’ i ‘ and ‘1’ refers to the ith and 1st voltage. Thus 

31φ∆ reads as the phase difference map calculated from the interferograms recorded at the 
3rd and 1st voltage values.  

The phase difference was calculated using the ‘Difference-of-phase’ equation [5,35]  
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where [ ]...Im and [ ]...Re are the imaginary and real part, respectively, of ),,(~ zyxI - the 
Fourier transform of hyperspectral image volume ),,( kyxI , nz is the nth depth element of 

),,(~ zyxI , and the subscript i of )(~
ni zI refers to the ith voltage applied to the PZT. Prior to 

performing the division, the numerator and denominator of Eq.7-16 was first smoothed by 
convolving the term with a 3 × 3 smoothing kernel, similar to the process of smoothing 
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height map of rough surface in Section 6.4.1. Alternatively, the numerator and 
denominator can be averaged throughout an entire slice to obtain a single phase change 
value for a particular depth nz .

7.8. Results and discussion 
Example of the reconstructed phase maps at voltage difference 31φ∆ (phase difference 
between V3 and V1) is shown in Fig.7.25 (next page). After convolving the phase map with 
3×3 smoothing kernel, the phase distribution appears smoother. 
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(a) 

(b) 

(c) 

Figure 7.25. Example of the recconstructed phase difference map at a given voltage difference for 
different depth values. 
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The results of the phase difference calculation from this experiment is presented in 
Fig.7.26. The plots in the figure are the phase difference of the interferogram recorded at 
2nd to 10th voltages values with respect to the reference interferogram (taken at 1st voltage 
value), averaged through each slice to increase the SNR. As the voltage increased, the PZT 
should push further into the sample. The sample thickness in turn should decrease, and the 
depth layers inside the sample should move closer towards the first layer (the nearest layer 
to the fixed glass plate). Therefore as the voltage difference becomes higher, the phase 
difference value should increase as well. If the PZT pushes the sample linearly then so 
should be the displacement of the depth layers, whence the phase difference should also 
change linearly. The experimental results in Fig.7.26 however do not show such a trend.  

An interesting fact to observe is that (except Fig.7.26.e) the phase difference for the depth 
roughly between 200 – 300 µm for all voltage differences appears relatively flat. This 
might be an indication that the displacement of the layers within this depth range is 
roughly the same, moving en masse with the push from PZT. These layers appear be 
unable to be compressed by the transducer. On the technical implementation issue, there is 
also possibility that in fact the PZT was not in full physical contact the pushing glass plate 
(glass plate 2 in Fig.7.8) so that no or negligible compression took place in the sample. It is 
also possible that the PZT was not sufficiently constrained so that it was pushed out of the 
holder as the voltage increased, rather than inducing significant deformation of the sample. 
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(a) (b) (c) 

(d) (e) (f) 

(g) (h) (i) 

Figure 7.26. The measured phase difference at various voltage difference (a) V2-V1, (b) V3-V1, (c) 
V4-V1, (d) V5-V1, (e) V6-V1, (f) V7-V1, (g) V8-V1, (h) V9-V1, (i) V10-V1. 
 

Another possibility is that the density of the scattering points is too high so that the light 
could not penetrate sufficiently deeply into the sample. Therefore even if the deeper layers 
really moved due to the displacement by the PZT, due to the absence of light, the phase 
change would not be observed from these layers.  

In standard LCI theory it is always assumed the detected signal comes from the 
interference between the reference and the backscattered light. There is also the possibility 
that the light undergoes multiple scattering inside the sample thus creating a longer 
distribution of optical paths than that of direct backscattering. The multiple scattering light 
will appear as additional higher modulating frequency components (appearing to be from a 
range of depth values) depending on how far the accrued optical path compares to that of 
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the desired backscattered component [24]. The high density of the grains inside the sample 
will inevitably increase the possibility of multiple scattering. 

Another possible explanation to the problem is that the grain seeding density does not meet 
the theoretical requirement as derived in Section 7.3.3.2. If this requirement is not met then 
the clear areas in a particular depth layer that is bigger than the lateral resolution of the 
system would not contribute to the modulation information from that depth slice. However, 
the fact that the data from each slice is averaged to give the plots in Figure 7.26 suggests 
that, even if some clear regions are present, the data should still be valid provided a few 
particles are present within each slice. 

Although the system appears to be close to providing useful data, the above considerations 
suggest that some further work is still required in order to show the capability of the HSI 
system to perform depth-resolved displacement field measurements in a single-shot. 
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Chapter 8  
Conclusions and Future Works 
 

8.1. Summary of the research work 
A new approach to the absolute measurement of two-dimensional optical path differences 
has been presented in this thesis. The method, which incorporates a white light 
interferometer and a hyperspectral imaging system, is referred to throughout the thesis as 
Hyperspectral Interferometry. A prototype of the Hyperspectral Interferometry (HSI) 
system has been designed, constructed and tested for two types of measurement: for 
surface profilometry and for depth-resolved displacement measurement, both of which 
have been implemented so as to achieve single shot data acquisition. The surface 
profilometry system was applied to two types of surface finish: the optically flat and 
optically rough planes. For depth-resolved displacement field measurement the test object 
was a scattering translucent material. 

The literature and theoretical review presented in Chapter 2 has indicated that the single-
shot feature of the system can be implemented by combining a broadband interferometer 
and the hyperspectral imaging system, from which – as stated above - the prototype name 
is derived. The combination of the two elements enables the acquisition of the multiple 
spectral interferograms in a single frame, which provides the key feature of single-shot 
measurement. 

The first design of the prototype involved the use of a microlens array to capture the 
multiple spectral interferograms. This has been described in detail in Chapter 3. The 
approach had unfortunately been unable to meet the main condition of a single-shot 
measurement previously ascribed, as the well-defined multispectral interferogram images 
were not able to be identified. 

Another approach was described subsequently in Chapter 4 on the use of an etalon to 
spectrally separate the multiple spectral interferograms. This approach has been shown to 
work well and meet the single-shot measurement condition above. Details of the design of 
this new approach are also presented in this chapter. 

The recorded multiple spectral interferograms are subsequently used to build the 
Hyperspectral (interferogram) image volume. From this data volume the measurement 
output data are extracted. Chapter 5 presents the method to construct the hyperspectral 
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image volume, along with methods of information extraction as well as techniques to 
suppress unwanted signal that may be present in the recorded data. 

Chapter 6 reports the first application of the prototype for 3-D surface profilometry. The 
prototype has been shown to be capable of performing a single-shot 3-D shape 
measurement of an optically flat step height sample, with less than 5% difference from the 
result obtained by a standard optical (microscope) based method. Two main parameters of 
the prototype, i.e., depth range and depth resolution, have been derived theoretically for the 
experimental set-up. The HSI prototype has been demonstrated to be able to perform 
single-shot measurement with an unambiguous 352 µm depth range and a measurement 
rms error of around 80 nm. An experiment also on surface measurement but with an 
optically rough surface is also presented in this chapter. Whilst in the smooth surface 
measurement the recorded interferogram displays clear and well-defined fringes, in the 
experiment on rough surfaces no clear fringes are observed and only speckles are detected. 
The intensity level of the light in this measurement is also lower than that of smooth 
surfaces. The rough surface measurement is therefore more challenging than the optically 
flat counterpart. The rms error of this measurement was found to increase to around 4 ×
that of the smooth surface, due to the fact that measured sample is no longer optically 
smooth.  

Finally chapter 7 describes the results of the first tests of the prototype for application to 
single-shot depth-resolved displacement field measurement. This experiment intrinsically 
has more challenging aspects compared to that of rough surface profilometry. Not only 
does the speckle pattern come from the surface, but the depth slices underneath the surface 
also contribute to the formation of the pattern. Furthermore the detected light is not only 
coming from direct backscattering, but may also come from multiply-scattered wavefronts 
inside the material. In this measurement the depth range also halved compared to that of 
profilometry (i.e., down to 175 µm), making the sample very thin and more difficult to 
fabricate. The experimental result did not show the expected result of linear phase relation 
with the displacement provided by the PZT actuator. Analysis of several factors has been 
carried out with the most plausible reason of excessive scattering particle density inside the 
sample and the possibility of insignificant deformation of the sample due to insufficient 
physical contact between the transducer and the sample. 
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8.2. Further work 
An essential issue that needs to be addressed immediately is the automation of the system. 
Currently all measurements are conducted off-line, and not in real-time. Also the data 
acquisition was carried out manually i.e. which involved a lot of manual button pressing, 
clicking and light blocking on the set-up to obtain separate image from the reference and 
object, instead of one click to do the whole process. As an example, in the depth-resolved 
measurement experiments, the total amount of time taken to acquire the three images 
(reference, object and interferogram) and subsequently followed by data processing to 
obtain the depth-resolved amplitude distribution such as that shown in Fig.7.24, is almost 5 
minutes. Recording a number of depth images to position the sample in front of the 
interferometer (the process illustrated in Fig.7.23) is quite time consuming. If the sample is 
not entirely stationary during the measurement, for example due to the disturbance from 
the environment or as the result of the manual activities for light blocking, it can adversely 
alter the interferogram. This problem could be reduced by employing a brighter light 
source, or by increasing the efficiency of the optical system, to allow a reduction of the 
exposure time. On a more technical issue, the final CCD camera performance must also be 
improved. Whilst inherently the camera used has a high dynamic range (up to 16 bits), due 
to a technical problem which has not been resolved yet, the analogue-to-digital-conversion 
(ADC) of the current imager can only sample an image with 8-bit depth, which 
significantly reduces the dynamic range of the signal. The other issue about the camera is 
that in real experiments, working with a 20-pixel (or less) wide sub-image is not an easy 
task. The imaging system unfortunately has no feature to allow magnification of the 
recorded image, thus the image again must be recorded first and magnified off-line. A 
significant amount of time would be saved if this facility were available in real time during 
the data acquisition. Furthermore, a calibration of the sensor camera must be performed to 
identify and correct for the possibility of spatial variations in pixel sensitivity. 

Work on the depth-resolved displacement measurement must be carried out again to 
evaluate the performance of the prototype for this measurement task. The use of finer 
grains with lower density to prepare the sample, following the analysis developed in 
Sect.7.8, could potentially improve the penetration depth of the light and reduce the 
possibility of the adverse multi-scattering effect inside the sample. In terms of sample 
preparation, trapped air bubbles were also found inside the sample. Most likely these 
bubbles were trapped during the mixing of the grains with the resin i.e. the stirring of the 
grain inside the resin to uniformly mix the scattering particles inside the base material can 
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trap ambient air inside the sample. Therefore to reduce these undesired particles a 
continuous, slower, but at constant speed stir to mix the grains must be done, which is 
difficult to achieve manually. Alternatively, placing the sample in a vacuum chamber after 
mixing can be effective at removing trapped bubbles.  

Further tests on optically rough surfaces also need to be performed. The results presented 
in Sect.6.4 on a painted surface are not a true representation of rough surface 
measurements on industrially important surfaces such as machined metal. The use of 
standard metrology gauge blocks, or roughness standard samples for example, could be 
good objects to perform this test. 

Regarding the HSI prototype system itself, further work could be carried out to improve 
the performance. For example, another experiment to identify the fringe visibility as 
function of OPD should be carried out. In smooth object experiments where the light is 
abundant, the fringe visibility will not be a serious problem. In depth-resolved 
measurements on random volume scattering particles, however, the speckle intensity level 
is much lower. If sample was not correctly positioned, the obtained OPD would result in 
low visibility fringe and degrade the SNR. Also a significant accuracy improvement can be 
expected to be obtained by employing larger bandwidth light, which will improve the 
depth resolution and hence the depth accuracy. A more efficient use of the sensor frame to 
capture more spectral interferograms will improve the depth range.  

If those factors above can be improved, it can be expected that the Hyperspectral 
Interferometry system developed in this research can be potentially be a true single-shot 
optical system capable of performing both measurement tasks of 3-D surface profilometry 
and depth-resolved displacement fields, with measurement resolution and range 
comparable to or better than the conventional systems that can only do the two 
measurement tasks separately, and which are also inherently prone to environmental 
disturbance due to the scanning-based mechanisms.
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Appendices 
Non-archived reference links  

A1. Hyperspectral Imager (Photon etc)  
(retrieved from http://photonetc.com/documents/pdf/HI.pdf ,on 21 April 2011, 11:01 GMT) 
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A2. Hyperspectral Imager (Teledyne-Dalsa) 
(retrieved from http://www.dalsa.com/sensors/applications/hyperspectral.aspx ,on 21 April 2011, 
11:05 GMT) 
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A3. Hyperspectral Imager (Brimrose Corp) 
(retrieved from http://www.brimrose.com/products/aotf_hyperspectral.html ,on 21 April 2011, 
11:07 GMT) 
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A4. Imaging using Brimrose AOTF Hyperspectral Imager  
(retrieved from http://www.freewebs.com/revans_01420/imagingspectrography.htm ,on 21 April 
2011, 11:15 GMT) 
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A5. Hyperspectral Imager (Gilden Photonics) 
(retrieved from http://www.gildenphotonics.com/Products/spectral-imaging/vnir-hyperspectral-
imaging.aspx ,on 21 April 2011, 11:19 GMT) 
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A6. Hyperspectral Imager (Spectral Imaging Ltd) 
(retrieved from http http://www.specim.fi/media/pdf/product-brochures/specim_products-ver3-
09.pdf, on 21 April 2011, 11:28 GMT) 
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A7. Hyperspectral Imager (Surface Optics) 
(retrieved from http://www.surfaceoptics.net/products_details.php?id=18 , on 21 April 2011, 11:40 
GMT) 
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A8. Grating efficiency plot  
(retrieved from http://www.thorlabs.de/images/tabImages/N_1200Grv_Blz1.0_lrg.jpg on 29 April 
2011, 18:17 GMT) 
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A9. Peak finding (Matlab) routine 
(retrieved from http://www.mathworks.com/matlabcentral/fileexchange/11755-peak-finding-and-
measurement-version-2 , on 22 April 2011, 16:07 GMT) 
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A10. Low Density Polyethylene (LDPE) data  
(retrieved from http://www.matbase.com/material/polymers/commodity/ldpe/properties, on 22 
April 2011 , 16:42 GMT) 
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A11. Simple method for measuring the refractive index of a glass slab 
(retrieved from http://www.brooklyn.cuny.edu/bc/ahp/CellBio/RefIndex/RI.Main.html , on 29 
April 2011 , 15292 GMT) 

 


