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Analysis of Fault Trees with Secondary Failures

John Andrews and Sarah Dunnett
Department of Systems Engineering
Loughborough University

Summary

The Fault Tree methodology is appropriate wherctmponent level failures (basic
events) occur independently. One situation wheeeconditions of independence are
not met occurs when secondary failure events appehe fault tree structure.
Guidelines for fault tree construction, which hdeen utilised for many years,
encourage the inclusion of secondary failures aleitiyg primary failures and
command faults in the representation of the failagéic. The resulting fault tree is an
accurate representation of the logic but may predoaccurate quantitative results
for the probability and frequency of system failifrenethodologies are used which
reply on independence.

This paper illustrates how inaccurate these queivie results can be. Alternative
approaches are developed by which fault treesi®type of structure can be
analysed.

1.0 Introduction

Fault Tree Analysis is now frequently used to as$les adequacy of systems from a
reliability or availability viewpoint. The techrnig was originally developed in the
1960’s and guidelines were subsequently produce@doribe how the engineering
system can be modelfedModelling the system results in a representatiime
failure logic which can then be quantified Model quantification produces:
combinations of component level failures which waluse the system failure mode
(minimal cut sets), system failure probability, teys failure frequency and
importance measures.

It is critical that the fault tree construction pess is performed accurately. Following
this there are many commercial software packagasaée to carry out the
quantification. Rules cannot be determined whichegn the construction of the
failure logic diagram and guarantee the produatibthe correct fault tree for all
circumstances. However, guidelines which providigarous, systematic approach
have been developed and are commonly applied bpegrg. One such guideline
which can be found in reference 1 is that stateemfponent faults can be developed
in the fault tree structure by an OR-gate wgthmary failure, secondary failure and
command faults as inputs.

This paper shows that following this process, vitpl®ducing correct failure logic,
can lead to situations where the standard meaggasftifying the top event
probability will be incorrect. The error occursths repair of individual component
failures in a minimal cut set does not rectify iystem state.



Two approaches are described which can be usedetoame this difficulty. The

first of these employs a Markov model to analysed#ctions of the fault tree where
the secondary failures are located. The secondadehakes use of equations pre-
determined from Markov models of basic construdtectv occur in sections of the
fault tree containing secondary failures. Botlih&fse methods require that the
section of the fault tree to which the method ipliegl is independent of the
remainder of the fault tree. In the first methbis is the limiting factor governing the
size of the fault tree section modelled using Marko

2.0 Fault Tree Construction for state-of-comporiaunlts

A guideline proposed for the fault tree construttmocesswas to classify events to
be developed in the fault tree as eitstate-of component faults or state-of-system

faults. The distinction between the two was based orthvengéhe event being
developed could be caused by a single componduatdair not. Where the event
cannot be caused by a single component failusedlaissified as a state-of-system
fault and developed by establishing the immediegssary and sufficient
conditions and usually brings an AND gate intofdngt tree. If a single component
failure can cause the event it is classed as @sfatomponent fault and the fault tree
is developed in terms of primary component failusesondary component failures
and command faults as shown in figure 1.

In figure 1 aprimary failure is defined as a component failure which occursnthe
component is operating in its normal expected emvirent. Asecondary failureis
one where the component is operating outside iésided operating environment
(usually due to other failures occurring which @aas increased stress level on the
component). Theommand fault traces the fault back into other parts of theesyst
which provide an input to the component and coalase a working component to
exhibit the fault being developed. For exampleystder a control valve sub-system.
To identify causes of the event that no fluid floatghe valve outlet, it is classified as
a state-of-component fault and developed as showvigure 1. The primary
component failure is the control valve itself fagiclosed. A command fault is a
failure of the valve control system which causésretioning valve to close.

state-of-
component
fault
Primary Secondary Component
component component command
failure failure fault

Figure 1 Fault Tree for State-of-component fault




This approach has also been incorporated into wexish cover the fault tree method
in detaif® Itis an effective way of generating a fauletreith the correct failure
logic and is in itself non-controversial. The pdtal problem comes in the later
analysis stage where all basic events in the ferdtstructure are assumed to occur
independently. The construction of the fault tneang this guideline introduces
dependencies between the repair of the basic evAdggcondary failure causes the
failure of another component in the system andeaéctification of the system
functionality requires the repair of more composehtan those which combined to
cause the original problem. Failure to adequatebpount for this, by for example
assuming independence between the basic eventsytczatuce large errors into the
numerical procedures used to calculate the toptgurebability and frequency.
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Tank Pressure
Relief valve

Pump
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Figure 2 Simple Pressure Tank System

3.0 Pressure Tank Example

As an example, consider the simple part of a predsumk system illustrated in figure
2. The tank is filled by activating the pump. Tdontents are used as required by
opening and closing the outlet valve. As a safieyure, in the event of overfilling

the relief valve will open to keep the pressureéhwitacceptable bounds. It is required
to predict the unavailability of the pressure tduie to its rupture. This can be
classified as a state-of-component fault sinceifaibf the tank alone can produce this
event. The fault tree is then developed accorging|

The Top Event, “Rupture of the Pressure tank” ggatoped as illustrated in figure 1
and resolved into its primary and secondary ca(isd¢his example the tank does not
have a command fault). The primary failure everihat the tank fails under normal
expected conditions (TANK). The secondary failurerg occurs when the tank fails
whilst operating outside its normal expected opegatonditions and is caused by an
overpressure situation. The overpressure whicturag the tank (assuming
overpressure will always have this outcome) istdute pump control system failure
which causes the pump to run for too long AND thakety feature (the pressure relief
valve) fails to operate. The event ‘fault in cahsystem fails to stop pump’ is also a
state-of-component fault and therefore developedrms of its primary failure of E
and secondary failure X. The simple fault treetfos situation is represented in
figure 3. The minimal cut sets for this fault tiee:

1. TANK



2. E. PRV

3. X. PRV
Rupture of
pressure tank
NO
TOP COMMAND
| FAULT
p FAILURE
load over pressure
G1
[ |
Tank over- Pressure
PRIMARY pressurised protection fails
FAILURE
fault in control
system fails to
stop pump
G2
I| |
control system control system
component
fails E c.omponer?t ¢
fails and fails E
SECONDARY
PRIMARY FAILURE
FAILURE

Figure 3 Pressure Tank System Fault Tree

The implication of the qualitative analysis is tkia repair any of the events
contained in a minimal cut set which causes thestamt will result in the system
failure mode no longer existing. However when ohthe events is a secondary
failure this is no longer true. Consider minimat set 2. If these two events E and
PRV occur together then in addition to these twmonents being in the failed state,
the tank will also fail. This is not an event metminimal cut set. Considering the
minimal cut set alone, if the pump or pressuresfelalve are repaired it would under
conditions of independence rectify the top evétbwever, since this failure is a
secondary failure combination and results in tankure, the tank must also be
repaired to rectify the system. Since the tankirgpae is likely to be considerably
longer than the two elements of the minimal cut fe@ure to account for this in the
analysis will result in a serious underestimatothefsystem unavailability.

It should also be noted that the pressure reliefeviilure, PRV, is aenabling
event*. ie one which permits another event to causegpevent. It is a failure of a
safety device which, since it is normally inactiwel|, on its own, have no effect on



the system unless the occurrence oiftiating event* puts a demand on it to work.
All other events in the fault tree are initiatingeats whose occurrence, unless
mitigated, will cause the top event.

Basic event failure and repair data are givenlieta.

Basic Event Failure rate Mean time to Inspection Type of
Code (per hour) repair (hours) interval (hours Failure
Dormant
(enabler) or
Revealed
(initiator)
TANK 1.x10~7 500 R
PRV 5.x10™* 25 1975 D
E 2.x10°° 24 R
X 2.x10°° 24 R

Table 1 Component Failure and Repair Data

A conventional analysis of the fault tree illust@in figure 2 with basic event data
given in table 1 gives:

Top event probability 3.362 x T0
Top event frequency 1.387 x"iper hour

A summary of the contribution to these results freech minimal cut set is given in
table 2. The full calculations are presented ipédix A.

Minimal Cut Set Probability Frequency
q W
TANK 4.99975x 10 9.9995 x 10
E.PRV 0.01693 7.0534 x 10
X . PRV 0.01693 7.0534 x T0

Table 2 Minimal Cut Set calculations to the toprave

These results have been obtained assuming indepesdéthe basic events. The
correct modelling of a section of the fault treeehifeatures secondary failures
would need to be performed with a technique suddakov methodswhich can
take into account the repair time dependence.

4.0 Markov Analysis

Prior to performing a Markov Analysis of the systamumber of assumptions are

required as to how the system will be repairedesghare as follows:

)) If both X and E fail, PRV will be activated revediE, if only E is repaired X
will cause E to fail again hence both E and X aaired.

i) If E or X fail causing PRV to activate it is assuirtbat there is no mechanism
by which PRV can subsequently fail in an inactisti¢k) mode.



i) If PRV fails first and subsequently E (or X ) feilen the tank will rupture and
hence PRV , E (or X) and T will need to be repaired

iv) When the repair of more than one component is foebf®rmed, it is assumed
that they will be repaired sequentially and sordpair time for all
components will be the sum of their individual nepeanes.

The values used for these additional repair timmegeen in table 2.

Repair of components  Mean time to repair (hourgepair rate (per hours)

T \Y)
E+T 524 0.0019
E+T+X 548 0.0018
P+T 525 1.90476x1d
E+P+T 549 1.8215x1d
E+X 48 0.0208
E+P+X 73 0.0137
E+P 49 0.02041
E+P+X+T (all) 573 1.7452x1d

Table 2 Component combinations repair times

The Markov model for the system, which providesradl alternative means of
analysis to the fault tree in figure 3 is showrfligure 4. A list of the different states
and the transitions between them is contained ipefdix B.

In this figureA; andv; are the failure and repair rates for the basion&svand so i=E,
T, X and P. Where more than one letter appeaittseasubscript for the repair rate it
indicates a list of components whose repair isqueréd sequentially. The Markov
model has been constructed in two phases to moegdriodic inspection process
carried out on the pressure relief valve, PRV. seHais a continuous phase which
operates from t=0 to 6; the inspection interval for PRV. During phasa fhilure of
this component on its own will remain unrevealedascated by the ‘U’ defining its
condition in states 5 and 8. The failure of tHeefevalve in phase 1 will only be
revealed by a demand on it to function (failurécadr X). Transitions between states
in this phase are indicated by a solid line infegd. Phase 2 is a discrete,
instantaneous phase where the inspection takes atatreveals failures of the relief
valve and transfers its status to ‘F’ (revealetlifaiawaiting repair) and enables the
component to be repaired as indicated by statesxd114. Instantaneous transitions
occur everyd hours and are shown as a dotted line in figurBHases 1 and 2 occur
cyclically until the mission time is reached.

The resulting Markov model has 15 states. Exananatill indicate that a more
concise model could have been developed as sestates could have been merged
into one. For example states 10, 13 and 15 dilifeahe four components in the
failed state. The model has deliberately been cocted in this way to take account
of the order in which the failures occur and endbécontribution each minimal cut
set makes to the system failure to be identifieleW® the occurrence of failures
cause the secondary failure of another componstisindicated by ‘(F)’ in the
state definitions. Fndicates that this was the second (initiatingufa event.

For this model, states 2, 6, 7, 8, 9, 10, 12, 43rid 15 are all failed states.



Figure 4 System Markov State Transition Diagram

The state equations for phase 1 are given by:



d
L —(Ag + A + Ao + A1) +VeQ; Vg A, +Vp0, +V10, +

dt
Vre G * Vrex G * Vo *+ Vrep (G + Ohp) + Vot (o + Ghs + Gso)
% = A0 = (vr + A + A0 +A0)0,
% =g - (Ve + A, + A )a,
% = A (G +05) — (A +ve)a,
% =ApQ + V10 — (A + A +A,)0,
% = A0y + A: 0y = (Ve + A )0
% =A.q, + A0, + A, Qg = Viex Oy
% = A0, + A0 — (Vy + A, +A2)G

d
% = /]E (qs + qll) - (VTEP + Ax )qg

d
& = /]x (qs + qll) “VaiOo

dt

dgtn = e + A + A + A )0y,
dgtlz = A (0 + Gy) = (Voo + A4 )0y
dgtls = A (G + Gy + Ga) =V g
% =20, — (Ve + Ae +A,)0,
dgtw = Ay O =V ar Chs

For phase 2, at tfthe equations are:

G =0+ 0
95 =0
Oy = Qs T g
0 =0

These equations were solved for rl,,,15. The probability of system failure, the
probability of the top event featured in the fatde shown in figure 3, is given by:

Q =0, +0s+ 0, + Qg + Qg + Qo + 0, + Gz + Gy + s
and the failure intensity by



Results for the failure probability and failuredreency using the Markov model are
contained in table 3 and shown in figure 5 (avesdgken over second and

W= A (0, + G+, + G5 + Gy ) + (G + ) (A + Ay ).

subsequent periods). A comparison of the Marksults with those produced by the

fault tree method are also shown in table 3. Tdmrdutions from each of the three

minimal cut sets are included.

Markov Results Fault Tree resul
Event States Average Max Q | Average Maxw Q w
Q w (per |  (per
hour) hour)
System | Any min | 0.1652 0.1794 | 2.95x | 3.27 x 0.03362 | 0.01387
fails cut sets 10* 10*
Min Cut | 2,6,7,8, | 4.425x |4.47x |8.35x |8.54x 4.99975 | 9.9995
Setl |12,13,14|10° 10° 108 108 x 10° | x10®
Min Cut | 9,15 0.081 0.0878| 1.4725 1.63 X 0.01693| 7.0534
Set 2 x 10* | 10* x 10*
Min Cut | 10 0.08425 | 0.0915| 1.4725 1.63x 0.01693| 7.0534
Set 3 x 10* | 10* x 10*

Table 3 Comparison of Markov and Fault tree results

S

It can be seen from the result in table 3 thatether very large error in the fault tree

results.
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Figure 5 System failure probability and frequen@nt Markov model

5.0 Quantification approaches for Secondary Failure
It is clear from the example given above that tleeme be a significant error if fault

trees which contain secondary failures are quagtifiy traditional techniques which
assume independence. The size of the error wil depending on the fault tree

10



structure, the failure and repair data used, aadhtimber of secondary failure events
it contains. Therefore no general conclusionsliEamade as to when the error
experienced will become significant. In the exaengiven above the fault tree gave a
optimistic value for the system failure probabilégd a pessimistic failure frequency.
The Markov method can be used to produce an aecasaessment for any system
featuring secondary failures. However, the produnobf a Markov model for an
entire system can require the solution of a latgalmer of equations. The size of the
Markov diagram can explode exponentially with thenber of basic events and is
inefficient for moderate to large sized systember€fore the generation of a large
Markov model for the entire system does not proadefficient solution to the
problem. Two alternative approaches have beerstigated:

I. Fault Tree Modularization Methods

il Analysis of Basic Fault Tree Structures

Each of these is described in the sections thimviol
5.1 Fault Tree Modularization Methods

In many cases it is only a small section of theesysfault tree which features the
secondary failures. In these circumstances ibssiple to analyse that section of the
fault tree alone by the more computationally intemdlarkov methods. The section
of the fault tree analysed in this way is thenaept by a super-event in the fault tree
structure. The failure probability and failureansity of the super-event is derived
from the Markov Analysis. Analysing a section loé ffault tree using the Markov
approach and substituting the results back intdailgeer scale analysis has become a
standard way of evaluating fault trees where depecids such as those associated
with standby and sequential systems are concgPnedTo perform this type of
analysis in an efficient way requires that theisecdf the fault tree extracted for
Markov analysis is itself independent of the rerdeirof the fault tree and has to be
selected accordingly.

5.2 Basic Fault Tree Structures

A common feature of fault trees which contain seleoy failures is that the
secondary failure section of the fault tree islitselependent of the remainder of the
fault tree. In this situation it permits the ugeapalytical results obtained from the
assessment of Markov models representing typiedlifes of the fault tree. This
removes the need to perform the numerical anabfsaadarger Markov model and
makes the analysis faster to compute. Considezxhmple fault tree shown in figure
3, it has two basic fault tree constructs presasnido many of this type of fault tree).
These are illustrated in figure 6. The fault tseetion to which the method is applied
must therefore be restructured in terms of the tcoots illustrated. This is achieved
by systematically defining complex events by pairbasic events or other complex
events occurring as inputs to the same gate tijpdure and repair parameters to the
complex events are then derived as follows:

For complex events, CAND, which replace two inprgrgs X and Y into an AND
gate, the failure probability cgnp, and failure frequency, yno are given by:

11



Ocano = dx -Gy
Weanp = Oy -Wy + Gy Wy

For complex events, COR, which replace two inp@ngés X and Y into an OR gate,
the failure probability, gor, and failure frequency, g are given by:

Ooor =1- @- Ox ).(1- qY)
Weor = (1= 0y )- Wy + (=0 ). Wy

Construct 1 Construct 2

Event Event Event Event
A B C D

primary secondary
component component
failiure failiure

initiating enabling
event event

Figure 6 Basic Fault Tree constructs

Construct type 1 has two input events A and B wiegsnt A represents the primary
failure of a component and event B the secondalyréa This construct type appears
twice in the fault tree shown in figure 3 at thghest gate (TOP) and the lowest gate
(G2). Construct type 2 appears where there is gpotection (safety feature) which
can mitigate the occurrence of a potential probl@ine event which causes the
potential problem, the initiating event, is EveninGhis construct. Event D is an
enabling event, failed safety system, which perthigsinitiating event to cause the
problem. Construct 2 is illustrated in gate Gihaf fault tree. These two basic
constructs have been analysed separately usinggMankdels to produce equations
which can be used whenever they occur in a faedt structure. Steady-state
conditions are assumed to prevail at the end df aepection cycle as seems
justified by looking at the graphs shown in fige

By determining probability, € and failure intensity, w for a construct, these data
can then be used in a super-event which replaeesotfistruct in the fault tree. By
performing this type of substitution in a bottom+mpnner for each gate in the fault
tree a complete assessment can be accomplishdtefesecondary failure section.

Construct 1.

The Markov model to represent the primary and seéagnfailures is illustrated in
Figure 7.

12
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Figure 7 Markov Diagram of construct 1

Aa , Ag are the failure rates for components A (primarlyfa) and B (secondary
failure) respectivelya , vag are the repair rates for A and A and B together
respectively. States 2 and 3 are failed statethisiconstruct. The state equations for
this module are:

d

% == ql(/]A + /]B)"' QoVa T QUps
d

% :ql/‘A - qz(VA +/]B)

d

% =g + A — OV s

where gis the probability of the system being in stad time t.
In the steady-state situation solved to givesg|, o

(VA + AB)UAB

ql =
(Upg + A6)(An +Va + 4g)
q, = V peAn
(Ung +46)(An TV + 4g)
_ A
w7 Upg t g

The probability of the output event of this constroccurring is determined by:

Qc1= Gt G (1)
The failure intensity for construct 1w can be determined by:
Wey = ql(/]A + /]B) (2)

Construct 2

This construct allows for the provision of safedafures in the secondary failure
section of the fault tree. The failure of the safeature is represented by event D in
figure 6. If this has happened and then the tmitigevent C occurs it is unable to
provide mitigation for event C and the failure pagptes up the fault tree structure. If
the initiating event occurs prior to the enablivgrm the failure propagation will not
result. The Markov state transition diagram fas ik illustrated in figure 8.

13



Figure 8 Markov Diagram for construct 2

Vcp Is the repair rate for events C and D togethethikcase the only failed state is
state 5. The assumption is made that once botinitieting event and the enabling
event have occurred repair will be instigated whiglhreturn both to the working

state.

d
% ==(Ac +Ap)q + Ve, +Vp0; HV 0,
d
% = /‘qu - VCqZ
d
% = /]Dql (VD +/1c)q3
t
d
% =Ac0; ~ V0,

These equations were solved for grl — 5 for the steady-state situation to give:

— (Vo +Ac)VepVe
' a

_ Voo (Vp tA)A
? a

- ApVepVe

ds P

— ACADVC
4 a
where:

— 2
a= l/DVCDVC + l/CDACVD + I/CD/]C + ADVCDVC + /]D/‘CVC + /]CVCDVC
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The probability , @,, of the super-event replacing Construct 2 is given by:

Qc=0u 3)
The failure intensity of Construct 2y is given by:
Wco=AcOs (4)

5.3 Application to the simple pressure tank systn

The above constructs are applied progressively upghrthe pressure tank failure
fault tree structure illustrated in figure 3. The lowest gatee structure is an OR
gate with events E and X as inputs. Event X is a secondauyefaihd hence this gate
type satisfies the requirements of construct 1. Using thedaand repair data for
these components and equations (1) and (2) gives:

Qc=0.12767
wez= 3.4893 x 1G.
Using:
W
1-Q)
(5)
w
V=—
Q

giveshg:=3.999x1C°, vg=2.733 x 1.

The next gate to consider in the fault tree, gdtel@as as inputs gate G2 and the
pressure relief valve failure (PRV). The pressetef valve is a safety feature and
thus an enabling event. Gate 2 is an initiatingnéwhich causes the over-
pressurisation and therefore puts a demand inafe¢ysfeature to respond. This
satisfies the requirements of construct 2 wheresGi2e initiating event and PRV is
the enabler. Applying equations (3) and (4) dteds1 yields:
Qc1=0.019399
Wg1=3.14975 x 17

1 1

., +T, 3659+25
thereforehg;=3.212x10", vg;=1.6237 x 10.

[note Vg, =

= 0.0162]

Finally the top gate in the fault tree is considerdés structure is the same as gate G2
and therefore the equations developed for constrgan be used again, with the
parameters for the tank used for event A and tharsgate G1 used for event B. This
gives a prediction for the top event, system failof:

Qi0p=0.15285

Wiop=2.7219 x 1. per hour

This compares well with the average Markov value®,g=0.1652, w=2.95 x 10'
per hour.

6.0 Conclusions

1. If secondary failures are to be modelled in a sydtElure probability
assessment accurate results will not be obtained tise fault tree analysis

15



method. This is despite suggestions in the liteeathat the development of
the fault tree should be conducted in a way whiis@ers this type of failure
for each state-of-component fault which occurs.

Markov methods will produce accurate results andbsaapplied to the
smallest independent section of the fault tree Wwihintains the secondary
failure events. Results of this are obtained nucaly and substituted back
into the system fault tree to replace the sectidhefault tree analysed.

If the part of the fault tree which contains the@®lary failures contains
events which are independent of the rest of thi fislae then constructs can be
applied in a bottom-up manner to efficiently getestimate of the top event
failure parameters.
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Appendix A — Fault tree quantification results

The contributions (assuming basic event indepereland that steady-state
conditions prevail) are given by:
For minimal cut set 1 {T}

/]T
A +v;
w, = A, (1-q,) = 9.9995x10° / hour

=4.99975x10°°

Oc1 =

For minimal cut set 2 {E, PRV}
For the initiating event:
AE
Az Ve

we = Ac (1—q.) =1.9084x107° / hour

=0.0458

Qe =

For the enabling event:

— Apry 0 — (1_ e—apwa) + Apey Tory (1_‘e_APRV€)

=0.3696
Moy @+ Aoy Toy (L— €77 )

Upry

This gives:
Wey = WeQpry = 7.0534x107 / hour

Ocz = Oe0pry =0.01693

For minimal cut set 3 {X, PRV}
For the initiating event:

Ax
Ay +Vy
w, = A, (1-q,) =1.9084x10"°/hour

=0.0458

Ox =

For the enabling event:

_ A0~ (1_ e—pre) + Aeey Tory (1_‘e_ﬂpwg)

=0.3696
Apr @+ Apry Tory (1_ e_/ipwg)

Y

This gives:

Wes = Wy Qo = 7.0534x10™ / hour

Ocs = Ox Opry = 0.01693
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The system parameters are then obtained from:

Qs

n

Weys

1
J#i

1- |‘1| (1-q,) = 0.03362

(w, |‘| (L-q) )=13868x10°/hour
.

Appendix B
Markov model states
State No. | Componen| ComponentComponen| Component System
T E X PRV

1 W W W W W
2 F W W W F (C1)
3 W F w W W
4 W (F) F w W
5 W W W U W
6 F F W W F (C1)
7 F F F W F (C1)
8 F W W U F (C1)
9 (F) R w u F (C2)
10 (F) (P = U F (C3)
11 W W W F W
12 F F W U F (C1)
13 (F F U F (C1)
14 W W F F (C1)
15 (F) R F R F (C2)

18



Transitions between states for full fault tree.

State i State | State i State |

1 2 AT 7 1 VTEX
1 3 Ae 8 5 VT
1 4 Ax 8 12 Ae
1 5 Ap 8 13 Ax
2 1 VT 9 1 VEPT
2 6 Ae 9 15 Ax
2 7 Ax 10 1 VALL
2 8 Ap 11 1 Vp
3 1 Vg 11 9 Ae
3 4 Ax 11 10 Ax
3 6 AT 11 14 AT
4 1 VEX 12 1 VTEP
4 7 AT 12 13 Ax
5 8 AT 13 1 VALL
5 9 Ae 14 1 VTp
5 10 Vx 14 12 Ae
6 1 VTE 14 13 Ax
6 7 Ax 15 1 VALL
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