
 
 
 

This item was submitted to Loughborough’s Institutional Repository 
(https://dspace.lboro.ac.uk/) by the author and is made available under the 

following Creative Commons Licence conditions. 
 
 

 
 
 

For the full text of this licence, please go to: 
http://creativecommons.org/licenses/by-nc-nd/2.5/ 

 

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Loughborough University Institutional Repository

https://core.ac.uk/display/288387066?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


Measurement and modeling of the acoustic field near an
underwater vehicle and implications for acoustic
source localization
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The performance of traditional techniques of passive localization in ocean acoustics such as
time-of-arrival �phase differences� and amplitude ratios measured by multiple receivers may be
degraded when the receivers are placed on an underwater vehicle due to effects of scattering.
However, knowledge of the interference pattern caused by scattering provides a potential
enhancement to traditional source localization techniques. Results based on a study using data from
a multi-element receiving array mounted on the inner shroud of an autonomous underwater vehicle
show that scattering causes the localization ambiguities �side lobes� to decrease in overall level and
to move closer to the true source location, thereby improving localization performance, for signals
in the frequency band 2–8 kHz. These measurements are compared with numerical modeling
results from a two-dimensional time domain finite difference scheme for scattering from two
fluid-loaded cylindrical shells. Measured and numerically modeled results are presented for multiple
source aspect angles and frequencies. Matched field processing techniques quantify the source
localization capabilities for both measurements and numerical modeling output. © 2007 Acoustical
Society of America. �DOI: 10.1121/1.2749410�

PACS number�s�: 43.60.Kx, 43.60.Fg, 43.60.Jn, 43.30.Wi �EJS� Pages: 892–905
I. INTRODUCTION

Effects such as diffraction and scattering by an object
placed in an acoustic field can result in a complex field struc-
ture around that object. Diffracted energy from a source may
be observed in the geometrical shadow zone behind an object
and so cannot be described by simple ray-based modeling.
This energy can also interact with the incident signal energy
outside the shadow zone, resulting in interference fields that
are observed in conventional optics and acoustics �Morse
and Ingrad, 1986 and Skelton et al., 1997�. The resulting
interference patterns often exhibit strong spatial, angular, and
spectral dependence for particular source-scatterer-receiver
geometries and therefore may provide valuable information
regarding the source location.

An investigation of the complex field around two
spheres at multiple source aspect angles and signal frequen-
cies has been carried out using both measured data and nu-
merical modeling results. The measurements were made by
an eight-element hydrophone array mounted on the Marine
Physical Laboratory’s Odyssey IIb autonomous underwater
vehicle �AUV�. The body of this vehicle is free flooding with
a majority of the control and instrumentation electronics con-
tained in two 17-in. �43.2 cm�-diameter air-filled glass
spheres. The outer shell of the vehicle is a thin walled
�3.5 mm� shroud of high-density polyethylene. For the nu-
merical modeling, the shroud is assumed to be acoustically
transparent at the frequencies of interest and the glass
spheres are considered to be the major acoustic scatterers.
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Motivation for this study was provided by the results
from the field of human hearing. Studies with humans have
shown that the spectral patterns resulting from the interfer-
ence of the direct path arrival with sound scattered from the
head, torso, and pinna provide important cues for source lo-
calization �Blauert, 1983�. In particular, for sound sources
that vary in elevation angle in the median sagittal plane of
the human body, a notch occurs in the head-related transfer
function that varies in frequency �from about 6 to 10 kHz� in
a sensitive way with changes in elevation angle �Butler and
Balendiuk, 1997�. Therefore, the two instrumentation glass
spheres in the AUV used in this study can be viewed as
playing the role of two heads.

The aim of this paper is to examine source localization
performance in the presence of scattering from the platform
making the measurements. In Sec. II, the measurements of
the pressure field using an eight-element hydrophone array
mounted on the Odyssey IIb are presented. These measure-
ments were made at the Transducer Evaluation Center
�TRANSDEC� of the Space and Naval Warfare Systems
Center, San Diego, where data for multiple source aspect
angles and for frequencies in the range of 70 Hz–8 kHz
were collected. Section III outlines a numerical modeling
effort using CABRILLO �Gerstoft, 2004�, a two-dimensional
�2D� time domain finite difference scheme, �Luebbers and
Beggs, 1992 and Yee, 1966�. A comparison between mea-
sured data and the numerical modeling results is given in
Sec. IV for the midfrequency �2–8 kHz� tone bursts. The
disadvantage of the comparison is that the 2D modeling ap-
proach does not account for the three-dimensional �3D� con-
figuration of the AUV or the potential elastic scattering ef-

fects of the spheres. However, the results presented do
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illustrate many major physical effects that contribute to the
complex acoustic field structure around the AUV. The use of
these fields for source localization is then discussed in Sec.
V. Results are quantified using matched field processing
techniques. Finally, conclusions from this work are given in
Sec. VI.

II. DESCRIPTION OF THE MEASUREMENTS

A. Experimental setup

Measurements of the acoustic pressure field surrounding
the Marine Physical Laboratory’s AUV were made at the
TRANSDEC facility, a 22 million l fresh water tank, com-
prising a 53-m-diam inner pool and a canted, ellipse-shaped
outer section. The depth of the inner pool varies from 12 m
in the center to less than 1 m at the edge to minimize acous-
tic reflections from the edge of the pool. The ellipsed-shaped
outer section also acts as an acoustic trap.

Figure 1 shows a schematic of the AUV deployment at
TRANSDEC. The vehicle was placed in the center of the
tank at the mid-water depth of 6 m. An omni-directional
acoustic source was placed at a horizontal range of 2.25 m
from the center of rotation of the AUV body �displaced 4 cm
aft along the main axis of the AUV from the point equidis-
tant between the two glass spheres�. The vehicle was sus-
pended from a single rigid shaft linked to a geared stepper
motor, allowing precise control of the source / AUV aspect
angle in the horizontal plane over a 360° sector. Figure 2
shows a side view of the AUV. All receivers were placed in
approximately the same horizontal plane corresponding to
the equatorial plane of symmetry of the two glass spheres
and within the outer polyethylene shell of the AUV.

The data acquisition system installed in one of the glass
spheres was a PC-104� based digital recording system ca-
pable of collecting up to eight channels of data. Eight High

FIG. 1. �Color online� The plan view of the experimental configuration for
the measurement effort at the TRANSDEC transducer calibration facility.

FIG. 2. �Color online� Port-side view of the AUV hydrophone configuration

during the measurement effort at TRANSDEC.
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Tech, Inc. HTI-94-SSQ hydrophones with built-in 18 dB
preamplifiers were used as the array elements. The analog
output from each hydrophone/preamp assembly was band-
pass filtered between 20 Hz and 10 kHz and amplified by
20 dB for an overall channel sensitivity of −160 dB re
1 V/�Pa. The resulting filtered and amplified analog signals
were sent to a common analog-to-digital converter, which
provided 16 bit data samples from each channel at a
20 ksamples/s sampling rate. These digital data then were
written directly to hard disk. The DAQ electronics were
housed in the aft sphere in the AUV along with an indepen-
dent battery power supply allowing continuous recording for
up to 4 h. Further details on the hydrophone array and data
acquisition system are provided in Zimmerman et al., 2005.

B. Experimental procedure

Pulsed continuous wave �cw� combs were transmitted in
the low �less than 1 kHz� and mid �1–10 kHz� frequency
ranges using a USRD-J15 moving coil source and a ITC-
1007 ceramic transducer, respectively. Each of the pulsed
comb signals was composed of a linear sum of pulsed cw
tones. For the mid-frequency comb signals, a pulse was
6.4 ms in duration, corresponding to the time difference be-
tween the direct path arrival and the arrival of the first re-
flections from the surface and tank bottom. The low-
frequency comb was transmitted as both pulsed with 12.8 ms
duration �the longer pulse length was required to achieve the
frequency resolution necessary to separate the low-frequency
tones� and as a steady-state cw comb.

During each test, the AUV was rotated continuously
through a 360° sector at an angular speed of either
0.2 deg s−1 or 0.4 deg s−1. This rotation rate provided a 0.2°
or 0.4° angular resolution, respectively. At the higher rotation
rate, the variation of 2.56�10−3 deg during the measurement
period of 6.4 ms was considered insignificant. Tests were
conducted over a 360° sector for both comb signals. Each
test was started with the AUV at broadside �0° � to the source
with receivers 5 to 8 �starboard side� closest to the source, as
shown in Fig. 1. The AUV was rotated counter-clockwise
through positive angles with the propellor of the AUV clos-
est to the source at an angle of +90° and the nose closest at
+270°.

C. Signal analysis

Figure 3 shows the time-frequency response for the mid-
frequency comb �1900, 2925, 4060, 5100, 6030, 7080, and
7910 Hz� transmission received on hydrophone 1 with the
AUV/source orientation in the broadside �0° � position. At
broadside, hydrophone 1 is in the geometrical shadow zone
of the forward sphere. Therefore, the initial arrivals at 7910,
7080, and 6030 Hz correspond to scattering of the direct path
within the AUV. These arrivals are followed 6.4 ms later by
stronger multi-path arrivals via surface and tank bottom re-
flections. This arrival structure can be compared with that
recorded on hydrophone 1 when the AUV is rotated 180°, as
shown in Fig. 4. The direct path from the source in this case

is unimpeded by any part of the AUV.
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A pulse duration of 6.4 ms will propagate an equivilent
distance of 9.6 m in water from beginning to end. This can
be compared to the significantly smaller maximum receiver
separation in the AUV of 1.55 m. The tank multi-path free
pulse duration of 6.4 ms was therefore considered long
enough to allow the interaction of multiple reflections be-
tween different parts of the AUV and for a steady-state con-
dition to be reached.

Figure 5 shows the spectral levels of the mid-frequency
comb signal �1900, 2925, 4060, 5100, 6030, 7080, and
7910 Hz�, recorded by hydrophone 1 as a function of inci-
dence angle in azimuth. All the tone levels exhibit an angular
interval with high received levels, consistent with direct ex-
posure of the receiver to the source �incidence angles be-
tween 110° and 250°�. However, the tones also exhibited a
degree of variation in received level over this same interval,
where the variations have a strong angular, spatial, and fre-
quency dependence. Many of the tones in Fig. 5 show a
relatively complex amplitude structure over the complete
360° sector. In the case of the 7910 Hz signal, as much as
30 dB variation in received level can be observed even
where the receiver is within the shadow zone of either of the
spheres �30° –90° and 280° –330°�. In general, the depen-
dence of the spectral levels on incidence angle decreases in
complexity with decreasing frequency, although all the tones
exhibit some angular structure over the entire sector. The

FIG. 3. Spectrogram from hydrophone 1’s recording of the mid-frequency
comb signal �1900, 2925, 4060, 5100, 6030, 7080, and 7910 Hz� at 0°
incidence angle �broadside to the starboard side�.

FIG. 4. Spectrogram from hydrophone 1’s recording of the mid-frequency

comb signal at 180° incidence angle �broadside to the port side�.
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observed reduction in overall signal level with decreasing
frequency is consistent with the frequency dependence of the
�ITC-1007� transducer transmit voltage response curve.

For comparison with Fig. 5, Fig. 6 shows the received
levels versus frequency and incidence angle for receiver 6
situated approximately on the opposite side of the AUV from
hydrophone 1. In this case, the location of the angular inter-
val with high received levels for each of the tones is shifted
by nearly 180° to that of receiver 1. Again, the incidence
angle interval of high received levels for all tones is strongly
correlated with the geometric orientation of the source/
receiver direct path and the two glass spheres, suggesting
that the spheres are the major contributors to the angular
variability of the acoustic field. Figures 5 and 6 clearly illus-
trate the strong frequency and angular dependence of the
spectral levels of the individual tones recorded by a single
receiver and the significant differences between the received
levels of the same tones on two spatially separated receivers.

III. NUMERICAL MODELING

A. Time domain finite difference approach

A numerical modeling effort was carried out using a
time-domain computer code based on a staggered grid,
pseudo-spectral finite difference scheme implemented in two

FIG. 5. Mid-frequency comb spectral levels received by hydrophone 1 on
the port side of the AUV as a function of angle of incidence over the
complete 360° azimuthal interval.
spatial dimensions CABRILLO �Gerstoft, 2004�. The finite dif-
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ference method provides the ability to model finite frequency
effects in both forward and backward propagation �Fricke,
1993, Tirkas et al., 1993, Stephen, 1996, Wang, 1996, Hast-
ings et al., 1997; and Chen et al., 1998�. These full wave
field effects are particularly important in describing the com-
plex near-field interference structures observed in the acous-
tic field near an underwater vehicle.

The CABRILLO code approach to solving the wave equa-
tion in the time domain contrasts with most other numerical
techniques used in ocean acoustics, such as the Parabolic
Equation solution �Collins et al., 1989, 1992, Levy and
Zaporozhets, 1998 and Schneider et al., 1998�, where the
frequency domain Helmholtz wave equation is solved. Cal-
culation of the time-domain solution allows direct compari-
son with the measured data outlined in Sect. II. CABRILLO is
capable of modeling acoustic, elastic, and poro-elastic me-
dia. For the purpose of this study, only the surrounding water
and the thin shells of the two instrumentation glass spheres
were modeled as acoustic media, where the sound speed in
glass was set to the value of the glass compressional wave
speed. The interior of the glass spheres was modeled as a
vacuum with zero sound speed. The 2D modeling approach
approximates the two instrumentation glass spheres as fixed
cylindrical shells. The use of a staggered grid gives improved
numerical accuracy and is better able to handle the large

FIG. 6. Mid-frequency comb spectral levels recorded by hydrophone 6 on
the AUV’s starboard side as a function of angle of incidence in azimuth.
sound speed and density contrasts between the instrumenta-
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tion spheres of the AUV, the enclosed air, and surrounding
water in this problem. In a pseudo-spectral method, the spa-
tial derivatives are solved by multiplication of the wave
number in the wave number domain. For a regular staggered
grid, the spatial derivative is given by

�U�x�
�x

= F−1�ikxe
−ikxh

2 F�U�x��� , �1�

where the spatial wave number, kx, is

kx = 2�j/h for j = 1, . . . ,N . �2�

The quantity h is the grid spacing, N is the number of grid
points, i is �−1, and F represents the Fourier transform. The
pseudo-spectral method provides the highest theoretically
possible accuracy for a spatial differentiation �Gerstoft,
2004�. Euler integration is then used to solve the time deriva-
tive using a conventional finite difference approach. For an
acoustic medium

�U�x,y,t�
�t

=
1

2�t
�U�n+1��i, j� − U�n−1��i, j�� , �3�

where i and j are the spatial indices in directions x and y,
respectively, and n is the temporal index.

B. Problem geometry

Figure 7 shows the 2D finite difference grid geometry
for the two sphere problem. The outer edges of the two shells
are placed 0.280 m apart, corresponding to the separation of
the glass instrumentation spheres in the AUV. The TRANS-
DEC measurement setup was modeled using a single omni-
directional source placed 2.25 m from the center of AUV

FIG. 7. Geometry for the two-dimensional finite difference modeling of
sound scattered from two spherical shells, modeled as cylindrical shells with
a vacuum interior, at a 40° incidence angle. Asterisks mark the centers of
each of the two spheres and the midway point along the line between these
spheres’ centers. The small circle in the center of the plot, offset by 4 cm
from the midway point between the two spheres, indicates the center of
rotation of the AUV during the measurements at TRANSDEC. The upper
left large circle in the figure represents the aft instrumentation glass sphere
in the AUV and the other circle represents the forward AUV glass sphere.
rotation, marked by the small circle in the center of Fig. 7.

and G. L. D’Spain: Acoustic field near an underwater vehicle 895



�The point equidistant between the centers of the two
spheres, marked by an asterisk in Fig. 7, is offset 4 cm from
the center of rotation�. The shell density and P-wave velocity
were taken as 2300 kgm−3 and 5200 ms−1, respectively, rep-
resentative of the properties of glass. Standard values for
water were used for the surrounding fluid. The interior of the
shells was assumed to be a void with zero sound speed. For
a shell radius of 0.215 m, the product of the wave number
and radius �ka� varies from 0.9 to 7.2 over the frequency
band 1–8 kHz. A time step dt of 0.4 �s �equivalent to a data
sample frequency of 250 kHz� was used in the modeling and
the computations were allowed to advance 15 000 steps cor-
responding to a 6 ms total propagation time.

C. Results

Figures 8�a�–8�d� show a series of four snapshots of the
acoustic pressure field amplitude �both positive and negative
values� as a function of the two spatial dimensions for a
spherically spreading 8 kHz Ricker �Ricker, 1953� type
source pulse incident at 40° to the spheres and at a source
range of 2.25 m. At 1600 �s �Fig. 8�a��, the primary wave
front interacts with the upper sphere �the aft sphere in the
AUV� with a strong reflection back towards the source. As
the primary wave front progresses �Fig. 8�b��, diffraction of
the primary wave front into the geometrical shadow zone of
the upper sphere is evident. In addition, the interaction of the
first reflection of the primary wave front from the lower
sphere with the first reflection from the upper sphere can be
seen around hydrophone 6. Figure 8�c� and 8�d� �the lower

FIG. 8. �Color online� Snapshots of the pressure field amplitude at four diff
calculated by the 2D time-domain finite difference computer code. The poin
figure and the bearing from the source to the plots’ center �incidence angle�
two panels� show the development of progressive multiple
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reflections between the two spheres well after the main wave
front has passed. The effects of diffraction also are visible as
each reflection passes the opposite sphere. Figure 8�d� shows
a fourth-order reflection arrival at the lower sphere just under
1 ms after the initial wave front passes. However, this mul-
tiply reflected signal is 40 dB below the primary wave front
arrival and therefore is considered insignificant in relation to
the earlier arrivals.

The individual pressure field solutions at each tone fre-
quency then were calculated from the time domain solutions
for a 1 cm spaced grid over a 2 m�2 m area centered on the
center of rotation. Figure 9 shows the magnitude of the com-
plex pressure field solution at 7910 Hz for three incidence
angles �0°, 50°, and 90°�. In the endfire orientation �90° �
shown in the lower panel, the interference pattern to the left
of both spheres is due to the interaction of the incident signal
with the scattered signal from the sphere closest to the
source. As the incidence angle is rotated by an increasing
amount away from endfire, the effects of scattering from the
second sphere become increasingly more significant.

The middle panel �50° incidence� shows the develop-
ment of a more complex field structure. In particular, the
lower left quadrant of this panel shows scattered energy from
the left-hand sphere, the backscattered field from the other
sphere, and the direct field mutually interfering with one an-
other �Ingenito, 1987, Carrion et al., 1990; and Stephen,
2000�. This asymmetric field becomes symmetrical again as
the incidence angle decreases to 0° �broadside�, as observed

times �listed above each plot� after transmission of a Ricker-type pulse, as
rce in each figure is at a range of 2.25 m to the left from the center of each
°. The amplitudes in all figures have been normalized by the same value.
erent
t sou
is 40
in the uppermost panel of Fig. 9.

Lepper and G. L. D’Spain: Acoustic field near an underwater vehicle



Diffraction effects result in energy appearing in the geo-
metrical shadow zone of the two spheres. For 90° incidence,
diffracted energy in the shadow zone of the left-hand sphere
then is scattered from the right-hand sphere, resulting in the
weak interference field structure in the region of receivers
1–4 and 6,7. At other geometries, more complex field struc-
tures may exist in the spheres’ shadow zones due to the in-
teraction of both scattered and diffracted energy. As an ex-
ample, the shadow zone field structure at an incidence of 50°
for the left-hand sphere in Fig. 9 shows considerably more
complexity due to scattered energy from the right-hand
sphere. A relatively simple shadow zone structure is ob-
served behind the right-hand sphere consistent with standard
edge diffraction effects. These results indicate that the
multiple-reflected wave fronts, as observed in Fig. 8�d�, are

FIG. 9. �Color online� Numerical modeling results for the 2D spatial distri-
bution of the normalized complex pressure field magnitude at 7910 Hz for
an incidence angle of 0° �upper plot�, 50° �middle plot�, and 90° �lower
plot�.
weak compared to the diffraction of the primary wave front.
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The field structure associated only with the interaction
of multiple-reflected and diffracted energy can be seen more
clearly in Figs. 10 and 11, where the incident pressure field
with no scatterers present is subtracted from the total pres-
sure field with scatterers present. In Figs. 10 and 11, the
difference field to the left of the spheres is homogeneous
since it is composed only of energy scattered from the
spheres. The weaker interference patterns due to interaction
between diffraction and multiple reflections between the two
spheres however is clearly present, particularly in Fig. 11. At
90° incidence �Fig. 10�, the interference structures are quite
weak because they arise solely to multiple reflections of en-
ergy diffracted from the left-hand sphere. In contrast, a stron-
ger interference field is present in Fig. 11 due the interaction
of the primary scattered fields from both spheres.

In summary, Figs. 9–11 illustrate that complex interfer-
ence field structures can exist in the acoustic field surround-
ing two glass spheres due to diffraction and multiple scatter-
ing. These structures demonstrate a strong spatial and
frequency dependence similar to that observed in the mea-
sured data from the AUV.

FIG. 10. �Color online� The numerically modeled scattered pressure field
magnitude at 7910 Hz and 90° angle of incidence. The scattered component
is obtained by subtracting the field calculated without any scatterers present
from the total field calculated with scatterers present.

FIG. 11. �Color online� The magnitude of the scattered component of the

pressure field at 7910 Hz and 50° angle of incidence.
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IV. COMPARISON OF THE MEASUREMENTS AND
NUMERICAL MODELING RESULTS

In the 2D finite difference calculations presented in the
previous section, the three-dimensional AUV instrumentation
glass spheres were modeled as two-dimensional infinite cyl-
inders. The cylinders’ shells were modeled as an acoustic
medium, with a sound speed equal to the compressional
speed in glass. In reality, the small value of the ratio of the
shell thickness to outer radius, of order 6.5%, suggests the
spheres might be effectively modeled as “acoustically soft
bubbles,” with no intermediate boundary between the outer
fluid and the inner void. On the other hand, if the elastic
properties of the shell are considered, the resonance charac-
teristics may be altered appreciably from those of a bubble
and so could contribute significantly in a different way to the
interference fields surrounding the AUV.

To evaluate the potential effects of the elastic properties
of the glass shell on the character of scattering, exact solu-
tions for the scattered pressure from a single thin, elastic,
spherical shell enclosing a vacuum were implemented as out-
lined by �Vesker, 1993�. The partial-mode form function as a
function of angle � �the angle with respect to the direction of
the incident plane wave signal� is given as

fn��� =
2

x
�2n + 1�exp�i�n�sin��n�Pn�cos���� , �4�

where �n is derived from the fifth-order determinants Dn
�1�

and Dn
�2� given by Goodman and Stern, 1962, and Pncos��� is

the Legendre polynomial of order n. Figure 12 shows the
resonance components of the first �zero-order� partial-wave
mode for a single AUV instrumentation glass sphere mod-
eled as a 3D thin elastic shell with a vacuum interior. Three
resonances exist across the spectrum of interest, at frequen-
cies 2480, 5760, and 9160 Hz. Arrows in Fig. 12 indicate the

FIG. 12. �Color online� The magnitude of the total field form function �Eq.
�4� in the text� for the zeroth mode in the analytical solution for the scatter-
ing from an elastic, vacuum-filled, thin-walled spherical shell as a function
of frequency. The incident field is a single plane wave, the elastic properties
of the shell are those of glass, and the form function is evaluated in the
forward-scattered direction ��=180° �.
frequencies of the mid-frequency tones transmitted by the
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source in this study. These resonances could contribute sig-
nificantly to the interference field structure around the body
of the AUV at source frequencies equal, or close, to the
resonance frequencies. Therefore, to achieve a good match
between the numerical modeling and data results, the number
and frequencies of these resonances must be accurately cal-
culated. The analytical model in Eq. �4� was used to deter-
mine the sensitivity of these resonances to changes in the
properties of the glass shell. The effect of decreasing the
shear wave speed to small values while leaving the compres-
sional speed fixed was to cause a shift in the frequencies of
the three resonances downward slightly by a few hundred
hertz, suggesting that the elastic properties of the glass play
only a minor role. Similarly, setting the compressional and
shear wave speeds to that of glass and reducing the thickness
of the glass shell to a negligibly small value resulted in a
resonance structure identical to that in Fig. 12, but upshifted
in frequency by 100–200 Hz. Setting the shear wave speed
to that of glass, the glass thickness to its original value, and
reducing the compressional wave speed significantly also
causes an up-shift in the resonances in the mid-frequency
band of interest. In this case, shifts of 1–2 kHz were ob-
served in the mid-frequency band resonance frequencies for
a compressional wave speed reduced to around 100 m/s
above the shear wave speed. In any case, if a realistic value
for the compressional speed is used in the modeling, the
properties of the glass shell have only a small effect on the
scattering resonances. Note that a depth dependence of the
resonance frequencies of these spherical shells has been ob-
served in the ocean, believed to be caused by changes in air
temperature �and so sound velocity� inside the spherical shell
�D’Spain et al., 1991�. Calculations showed that an 8 kHz
resonance could be shifted by 50 Hz with an internal tem-
perature variation of 6–2°C. For this paper, the implemen-
tation of a three-dimensional solution for coupled, elastic
scattering from two spheres was beyond the scope of the
work. However, the effects of elastic scattering may explain
some of the observed measured/modeled differences and so
should be considered in any future work. Clearly, accounting
for the 3D nature of the scattering is important in any future
effort. At the least, the results for the two-dimensional case
presented in the previous section still are useful in under-
standing the implications of near-field interference structures
in source localization.

Two-dimensional finite difference simulations were run
for incidence angles in azimuth over a 360° sector. Compari-
son then was made between modeled and measured results at
all frequencies. Figure 13 shows the normalized level of the
7910 Hz signal for hydrophone 1 as a function of incidence
angle. The normalized levels from the TRANSDEC mea-
surements are plotted as small diamonds, the finite difference
modeling results are shown as connected circles, and the
effective mean noise over all channels during the TRANS-
DEC tests, normalized by the maximum received level over
all azimuths, is represented by the horizontal dashed line. An
angular interval with high received levels is observed be-
tween 100° and 270°, closely corresponding to the incidence
angle interval where hydrophone 1 is exposed directly to the

source. Receivers 1–4 on the AUV’s port side and 6 and 7 on
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the starboard side all exhibit similar correlation between the
measured data and the model calculations �re Fig. 14 for
hydrophone 7� over the angular interval of high received
levels. Variations in hydrophone 1’s received levels with
changes in incidence angle in the angular interval of high
received levels are relatively small, with less than a 6 dB
variation in level from 110° and 260°. This hydrophone is
placed close to the forward sphere in the AUV and so the
interference field structure is relatively simple as the inci-
dence angle is varied. A greater degree of complexity with
incidence angle, with variations as large as 15 dB, is ob-
served in the modeling results for hydrophone 7 �Fig. 14�.
This high degree of variability is not present in the measure-
ments. The finite difference model predicts a relatively
strong interference pattern between the two spheres �where
hydrophone 7 is located� which is a sensitive function of
incidence angle. This structure is primarily due to interfer-
ence of the fields scattered from either sphere and the inci-
dent field. The much smoother response observed in the mea-
sured data may be due to the much weaker scattering
response of a three-dimensional sphere compared to the in-
finitely long, 2D cylinder used in the modeling �Stanton,
1988 and Stanton et al., 1998�. For example, at ka�1, a
rigid, fixed sphere has an equivalent target strength com-
puted in the back direction �Urick, 1983 and Page et al.,

FIG. 13. Comparison of the normalized pressure amplitude at 7910 Hz for
hydrophone 1 as a function of incidence angle from the numerical modeling
output �connected circles� and from the TRANSDEC measurements �dia-
monds�, The normalized average electronic self-noise level over all hydro-
phones in the TRANSDEC measurement effort is plotted as a horizontal
dashed line.

FIG. 14. Comparison of the numerical modeling and measurement results
for the normalized amplitude at 7910 Hz as a function of incidence angle as

in Fig. 13, but now for hydrophone 7.

J. Acoust. Soc. Am., Vol. 122, No. 2, August 2007 P. A. Lepper
2000� of around −19 dB compared with −6 dB for a rigid,
fixed cylinder. For the weaker target, more of the incident
energy will propagate �diffract� around the sphere resulting
in less well-defined nulls. At higher frequencies �re Fig. 14�,
the variability in level over the angular interval of high re-
ceived levels is less in the measurements than in the model
output because the field backscattered from the sphere �mea-
sured data� is significantly weaker than that predicted by the
modeling �Levy and Zaporozhets, 1998�. Additional effects
contributing to the measurements such as reflections and
scattering from the AUV components other than the two
spheres also may effectively smooth over the interference
structures predicted by the modeling.

As the incidence angle changes so that the direct source/
receiver path is blocked by one or both of the instrumenta-
tion spheres, both modeling results and measurements for
most receivers exhibit a more complex field structure; re
Figs. 13 and 14. In a few cases, the measurements in this
geometrical shadowing regime show a slightly more com-
plex structure than that predicted by the modeling, possibly
because of additional interactions from scattered energy from
other parts of the AUV. However, the levels in this regime
generally are much lower �peaks are 10–20 dB lower� than
the levels in the angular interval where the path between the
source and receiver is unimpeded by any scatterers. There-
fore, at smaller signal-to-noise ratios, much of the finer detail
observed in this angular interval would be lost.

Both measurements and modeling results reveal a reduc-
tion in the complexity of the field structure with decreasing
frequency, consistent with the increase in the acoustic wave-
length. The interference structures become less prominent at
the lower frequencies and the match between measurement
and prediction improves. These results suggest that at lower
mid-frequencies, the two glass spheres are the major con-
tributors to the near-field scattering response at all angles of
incidence, and that this scattering is reasonably well modeled
by the 2D case. As at higher frequencies, the response with
incidence angle at lower frequencies shows strong nulls
�sometimes as much as 40 dB below the main peak� in the
interference field structure. Again, the nulls observed in the
modeling outputs are deeper than those in the measured data
due to the differences in scattering response of a 2D infi-
nitely long cylinder and a 3D sphere.

V. SOURCE LOCALIZATION

Often in source localization problems, multiple equally
likely source solutions �ambiguities� exist. However, as more
independent information is added to the problem �e.g.,
greater number of receivers, greater spatial diversity, greater
number of frequency components�, some or all of the am-
biguous solutions can be eliminated, leaving a unique �hope-
fully correct� source position estimate. Matched field pro-
cessing techniques �Cox et al., 1987 and D’Spain, 1994�
were used in this study to compare a series of replica vectors
r�xi� with measured data d�xs�, where xs represents the de-
sired parameter. In this study, x is the incoming signal inci-
dence angle ��i,s� in azimuth, assumed to equal source bear-

ing. The replica vectors are a subset of all possible solutions

and G. L. D’Spain: Acoustic field near an underwater vehicle 899



over the full domain of x. For narrowband acoustic signals,
both amplitude and phase information on multiple receivers
can be used to estimate source bearing. In this section, sets
composed of complex vectors �the complex acoustic pressure
containing both amplitude and phase information�, obtained
from both measurements at TRANSDEC and numerical
model outputs for all eight elements in the AUV hydrophone
array, are quantitatively compared with themselves and with
each other �they play the role of both replica and data vec-
tors� to allow assessment of array directivity properties and
ambiguity resolution for a particular parameter. In addition to
complex vector sets formed from the measurements and nu-
merical modeling described in Secs. II and III, an additional
vector set was generated using the output from a numerical
model in which no scatterers were present �i.e., the two
spheres in Sec. III were removed� to evaluate the case of
free-field propagation.

A metric based on the conventional Bartlett processor
�Kuperman et al., 1990 and Thode et al., 2000�, given in Eq.
�5�, was used to evaluate the comparisons

C��i,�s� =
�r��i�d��s�*�

��r��i�d��i�*��r��s�d��s�*�
, �5�

The results then were plotted as ambiguity surfaces on a log
scale. The quantity in Eq. �5�, which takes on values less
than or equal to 0 dB where 0 dB signifies an exact match, is
referred to as “array gain degradation” and is a quantitative
measure of the difference between the “actual” �data� vector
and the calculated �replica� vector. Figure 15 shows the array
gain degradation for the case of no scatterers present in the
model for a signal frequency of 7910 Hz. These modeled
results are matched to themselves so that the 0 dB values
along the diagonal from bottom left to top right correspond
to matching complex vectors with themselves. However, am-
biguities �high side lobes� off this diagonal exist, particularly
at incidence angles corresponding to array broadside �near
180° and 360°�. Relatively high sidelobe structures are also
present around 90° and 270°, corresponding to endfire
source/receiver orientations. In particular, for �s equal to 80°,
a series of narrow sidelobes on either side of the true value

FIG. 15. Array gain degradation �Eq. �5� in the text� for the numerical
modeling results at 7910 Hz compared with themselves in the case where no
scatterers are present.
�on the diagonal� covering a 55° range from 50° to 105°
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have peaks within 2 dB of the correct solution. Even worse,
the ambiguity ridges at the two broadside positions �180°
and 360°� have levels within 0.5 dB at angle offsets of ±180°
of the true solution �e.g., at a source bearing of 175°, a side-
lobe at 7° is within 0.4 dB of the true result�. Sidelobes with
less than 5 dB array gain degradation are present across the
whole range of incidence angles.

The ambiguity surface corresponding to Fig. 15 �nu-
merical modeling with no scatterers present�, but at a signal
frequency of 5100 Hz, is presented in Fig. 16. The longer
wavelength results in a similar but broader sidelobe struc-
ture. High-level sidelobes still are present at both the broad-
side and endfire orientations. The increase in wavelength
eliminates any possible phase ambiguities between receivers
since the minimum receiver separation �100 mm� now is
smaller than � /2, resulting in a simplified sidelobe structure
�but broader main lobe�. The array gain degradation plots for
all seven individual tone frequencies in the no-scatterer mod-
eling case exhibit a similar sidelobe structure, with the major
ambiguities at broadside and endfire, and with a gradual shift
to a broader main lobe and fewer sidelobes with decreasing
frequency. The sidelobe structure around the endfire orienta-
tions has a significant frequency dependence �variation in the
number and locations of the sidelobes�, whereas the ambigu-
ity structure at broadside is relatively insensitive to changes
in frequency.

For comparison with the no-scatterer case, Figs. 17 and
18 present the ambiguity surfaces for the 2D numerical
model output at 7910 Hz with two cylinders present and for
the TRANSDEC measurements, respectively. Both of these
ambiguity surfaces have similar overall structures, and also
have some significant differences with Fig. 15, suggesting
that the effects of scattering and shadowing from the two
spheres is a major contributor to the directivity properties of
the AUV-mounted array. Particularly noteworthy is the near
disappearance of the high-level ambiguity ridges present in
Fig. 15 at the broadside positions �180° and 360°�. As a
specific illustration, in Fig. 17 at 175° a broad sidelobe exists
at 255° with an approximate level of −2 dB, and in the mea-
surement case �Fig. 18�, broad sidelobes occur at 110° and

FIG. 16. Array gain degradation for the numerical modeling results com-
pared with themselves in the case with no scatterers present, as in Fig. 15,
but now at a frequency of 5100 Hz.
230° with −4 dB levels. In cases where some degree of mis-
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match exists, these ambiguities could result in an angular
error of 80° corresponding to the −2 dB sidelobe and up to
65° for the −4 dB sidelobe, respectively. In contrast, an error
of 180° can occur in the no-scatterer case for incidence
angles near broadside �Fig. 15� because of the corresponding
−0.5 dB level sidelobes. Similarly, the sidelobe structure
around the endfire orientations in the no-scatterer case has a
significantly modified appearance in Figs. 17 and 18. In both
of these figures, the main-lobe response along the main di-
agonal broadens. Additional sidelobe structures are present
between 0° and 90° and 270° and 360°. These two angular
intervals correspond to the orientation of the source/AUV
system where the port-side receivers �hydrophones 1–4� are
within the geometrical shadow zone of the two glass spheres.
This region contains a relatively complex interference field
�re Fig. 9� which is primarily due to the interaction of scat-
tered and incident energy and therefore has a strong fre-
quency dependence.

Due to this strong frequency dependence of some of the
sidelobe structures, spectral averaging can be used to reduce
ambiguities. Figure 19 shows the spectral average for the 7
tones �7910, 7080, 6030, 5100, 4060, 2925, and 1990 Hz�
for the no-scatterer case. A general reduction in sidelobe
level along with a broadening of the main lobe occurs, re-

FIG. 17. Array gain degradation for the numerical modeling results at
7910 Hz compared with themselves in the case where two thin-walled cy-
lindrical shells are present.

FIG. 18. Array gain degradation for the measurements at TRANSDEC at

7910 Hz compared with themselves.
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sulting in a much clearer definition of the main lobe. For an
82° incidence angle �near endfire�, most of the sidelobe lev-
els are decreased to at least 10 dB below the level on the
main diagonal. A similar reduction in sidelobe level occurs at
175° �near broadside�, although a sidelobe at −5 dB level
still is present at 7° which potentially could result in a source
bearing estimate error of nearly 180°. This remaining ambi-
guity appears as the linear gray shading perpendicular to the
main diagonal and intersecting it at 90° and 270°.

Spectral averaging of the array gain degradation across
the seven tone frequencies also was carried out for both the
numerical modeling with two spheres present �Fig. 20� and
for the TRANSDEC measurements �Fig. 21�. As with the
no-scatterer case, a general reduction in sidelobe level occurs
because of the strong spectral dependence of the sidelobe
structures. In particular, almost all of the sidelobe structures
corresponding to incidence angles where hydrophones 1–4
are shadowed by one or both spheres �0° –90° and
270° –360°� and present in the single frequency results
�most prominent in Fig. 18� now are reduced to greater than
10 dB below the main-lobe level. In addition, spectral aver-
aging eliminates the ambiguity at endfire orientations that

FIG. 19. Array gain degradation averaged over the seven frequencies in the
tone comb signal �7910, 7080, 6030, 5100, 4060, 2925, and 1990 Hz� for
numerical modeling results compared with themselves in the case of no
scatterers present.

FIG. 20. Array gain degradation averaged over the seven tone frequencies
for numerical modeling results compared with themselves in the case of the

two scatterers present.
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exists in the no-scatterer case. In the spectral-averaged no-
scatterer case, the maximum sidelobe level is 5 dB below the
main-lobe response, which is reduced to around 8 dB below
in the modeling-with-scatterers case and 10 dB below in the
TRANSDEC measurements. The greater reduction in side-
lobe levels for the measurements compared to those for the
numerical model output with two spherical shells present is
the result of additional frequency-dependent scattering ef-
fects by other vehicle components and/or elastic resonance
effects of the two glass instrumentation spheres. In general,
however, the highest-level sidelobes away from the main di-
agonal in both Figs. 20 and 21 are approximately 4–5 dB
lower than those in the no-scatterer case. Therefore, the pres-
ence of the scatterers leads to enhanced array performance
for source localization in azimuth.

The focus of this paper is on the effects of scattering
from an object such as an AUV on source localization per-
formance of a hydrophone array in the near field of the scat-
tering object. However, to take full advantage of the increase
in complexity of the received field due to this scattering, the
numerical model must accurately predict this complexity.
Figures 13 and 14 and the discussion in Sec. IV suggest that
some of the major scattering features observed in the AUV
measurements at TRANSDEC can be modeled using a
simple two-dimensional numerical model of two spherical
shells �actually cylindrical shells�. Quantitative comparison
of this model and measured data can be made using the array
gain degradation in Eq. �5�. Figure 22 shows the array gain
degradation for the TRANSDEC measurements versus the
2D model results for the 7910 Hz tone. Mismatch now exists
as measured by array gain degradation values less than 0 dB
along the main diagonal. However, Fig. 22 still demonstrates
a relatively strong main-lobe response even with this simpli-
fied 2D model. In comparison with the no-scatterer case �Fig.
15�, the high-level sidelobe structures around 90° and 270°
incidence angles and the high-level ambiguity ridges at the
broadside positions �0° and 180°� are significantly reduced.
The main lobe in Fig. 22 is broader than in either Fig. 17 or
Fig. 18, but its levels still are everywhere higher than those
of the associated sidelobes. Some fine sidelobe structure is
present between 270°–360°and 0°–90° corresponding with

FIG. 21. Array gain degradation averaged over the seven tone frequencies
for the measurements at TRANSDEC compared with themselves.
the structures in the measurement-only array gain degrada-
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tion plot �Fig. 18�. The variability of these structures, how-
ever, decreases with increasing wavelength as illustrated in
Fig. 23 for a measurement versus model comparison at
6030 Hz. The main lobe in Fig. 23 still occurs approximately
in the correct location along the main diagonal, indicating a
significant degree of correct processor performance. There-
fore, enhancement in certain aspects of localization perfor-
mance still is achieved in this simplified modeling case over
that for the no-scatterer case �Figs. 15 and 16� due to sup-
pression of the high-level sidelobe structures.

VI. CONCLUSIONS

The matched field processing results in the previous sec-
tion, as quantified by array gain degradation, show that scat-
tering from the AUV, if not taken into account, adversely
affects the localization performance of the AUV hull-
mounted hydrophone array. On the other hand, knowledge of
the scattering patterns around the AUV is useful in reducing
ambiguities that would exist if the scatterers were not
present. Both results from a 2D time domain, finite differ-
ence numerical model and measurements from an AUV-
mounted eight-element hydrophone array collected in a large
calibration tank show complex field structures due to scatter-
ing from the AUV. These scattering features are strongly de-
pendent on incidence angle and therefore contain informa-

FIG. 22. Array gain degradation at 7910 Hz for the numerical modeling
results with scatterers present compared to the TRANSDEC measurements.

FIG. 23. Array gain degradation at 6030 Hz for the numerical modeling

results with scatterers present compared to the TRANSDEC measurements.
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tion on the direction to the source. The array gain
degradation plots demonstrate that if the scattering features
are taken into account, the overall level of the sidelobes de-
creases and the sidelobes tend to reorient themselves closer
to the main lobe, thereby enhancing source localization ca-
pabilities. In addition, with the introduction of scatterers,
most of the sidelobe structures in the array gain degradation
plots become strongly dependent upon frequency so that av-
eraging across frequency further reduces sidelobe levels.

Shadowing effects due to the two instrumentation glass
spheres in the AUV appear dominant in generating the struc-
ture of the received amplitude as a function of incidence
angle. An angular interval with high received levels is ob-
served in the data from all hydrophones and at all frequen-
cies. This angular interval is highly dependent upon the re-
ceiver position in relation to the source-scatterer
configuration—it occurs when the receiver is located be-
tween the source and the two glass spheres—and is relatively
frequency independent. Even in low signal-to-noise ratio
conditions, this structure is useful in reducing ambiguities in
source localization that would exist if the scatterers were not
present. Additional received field complexity is evident in
the TRANSDEC measurements and is most likely due to
additional scattering interactions from other parts of the
AUV assembly and elastic scattering effects from the two
spheres. This additional complexity shows a strong fre-
quency dependence and therefore any associated sidelobe
structure in the array gain degradation plot can be reduced
significantly by spectral averaging. In low signal-to-noise ra-
tio situations, much of the information in the field structures
at lower level may be lost. However, good resolution on the
correct source bearing at all angles of incidence without
high-level ambiguities using the received field structure over
the angular interval where the receiver was positioned be-
tween the source and AUV body still can be obtained at
lower signal-to-noise ratio for the band of mid-frequency
tones used in this study. A reduction of 5 dB in maximum
sidelobe level was observed in comparison with an identical
array configuration in an acoustic field without scatterers
present.

The numerical modeling results provide valuable insight
into the scattering and diffraction effects around the AUV
body. One example illustrated by the modeling results is that
multiple reflections between the two scatterers are signifi-
cantly weaker than the diffraction of the incident wave front.
Comparison between the numerical modeling results and the
measurements shows that a good correlation exists in the
locations of the angular intervals with the highest received
levels for all hydrophones. This result suggests that much of
this structure is dictated by the scattering effects of the two
glass spheres. The agreement between the numerical model
predictions and the measurements steadily improves with de-
creasing frequency, probably because the corresponding in-
crease in acoustic wavelength reduces the scattering contri-
butions from AUV components not included in the model.
Variations in the levels in the angular interval with high re-
ceived levels that are present in the modeling results but not
in the measured data are most likely due to difference in

backscattering strength of the scatterers in the two cases.
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That is, in the numerical model, each of the two glass spheri-
cal shells is modeled as a 2D cylinder with a thin fluid shell
and a vacuum interior. As illustration of the impact of mod-
eling a 3D object with a 2D approximation, a rigid, 2D cyl-
inder has a target strength in the backscattered direction
13 dB greater than a rigid, 3D sphere �−6 dB vs −19 dB,
respectively� for wave number/radius products much greater
than unity �ka	1�. For ka values around unity, the elastic
properties of a spherical glass shell can create scattering
resonances that greatly increase the scattering cross section
over that of an identically sized rigid sphere. The frequencies
of the tones transmitted by the source during the tank mea-
surements do not correspond to the three resonance frequen-
cies of the lowest radial mode of a single vacuum-filled glass
shell as calculated by an analytical model; however, they
both fall in the same frequency �1–10 kHz� band. Therefore,
the resonances must be modeled correctly in order to accu-
rately predict the scattered field. Scattering from additional
AUV components that contribute to the measurements but
not included in the model also could be a source of discrep-
ancy between the numerical model ouputs and the tank mea-
surements. Future numerical modeling efforts most likely
would show significantly improved agreement with the mea-
surements by taking these effects into account. In any case,
the modeling results in this paper demonstrate the potential
improvement in source localization performance due to in-
creased complexity of the received acoustic field caused by
scattering from an object such as an AUV near the receiving
array.
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APPENDIX: EFFECTS OF VARIATION IN ARRAY
POSITION

To illustrate the impact of variation in array position, the
set of complex pressure vectors obtained from the numerical
modeling with the hydrophone array in its original position
was matched with the complex pressure vector set obtained
after the array position was offset by various amounts and in
various directions in the horizontal plane, i.e., in the plane of
Fig. 9. �Note that since the shape of the array remains un-
changed during an offset, the effect on the phase differences
between the elements of the array is minimized, thereby de-
creasing the role of phase in this sensitivity analysis�. Figure

24 shows the array gain degradation for a 6030 Hz signal
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arriving at a bearing of 90° �endfire as shown in the lower-
most panel in Fig. 9� for array offsets of 0–8 cm in 2 cm
increments. All offsets in Fig. 24 were in the direction par-
allel to the line connecting the centers of the two spheres.
The zero-offset plot shows the broad mainlobe structure ob-
served at 90° �re Fig. 17 for 7910 Hz� with no significant
sidelobes within 3 dB of the main lobe. For array offsets up
to 8 cm, little degradation in the mainlobe structure occurs;
the maximum decrease in mainlobe level at 8 cm offset is
only 2 dB. A corresponding decrease in the mainlobe to side-
lobe ratio occurs, from 3 dB at zero offset to about 1 dB at
8 cm. This significant tolerance to array offset is the result of
the fact that very little change in the acoustic field structure
occurs in the direction parallel to the line connecting the
centers of the two spheres for an incidence angle at endfire,
as seen in the lower panel in Fig. 9. For comparison, Fig. 25
shows the array gain degradation for a source incidence
angle of 180° �broadside�. In this case, significant changes in
the acoustic field structure occur for offsets in array location
along the direction parallel to the line connecting the two
spheres, as illustrated in the upper panel of Fig. 9 �which is
for an incidence angle of 0°�. The mainlobe to sidelobe ratio
in Fig. 25 decreases from around +4 dB for zero offset to

FIG. 24. Array gain degradation as a function of assumed angle of incidence
given the true incidence angle is 90° for hydrophone position errors of
0–8 cm in 2 cm increments. The source frequency is 6030 Hz.

FIG. 25. Array gain degradation as a function of assumed angle of incidence
for various element position offsets as in Fig. 24, but now for a true inci-

dence angle of 180°.
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around +1 dB at 4 cm offset. At 6 cm, the degradation in the
main lobe of nearly 10 dB results in mainlobe levels around
4 dB below the highest sidelobes; at 8 cm offset, a deep null
appears at the original location of the main lobe. The acous-
tic wavelength at 6030 Hz is around 24.8 cm, so that an
8 cm offset corresponds to a third of a wavelength, sufficient
to cause significant changes in the field structure recorded by
the elements of the array.

These results illustrate that the sensitivity of the matched
field processing output to array position offsets is highly de-
pendent upon the variability of the field structure in the di-
rection of the offset.
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