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A Negative Result on Indutive Inferene ofExtended Pattern LanguagesDaniel ReidenbahFahbereih Informatik, Universit�at Kaiserslautern,Postfah 3049, 67653 Kaiserslautern, Germanyreidenba�rhrk.uni-kl.deAbstrat. The question of learnability of the lass of extended patternlanguages is onsidered to be one of the eldest and outstanding openproblems in indutive inferene of formal languages. This paper providesan appropriate answer presenting a sublass { the terminal-free extendedpattern languages { that is not learnable in the limit. In order to ahievethis result we will have to limit the respetive alphabet of terminal sym-bols to exatly two letters.In addition we will fous on the impat of ambiguity of pattern languageson indutive inferene of terminal-free extended pattern languages. Theonventional view on nondeterminism in patterns inspired by formal lan-guage theory is transformed into an approah that meets the require-ments of indutive inferene. These studies will lead to some useful learn-ability riteria for lasses of terminal-free extended pattern languages.1 IntrodutionThe analysis of learnability of formal languages { originating in [Gol67℄ { isone of the main subjets in indutive inferene. Meanwhile there exist somepowerful riteria on language identi�ation in the limit (like in [Ang80℄, [Wri89℄and [BCJ99℄) deriving from these studies. Contrary to the disouraging �ndingsonerning super-�nite lasses of languages, learnability of the lass of patternlanguages was shown by Angluin ([Ang79℄ and [Ang80℄). In the sequel therehas been a variety of additional studies (e.g. in [LW91℄, [WZ94℄) onerningomplexity of learning algorithms, onsequenes of di�erent input data, and soon. Pattern languages in the sense of Angluin disallow any empty substitutionof variables. The question whether the lass of extended pattern languages {tolerating empty substitutions and also known as erasing pattern languages orE-pattern languages { is learnable has proven to be more ompliated than thatof \standard" pattern languages. It has been the fous of attention sine 1982when Shinohara was the �rst to deal with extended pattern languages and it washaraterized as \one of the outstanding open problems of indutive inferene"by Mithell in 1998 (f. [Mit98℄). Up to the present there are only two non-trivialsublasses of extended pattern languages known to be learnable, both of them



restriting the ourrenes of variables. In detail, the lass of extended patternlanguages where the patterns ontain at most m distint variables ([Wri89℄) andthe lass of quasi-regular pattern languages, with every variable ourring exatlym times (�rst shown in [Shi82a℄ for m = 1, the general ase shown by Mithellin [Mit98℄), an be mentioned. Mithell also pointed out that the full lass ofextended pattern languages is learnable in the limit if the respetive alphabetof terminal symbols is in�nite or singular. The researh on extended patternlanguages within the sope of formal language theory was initiated in [JKS+94℄and led among others to some interesting �ndings onerning the deidability ofinlusion.In order to take an undisguised look at the diÆulties leading to the restri-tions in the approahes of Shinohara, Wright and Mithell we will fous in thefollowing setions on terminal-free extended pattern languages. The main resultof this paper will state that the lass of extended pattern languages { and alsothat of terminal-free extended pattern languages { is not learnable in the limitif the respetive terminal alphabet onsists of exatly two letters. Subsequentto this the impat of nondeterminism of pattern languages on the questions oflearning theory will be analysed, but �rst a suÆiently preise de�nition of theonepts to be used will be given.2 PreliminariesLet � be an alphabet of terminal symbols and X = fx1; x2; x3; � � � g an in�nitealphabet of variables, � \X = ;. If we are talking just of an alphabet we meanan alphabet of terminals. If A is an arbitrary alphabet then A+ denotes the setof all non-empty words over A and A� the set of all (empty and non-empty)words over A. We will use lower ase letters from the end of the Latin alphabetin order to name words of terminal symbols. We designate the empty word as e.j � j denotes the size of an alphabet or the length of a word, respetively, andjw ja the frequeny of a letter a in a word w. A pattern is a word over � [X , aterminal-free pattern is a word over X ; naming patterns we will use lower aseletters from the beginning of the Greek alphabet. var(�) denotes the set of allvariables of a pattern �.A substitution is a morphism � : (� [ X)� �! �� suh that �(a) = a forall a 2 �. An inverse substitution is a morphism � : �� �! X�. The extendedpattern language of a pattern � is de�ned asL�(�) := fw 2 �� j 9� : �(�) = wg:If there is no need to give emphasis to the onrete shape of � we denotethe extended pattern language of a pattern � simply as L(�). Eah funtiont : N �! �� satisfying ft(n) j n � 0g = L(�) is alled a text for L(�).



Following [Mit98℄ we designate a pattern � as suint if and only if for allpatterns � L(�) = L(�) =) j�j � j�j:Aording to the studies of Mateesu and Salomaa ([MS94℄) we denote a wordw as ambiguous (in respet of a pattern �) if and only if there exist two sub-stitutions � and �0 suh that �(xi) 6= �0(xi) for some xi 2 var(�), but �(�) =w = �0(�). We all a word unambiguous (in respet of a pattern �) if it is notambiguous.In [JSSY95℄ it is shown that the inlusion of two arbitrary extended patternlanguages is not deidable. Fortunately this fat does not hold true for terminal-free extended pattern languages. As this is of great importane for the followingstudies we now ite a respetive theorem of [JSSY95℄:Fat 1. Let �; � 2 X� be two arbitrarily given terminal-free patterns. ThenL(�) � L(�) if and only if there exists a morphism � : X� �! X� suh that�(�) = �.We investigate the identi�ation of extended pattern languages in Gold'slearning model (f. [Gol67℄), so we have to agree on the orresponding notions.Let S be any total omputable funtion reading initial segments of texts andreturning patterns. Eah suh funtion is alled a strategy. If � is a patternand t a text for L(�) we say that S identi�es L(�) from t, i� the sequene ofpatterns returned by S, when reading t, onverges to a pattern �, suh thatL(�) = L(�). Any set PAT? of extended pattern languages is learnable in thelimit (or: inferrable from positive data) i� there is a strategy S identifying eahlanguage L 2 PAT? from any orresponding text.The learnability haraterization used in this paper originates from Angluin.In fat it ombines Condition 1 and Theorem 1 of [Ang80℄:Fat 2. An arbitrary sublass PAT? of extended pattern languages is inferrablefrom positive data i� there exists an e�etive proedure that enumerates for everypattern � with L(�) 2 PAT? a set T� suh that{ T� � L(�),{ T� is �nite, and{ T� 6� L(�) for all L(�) 2 PAT? with L(�) � L(�).T� is alled a telltale (in respet of � and PAT?).The seond learnability riterion we will use also derives from Angluin (ombin-ing Condition 2, Condition 4 and Corollary 3 of [Ang80℄):Fat 3. Let PAT? be an arbitrary sublass PAT? of extended pattern languagessuh that for two languages L1; L2 2 PAT? inlusion is deidable. Then PAT? isinferrable from positive data if there exists for every pattern � with L(�) 2 PAT?a set T� suh that{ T� � L(�),{ T� is �nite, and{ T� 6� L(�) for all L(�) 2 PAT? with L(�) � L(�).



3 A Non-Learnable Sublass of Extended PatternLanguagesIn this setion we will present a spei� and simply strutured extended patternlanguage that does not have a telltale. This fat entails the onlusion that thelass of extended pattern languages is not learnable in the limit.Our argumentation will lead to oniting presumptions; on the one handelements with suh a feature seem to be quite frequent among the set of allpatterns, on the other hand we will have to limit the used alphabet to exatlytwo letters, turning the examined lass of languages into a rather peuliar one.To begin with we will name a well known type of pattern that is as useful forour line of reasoning as it is inonvenient for the needs of indutive inferene:De�nition 1 (Passe-partout). Let � be a pattern and W � L(�) a �nite setof words. Let � be a pattern, suh that{ W � L(�) and{ L(�) � L(�).We then say that � is a passe-partout (for � and W ).Note that if there exists a passe-partout for a pattern � and a set of wordsW , then W is not a telltale for L(�).Now we will present the ruial lemma of this setion:Lemma 1. Let � = fa; bg be an alphabet and� := x1x1 x2x2 x3x3a pattern. Then for any �nite W � L�(�) there exists a terminal-free passe-partout.Proof. If W is empty the above statement is trivially true. Given an arbitrarynon-empty W = fw1; w2; � � � ; wng � L(�), the following proedure onstruts apasse-partout �:As an inverse substitution we de�ne for every wi a morphism �i : �� �! X�by �i() := �x2i�1 ;  = a;x2i ;  = b:As W � L(�), for every wi, 1 � i � n, there exists a substitution �i satisfying�i(�) = wi. Construting a set of 3n strings i;k 2 X� we now will identify theneessary elements of �.



Case (i) �i(x3) = v1 a v2; v1; v2 2 fbg� ^ �i(x1); �i(x2) 2 fbg� or�i(x3) = v1 b v2; v1; v2 2 fag� ^ �i(x1); �i(x2) 2 fag�.Thus, �i(x3) ontains a letter exatly one and wi ontains thisletter exatly twie. In this ase we de�nei;1 := �i (�i(x1) �i(x2)) ;i;2 := �i (�i(x3)) ;i;3 := e:Note that in (i) wi is ambiguous, so that the above de�nition pro-vides a pattern i := i;1 i;2 i;3 with wi 2 L(i).Case (ii) �i(x3) is empty or wi ontains every letter of �i(x3) at least fourtimes.In this ase we simply de�nei;k := �i (�i(xk)) ; 1 � k � 3:Obviously (ii) also provides a pattern i := i;1 i;2 i;3 with wi 2L(i).Combining the fragments of all i in an appropriate manner we now omposethe resulting pattern of the proedure:� := 1;1 2;1 � � � n;1| {z }�x1 1;1 2;1 � � � n;1| {z }�x1 1;2 2;2 � � � n;2| {z }�x2 1;2 2;2 � � � n;2| {z }�x21;3 2;3 � � � n;3| {z }�x3 1;3 2;3 � � � n;3| {z }�x3 :In order to onlude the proof we now show that � indeed is a passe-partoutfor � and W :1. We de�ne a substitution �0i : X� �! �� by�0i(xj) :=8<:a ; j = 2i� 1;b ; j = 2i;e ; else:Obviously �0i(�) = wi, and thus W � L(�).2. � and � are both terminal-free patterns, and due to the above depitedshape of these patterns there exists a morphism � : X� �! X� with �(�) =�. Thus, L(�) is a subset of L(�) (aording to the inlusion riterion in[JSSY95℄ desribed in Fat 1).On the other hand there exists no morphism  : X� �! X� with  (�) = �,as i;3 6= Æ1 xj Æ2 , 1 � i � n, if xj 62 var(Æk), 1 � k � 2, and xj 62 var(i;l),1 � l � 2. Beause of this fat� 6= � � �xp � � �xp � � �xq � � �xq � � �xr � � �xr � � �if there are no other ourrenes of at least one of these variables in �.=) L(�) � L(�) ut



Obviously every variable of � ours exatly twie. Ironially its languagethus belongs to a lass that { aording to [Mit98℄ { is learnable in the limit.Nevertheless, the �ndings of Mithell and Lemma 1 are onsistent as � notneessarily is quasi-regular. Aordingly the quasi-regular pattern languages tosome extent are not learnable on aount of their shape as suh but as they donot inlude all possible passe-partouts.In addition we want to point out that ambiguity of words plays a major rolein the proof of Lemma 1: a telltale for an extended pattern language has toinlude words with a substitution of variables ontaining a unique letter { astaken into onsideration in ase (i). If the alphabet onsists of just two lettersthese spei� words may turn out to be ambiguous, leading to a deisive loss ofsigni�ane. We will revert to this aspet in the next setion.Referring to Angluin the impat of Lemma 1 on indutive inferene an bestated with little e�ort:Theorem 1. The lass of terminal-free extended pattern languages is not in-ferrable from positive data if the respetive alphabet onsists of exatly two let-ters.Proof. Let � be an alphabet, j�j = 2. Lemma 1 provides a terminal-free pattern�, suh that for any �nite setW � L�(�) there exists a passe-partout. Thereforethe lass of terminal-free extended pattern languages does not satisfy Angluin'sCondition 1, and aording to Theorem 1 of [Ang80℄ it is not inferrable frompositive data (as presented in Fat 2). utTheorem 1 entails the �nding, that all positive results on indutive infereneof extended pattern languages ited in the introdution follow the only pra-tiable ourse: any learnable (sub-)lass of these languages has to be providedwith some restritions on the shape of the variables or the alphabet of terminalsymbols.Finally we now expliitly will formulate the trivial onlusion of Theorem 1:Corollary 1. The lass of extended pattern languages is not inferrable frompositive data if the respetive alphabet onsists of exatly two letters.As explained in setion 2 we investigate in this paper the standard learn-ing model of indutive inferene regarding a lass of languages as learnable if,roughly speaking, for every of its elements a syntatial onvergene of hypothe-ses an be ahieved. A seond, widely analysed model { known as behaviorallyorret learning or BC-learning { replaes this aspet by the weaker laim of asemanti onvergene (f. [CL82℄, [OW82℄ and onerning the inferene of fun-tions [Bar74℄). Aording to [BCJ96℄ Angluin's Condition 2 (f. [Ang80℄) fully



haraterizes any BC-learnable lass of languages. Hene it is obvious that thelass of extended pattern languages (and that of terminal-free extended patternlanguages as well) is not BC-learnable, too, sine there does not exist any tell-tale for a terminal-free extended pattern language (as shown in Lemma 1). Inaddition we want to point out that { due to the deidability of inlusion { ev-ery result in Gold's model onerning the learnability of terminal-free extendedpattern languages diretly an be interpreted as a statement on BC-learning.4 The Importane of Unambiguous WordsAs already mentioned above ambiguity of words is the ore of the onstrutionof a passe-partout in the proof of Lemma 1. In this setion we will return to thatpoint with a more general view.Nondeterminism of pattern languages has been examined by Mateesu andSalomaa in [MS94℄. Within the sope of learning theory however it seems tobe useful to fous on a slightly di�erent aspet of nondeterminism. Instead ofsearhing for the maximum ambiguity of a pattern and its words we onjeturethat it is bene�ial to analyse the minimum ambiguity of the words of extendedpattern languages. Being more preisely we suggest to pose the question, whetherthere exist ertain unambiguous words in every terminal-free extended patternlanguage. This approah is inspired by the speial needs of indutive infereneonerning the analysis of subset relations of languages.The following Theorem { providing a riterion for the learnability of terminal-free extended pattern languages { will speify our intention:Theorem 2. Let � be an alphabet. Let Pat?tf be a set of terminal-free patternsand PAT?tf the orresponding lass of extended pattern languages. If for any� 2 Pat?tf there exists a �nite set of substitutions f�1; �2; � � � ; �ng suh that1. for every i, 1 � i � n, �i(�) is unambiguous in respet of � and2. for every xj 2 var(�) there exists an i, 1 � i � n, and an a 2 � suh thatj�i(xj)ja = 1 and j�i(�)ja = j�jxjthen PAT?tf is inferrable from positive data.Proof. Given � 2 Pat?tf , we de�ne a set T� of words over � byT� := fwi j 1 � i � n ^ �i(�) = wig:We now will show that T� is a telltale for L(�) in respet of PAT?tf . For thatpurpose assume T� � L(�) � L(�) for some � 2 Pat?tf . Then { aording tothe inlusion riterion of [JSSY95℄ desribed in Fat 1 { there exists a morphism� : X� �! X� suh that �(�) = �. Moreover, there exists a seond set ofsubstitutions f�01; �02; � � � ; �0ng with �0i(�) = wi for all i, 1 � i � n. Consequently,the following diagram illustrates the relationship of �, �, and wi for every i,1 � i � n:



� - �wi���R ���	��i �0iHene it is obvious that�i(xj) = �0i(�(xj)) for all xj 2 var(�) and 1 � i � nas every wi is unambiguous in respet of �. Beause of this fat (and beause ofondition 2) �(xj) must have the following shape:�(xj ) = 1 xja 2 for all xj 2 var(�)with 1; 2 2 X� and j�jxja = j�jxj . Thus, the morphism  : X� �! X� de�nedby  (xk) := �xj ; k = ja;e ; elseleads to  (�) = � and { aording to Fat 1 { L(�) = L(�). Consequently,PAT?tf satis�es the onditions of Fat 3 as T� is a telltale for L(�) in respet ofPAT?tf .=) PAT?tf is inferrable from positive data. utAs a onsequene of Theorem 2 of [MS94℄ { dealing with hanging degreesof ambiguity of the same extended pattern language depending on the questionof whether the respetive pattern is suint or not { we onsider it as vitalto restrit the searh for unambiguous words on a set of suint patterns. Inaddition we may see the results of the previous setion as a hint that { dependingon the onrete shape of the lass of pattern languages to be examined { analphabet of at least three letters is neessary in order to onstrut a set ofunambiguous words.The following example demonstrates the way how Theorem 2 might be used:Example 1. Following Shinohara (f. [Shi82b℄) we de�ne:De�nition 2 (Terminal-free non-ross patterns). A pattern � is alled aterminal-free non-ross pattern if and only if it satis�es� = xe11 xe22 xe33 � � �xennfor some n and numbers e1; e2; � � � ; en with n � 1 and ei � 1, 1 � i � n.We denote an extended pattern language L(�) as terminal-free extended non-ross pattern language if and only if � is a terminal-free non-ross pattern.



We state without proof that the lass of terminal-free extended non-rosspattern languages is inferrable from positive data for any �nite alphabet � withat least two letters. To this end let � be an arbitrarily hosen terminal-freenon-ross pattern and fa; bg � �. Given the substitution � by�(xj) := a bjthe set T� de�ned byT� := � fag ; 9 i : 1 � i � n ^ ei = 1;f�(�)g: ; elseis a telltale for �. Note that the absene of possible passe-partouts among theterminal-free non-ross patterns again is the onditio sine qua non for this on-lusion. As { aording to [Mit98℄ { the full lass of extended pattern languagesis learnable in the limit if the repetive alphabet is in�nite or onsists of just oneletter, the above statement implies the learnability of the lass of terminal-freeextended non-ross pattern languages for any alphabet.For the purpose of this paper however our example looks di�erent: Let again� be a terminal-free non-ross pattern and � a �nite alphabet, fa; b; g � �.Then the set of substitutions f�n1 ; �n2 ; � � � ; �nn g given by�nj (ik) := 8>><>>: bfibfi ; j 6= i ^ i is odd;fifi ; j 6= i ^ i is even;bfi a bfi ; j = i ^ i is odd;fi a fi ; j = i ^ i is even;1 � i � n and 1 � j � n, withfi :=8<: 1 ; i = 1;i�1Qj=1 ej ; i > 1satis�es the onditions of Theorem 2 if L(�) 6= L(x1). L(x1) is learnable in thelimit using the set fag as a telltale. Thus, hoosing this approah leads to theonlusion that the lass of terminal-free extended non-ross pattern languagesis inferrable from positive data if � is �nite and onsists of at least three letters.Consequently, in the present example Theorem 2 does not lead to an optimalresult. Thus, we suggest to examine the use Theorem 1 for those lasses ofterminal-free extended pattern languages that turn out to be not learnable inthe limit if the orresponding alphabet onsists of two letters, suh as the fulllass of terminal-free extended pattern languages (f. Theorem 1).



5 Di�use WordsIn Theorem 2 we use unambiguous words in order to guarantee �xed spheres ofresponsibility for every variable when generating a word. We now will presentan { in a sense { weaker laim leading to a omparable result onerning theexistene of a telltale in a terminal-free extended pattern language.We will start with a preise explanation of the onept to be used:De�nition 3 (Di�use). Let � be a pattern, j�j := n, and � a substitution. Ifm � n let �m = xi1 xi2 � � � xim be the initial segment of length m of �. Let � bethe smallest natural number suh that for every substitution �0 with �0(�) = �(�)and for every m, 1 � m � n,j�(�m)j � � � j�0(�m)j � j�(�m)j+ �:If j�(xi)j � 2� + 1 for all xi 2 var(�) then we all the word �(�) di�use (ofdegree �)(in respet of �).Thus, a di�use word ontains ertain letters that { regarding all possiblesubstitutions { have to be generated by distint variables. Note that all wordsbeing di�use of degree 0 are unambiguous but not every unambiguous wordneessarily has to be di�use of degree 0 (beause of the ondition j�(xi)j � 1 forall xi).The following example illustrates De�nition 3:Example 2. We de�ne a pattern � by� = x1 x2 x3 x4 x1 x4 x3 x2:Obviously � is terminal-free and suint. We examine the substitution � givenby �(x1) := baa; �(x2) := aba; �(x3) := bba; �(x4) := bbb:There exists only one di�erent substitution �0 suh that �0(�) = �(�), �0 givenby �0(x1) = ba; �0(x2) = aaba; �0(x3) = bb; �0(x4) = abbb:Taking a look at the resulting word of both substitutions�(�)z }| {b a a a b a b b a b b b b a a b b b b b a a b ab a a a b a b b a b b b b a a b b b b b a a b a| {z }�0(�)it is obvious that �(�) is di�use of degree 1.



The learning riterion for terminal-free extendend pattern languages basedon di�use words reads as follows:Theorem 3. Let � be an alphabet. Let Pat?tf be a set of terminal-free patternsand PAT?tf the orresponding lass of extended pattern languages. If for every� 2 Pat?tf there exist natural numbers �1; �2; � � � ; �n � 0 and a �nite set ofsubstitutions f�1; �2; � � � ; �ng suh that1. for every i, 1 � i � n, �i(�) is di�use of degree �i in respet of � and2. for every xj 2 var(�) there exists an i, 1 � i � n, suh that�i(xj) = vi1 vi2 a vi3 vi4for a letter a 2 � and some vi1 ; vi2 ; vi3 ; vi4 2 ��, jvi1 j = �i = jvi4 j, suhthat j�i(�)ja = j�jxjthen PAT?tf is inferrable from positive data.Proof. Given � 2 Pat?tf , we de�ne a set T� of words over � byT� := fwi j 1 � i � n ^ �i(�) = wig:We now will show that T� is a telltale for L(�) in respet of PAT?tf . For thatpurpose assume T� � L(�) � L(�) for some � 2 Pat?tf . Then { aording toFat 1 { there exists a morphism � : X� �! X� suh that �(�) = �. Moreover,there exists a seond set of substitutions f�01; �02; � � � ; �0ng with �0i(�) = wi forall i, 1 � i � n.Beause everywi, 1 � i � n, is di�use in respet of � and beause of ondition2 we may onlude that for every xj 2 var(�) there exists a �0i suh that�0i(�(xj)) = u1 vi2 a vi3 u2for a letter a 2 �, some words u1; u2 2 �� and vi2 ; vi3 deriving from �i(xj). Inaddition it is obvious that j�0i(�)ja = j�jxj an be stated for this �0i. Therefore {like in the proof of Theorem 2 { � must have the shape�(xj ) = 1 xja 2 for all xj 2 var(�)with 1; 2 2 X� and j�jxja = j�jxj . Thus, the morphism  : X� �! X� de�nedby  (xk) := �xj ; k = ja;e ; elseleads to  (�) = � and L(�) = L(�). Consequently, PAT?tf satis�es the onditionsof Fat 3 as T� is a telltale for L(�) in respet of PAT?tf .=) PAT?tf is inferrable from positive data. utNote that Example 1 is valid for Theorem 3 as well, sine all of the wordsgenerated by the given substitutions are di�use of degree 0 in respet of anyterminal-free non-ross pattern. Additionally, we generally suggest to restritthe searh for substitutions satisfying the onditions of Theorem 3 on suintpatterns and an alphabet of at least three letters.



6 Conluding RemarksSine we fous in the present paper on terminal-free patterns it seems worthmentioning that most aspets of the previous two setions may also be expressedusing the terms of Post's orrespondene problem (as it is revealed by Exam-ple 2).Finally we presume that for every suint terminal-free pattern there existsa set of substitutions satisfying the onditions of Theorem 2 (or Theorem 3,respetively), if the orresponding alphabet onsists of at least three letters.Thus, we onjeture (referring to Theorem 1 and the results from [Mit98℄) thatthe lass of terminal-free extended pattern languages is inferrable from positivedata if and only if the respetive alphabet does not onsist of exatly two letters.AknowledgementsThe results of this paper are part of a diploma thesis at the University of Kaisers-lautern. The author wishes to thank his supervisor Sandra Zilles for her extraor-dinary support, Johen Nessel for some useful hints, and Rolf Wiehagen for hisinspiring introdution to indutive inferene and ontinuous advie.Referenes[Ang79℄ D. Angluin. Finding patterns ommon to a set of strings. In Proeedings,11th Annual ACM Symposium on Theory of Computing, pages 130{141,1979.[Ang80℄ D. Angluin. Indutive inferene of formal languages from positive data.Information and Control, 45:117{135, 1980.[Bar74℄ J. Barzdin. Two theorems on the limiting synthesis of funtions. Theory ofAlgorithms and Programs, Latvian State University, Riga, 210:82{88, 1974.[BCJ96℄ G.R. Baliga, J. Case, and S. Jain. Synthesizing enumeration tehniquesfor language learning. In Proeedings of the Ninth Annual Conferene onComputational Learning Theory, pages 169{180, 1996.[BCJ99℄ G.R. Baliga, J. Case, and S. Jain. The synthesis of language learners.Information and Computation, 152:16{43, 1999.[CL82℄ J. Case and L. Lynes. Mahine indutive inferene and language identi�-ation. In Leture Notes in Computer Siene, volume 140, pages 107{115.Proeeedings of the 9th International Colloquium on Automata, Languagesand Programming, 1982.[Gol67℄ E.M. Gold. Language identi�ation in the limit. Information and Control,10:447{474, 1967.[JKS+94℄ T. Jiang, E. Kinber, A. Salomaa, K. Salomaa, and S. Yu. Pattern languageswith and without erasing. Intern. J. Computer Math., 50:147{163, 1994.[JSSY95℄ T. Jiang, A. Salomaa, K. Salomaa, and S. Yu. Deision problems for pat-terns. Journal of Computer and System Siene, 50:53{63, 1995.
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