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Abstract

A common scenario in engineering is that of a syswhich operates throughout
several sequential and distinct periods of timeringu which the modes and
consequences of failure differ from one anothers Type of operation is known as a
phased mission, and for the mission to be a sudtessystem must successfully
operate throughout all of the phases. Exampleaudecla rocket launch and an
aeroplane flight. Component or sub-system failume@y occur at any time during the
mission, yet not affect the system performancel uhge phase in which their
condition is critical. This may mean that the tiios from one phase to the next is a
critical event that leads to phase and missiorufajl with the root cause being a
component failure in a previous phase. A seriesplodsed missions with no
maintenance may be considered as a MaintenanceCyremting Period (MFOP).
This paper describes the use of a Petri net to hibdeeliability of the MFOP and
phased missions scenario. The model uses a formooite-Carlo simulation to
obtain its results, and due to the modelling powerPetri Nets, can consider
complexities such as multi-mission periods, componefailure rate
interdependencies, and mission abandonment. Theslnuperates three different
types of Petri Net which interact to provide thell system reliability modelling.

Keywords. phased missions, Petri nets, maintenance free topgeeriod, MFOP

1. Introduction

The success of a mission may depend upon the coamplef a sequential series of
objectives of varying time intervals. If this issticase, the mission may be referred to
as aphased mission, with each individual time period referred to aplase. The
phases of a mission may be distinguished by phasger, time interval, system
configuration, desired tasks, performance metrets, and may differ from one
another such that the logic, modes and consequafistem failure are different.
An example of this type of mission is a militarycaaft flight pattern, with phases
such as taxi to runway, take-off, ascent, leveltiito target, ingress, attack, egress,
level flight to runway, descent, land, and taxb&se. Combining several sequential
phased missions without maintenance may be comsider produce a Maintenance
Free Operating Period (MFOP). These are discuss#tef in Section 2.

There is a need to express the phase and misdlareain terms of the various
system, sub-system or component level (basic eVaiutyes that can cause them. It
is also necessary to be able to quantify the togntewccurrence probability and
frequency from the reliability information of thasic events.
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The main techniques used in solving phased migsioblems are fault tree analysis
(FTA), Markov analysis and simulation. FTA is a elgtused method of assessing
the failure probability of non-repairable systemmspresenting the causes of a
particular failure in terms of basic events (susttamponent failures). This has been
extended to phased missions where each phase differant failure logic model,
making the modelling of the scenario more complExe first publication of work
regarding phased missions and fault trees wasenriiyy Esary and Ziehms [1]. They
considered the analysis of non-repairable systesgsyrding the success of a mission
as being the successful completion of all the ph#serein. Conversely, the failure of
a mission is expressed as the loss of functiom@®iystem during at least one of the
phases. The probability of this is the mission liabdity. The paper shows how the
phase fault trees can be combined into one overasion fault tree. An effective
solution method is given for mission but not phaseeliability. The key problem is
the calculation, as efficiently as possible, oheitthe exact value or the bounds of
the mission unreliability metric. Burdiolt al [2] took this method further, making
the computation of the overall mission fault treeren efficient by allowing the
exclusion or combination of certain cut sets, amtubsed methods of estimating
bounds to the mission unreliability.

A problem in these earlier works is the lack ofligbto compute the probability of
system failure in each phase. This may be necesesaryseful where the
consequences of phase failure differ. Andrews amdand [3], using non-coherent
fault trees (NOT gates included), developed a ntketbb establishing this. They
combined the causes of system failure by the emtha$ep with the causes of system
success by the end of phgsé. The Binary Decision Diagram method was used to
speed up both the qualitative and the quantit@nadysis.

If the independence between component failuresatadom ensured, or if the system
being analysed is repairable, then it may be nacgds use a Markov approach to
find mission unreliability [4]. The Markov methodmsiders each possible state of
the system and the transitions between these statesms of component failures or
repairs. Transition rates correspond to the faiture repair rates of components from
which the probability of phase success and faitae be established. By considering
the conditions at the end of one phase as thaligibnditions of the next phase, and
reapplying the method throughout the mission, aievaf mission reliability can be
reached. It is not possible to find the missionafelity by simply multiplying the
phase reliabilities, due to the statistically degesrt nature of the phases. At phase
change times, the system must occupy a state aljpioth phases to function, to
progress to the next phase or the mission will dithese times. Smotherman and
Zemoudeh [5] consider a non-homogeneous Markov m@deere the component
failure rates change with time), and generaliséesteansitions to include phase
changes as well as component failure. They soli® riodel using a numerical
solution, an adapted fifth-order Runge-Kutta methinda later paper, Smotherman
and Geist [6] describe a similar approach but iela reward model to provide
figures of merit for work performed.

Simulation techniques can also be used to modekgohamissions, as their
computational nature allows the inclusion of mawynplexities of analysis which
cannot be considered with techniques such as Faek Analysis or Markov
modelling. This includes using a broad range ofed#int component failure time
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distributions and repair queuing, as well as al lblenefits of the other methods, such
as component failure rate interdependence andradgpaibasic events. [7] discusses
phased missions and simulation.

One method that allows simple graphical represemaas well as significant
modelling power is the Petri net. Petri nets arplared in Section 3. They can be
applied to the field of phased missions, and alflomthe inclusion of many different
system designs.

This paper discusses the analysis of Phased Mssising Petri nets, and provides a
method of modelling Maintenance Free Operatingdesri Discussed in Section 2,

this is a figure describing the usefulness of aesyswith regards to carrying out

military missions. To date, no papers have beerighdd discussing the combined
analysis of Phased Missions and MFOP.

2. Maintenance Free Operating Period

The concept of the Maintenance Free Operating @eoioMFOP, was first proposed
in 1996 by the UK Ministry of Defence as a meansaafing manufacturers of

military aircraft to meet its needs [8]. These regtlude better operational planning
capability, improved operational availability of@iaft and reduced running costs.

The MFOP is described as a period of operatiomdusihich the equipment must be
able to carry out all its assigned missions witheout maintenance action and without
the operator being restricted in any way due taesysfaults or limitations [9].
Attached to this idea is that of MFOP Survivabilityhich is the confidence level of
successfully completing the MFOP. Following eachQMfFis a period, known as a
Maintenance Recovery Period or MRP, where the &ires repaired to such a level
that it is capable of completing the next MFOP.sThmay not necessarily involve
repairing all systems, rather those that are nacgdsr the completion of all the
forthcoming missions.

Five different areas have been identified as bammprtant to achieving a high value
of MFOP with a high confidence level [10]:

1. Inherent reliability of systems and components:ifproving the quality
and reliability levels of these, and understandisgter the reasons for
their failure and what can be done to prevent themjncrease in the
reliability of the platform will result.

2. Redundant Systems: MFOP has not been designedowdercomplete
failure-free operation throughout the period; rath@& involves the
understanding that, upon the failure of a systemcamponent, the
platform should be able to withstand this and curi its operation.
Redundant systems provide the most obvious wayioigcthis. They will
usually remain dormant until the failure of a systeat which point they
are brought online to provide the same functionthasow failed system.
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3. Reconfigurable Systems: Another way of allowing tpltform to
continue normal operation after the failure of &teyn is by providing
reconfigurable systems. These are usually onlimengua mission, but
with the ability to alter their behaviour to take#a account the failure of a
system.

4. Prognostics: The ability to detect the likely faduof a component or
system within the next MFOP would be of great bindfiealth
Monitoring systems, greater understanding of tlie &xpectancy and
reasons for failures of systems and components, batigtr inspection
methods will allow a system to be replaced befone MFOP, with
confidence that it would not have lasted to thet MRP.

5. Diagnostics: The location and isolation of a paitic failed component or
system will enable the reconfiguration of systemmission objectives.

There is currently a tool available which is capabf analysing these aspects of
MFOP, known as the Ultra-Reliable Aircraft ModelRAM) [11, 12]. A bespoke
discrete event simulation tool, it is capable ofgidering many aspects of real-life
reliability analysis, such as various reliabilityiswibutions, environmental
considerations, usage wear and many aspects ofenance (repair queuing, spares
management, etc.). The approach presented in #pergs designed to extend the
modelling capability currently provided by URAM.

3. Petri Nets

First created in 1962 and reported in the thes(S.Af Petri [13], Petri Nets (PNs) are
an adaptable and versatile, yet simple, graphicadieting tool used for dynamic
system representation. The various modelling apgftins of PNs to date include use
in computer software and hardware systems, manufagt systems and reliability
evaluation. They have undergone much adaptationvandtion from the initially
proposed diagrams, and, often confusingly, marthede variants exist concurrently,
which could be a factor hindering their wide adoptthroughout industry.

A Petri Net is a bipartite directed graph with tiypes of nodeplaces, which are
circular, andransitions, shown as bars. Places link only to transitions, ce versa,
using directed arcs, and each may have infiniteitsiputputs. It is possible for a
place to have several arcs to or from the samesitram, which is condensed down
into a single arc with aeight or multiplicity, and denoted by a slash through the arc
with a number next to it [14]. If there is no slagiie multiplicity is assumed to be 1.
The dynamic aspect of the Petri Net is formeddbgns or marks, which abide within
places, and are passed between them bgvitiehing of transitions. An example of
transition switching is shown in Figure 1.

Figure 1 — Transition Enabling and Switching
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The figure shows a transition which has three @asinputs. The first place has an
arc weight of 2, the middle one has a single miidily while the third has a weight
of 4. Because the number of tokens in all of thmuirplaces to the transition contains
at least the weight-number of tokens, that tramsitian be said to emabled.

Although the original Petri Nets [13] did not hazeconcept of time, transitions can
also be associated with a delay, which forcesrdngsition to postpone switching for
a period upon being enabled [15]. This delay camdre (in which case the transition
is drawn as a solid bar), deterministic or randomsigmpled from a given

distribution[16-18]. In Figure 1, there is a timelaly oft applied once the transition
is enabled.

Finally, once the time period has passed and thesition remains enabled, the
switching takes place. This process removes arstralgs’ the number of tokens in

each input place corresponding to the multipliotyhe relevant arc, and ‘creates’ the
weight-number of tokens in each output place. Thishown in Figure 1 where the

switching removes 2, 1 and 4 tokens from each@irput places, and deposits three
tokens in the output place. The transition is tbesabled, as the input places do not
have the correct number of tokens.

It is possible to prevent a transition switchingusyng aninhibitor arc. This special
arc, shown by a line with a small circle on the emtead of an arrow, connects only
an input place to a transition: see Figure 2. 1§ atich that if the number of tokens
within the place is at least that of the arc waight the transition cannot switch,
regardless of whether it is enabled or not [19]Flgure 2, the otherwise enabled
transition can wait for time to expire, but cannot switch — no tokens are mdwed
that transition while the inhibiting place contathe relevant number of tokens.

Figure 2 — Inhibitor arc preventing switching

It is the switching of the transitions which remets the dynamic behaviour of the
Petri net model — the ability to transport tokernsuad the net, thereby changing the
marking with each switch. The net marking is a term git@nhe distribution of the
tokens throughout the whole Petri net, and each fof it represents a different
system state. It is this which is of interest te #malyst.

The following section details a new method of mbdgl phased missions and
MFOPs, using three distinct types of PNs.
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4. Modéling Phased Missions

Mura and Bondavalli [20], in their paper detailiagmethod of modelling phased
missions using Petri nets, employed a concept wingatwo distinct Petri nets to

model the situation. The first was the Phase Nbichvshowed the progression from
the first phase of the mission to the last. It\aéd for the mission profile to include
changes of mission, for instance where a primafgative has to be abandoned in
favour of a secondary objective, thus making théhow more relevant. The current
phase then fed into and affected a separate PN rkrasmthe System Net, which
governed the system failure throughout the mission.

The method proposed in this paper to model phasssions extends this approach,
allowing analysis of a more complex scenario, affiek® a more structured modelling
technique, using three different types of net:

* Phase Petri Nets (PPN) — Each phase of the mission has a given
failure logic which expresses the system failuréhat phase in terms
of component or basic event failures. This logiexpressed here in
Petri net form.

* Component Petri Net (CPN) — Fails components according to
randomly sampled times and allows their repaihatend of missions

* Master Petri Net (MPN) — Governs phase progression, mission
abandonment and entering period of maintenancesfmponents.

The different Petri nets must interact, and thaicfion is provided by arcs linking
places and transitions in the relevant Petri rits. following sections consider these
elements of the proposed model in more detail:

4.1. Phase Petri nets

The PPNs express the system failure logic in aquéatr phase, in terms of the basic
events or component failures. In order to develup PPNs they must be able to
model the logic gates which combine the basic eveatirrences in the correct way.
In standard Fault Tree logic, the two main fundatalelogic operators are AND and

OR gates, shown along with their Petri net repriegiems in Figures 3 and 4. A

transition has AND logic built in, so it is simple model its behaviour — all input

places must have a token to switch the ‘gate’. AR gate has one place and one
transition for each input to the gate. If any orfetieese inputs gets a token, the
corresponding transition will switch, depositingnitthe output place.

=S @@

Figure 3 — Petri Net AND Gate Figure 4 — Petri O& Gate
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It is also possible to model NOT gates. These aesl in non-

coherent fault trees and have been used in the Ilimgdef NOT
Phased Missions [3]. In the Petri Net for a NOTegahown in
Figure 5, two transitions are required to model toerect
behaviour. In the Figure, where an arc is two-wagt arc is
combined into a single arrow, including where aniahibits in
one direction but is normal in the other. The rbghhd
transition places a single token in the output @l@op) only if
there is no token in the input place (bottom lefthce a token
exists in the input place, the output place becouresarked
by the left-hand transition, and no more tokens eater it until the input place
becomes unmarked.

Figure 5 — Petri Net
NOT Gate

The PPNs take inputs from the components in the @RN feed into immediate
transitions. These then combine the various bagatenputs into cascading higher
level events, using AND, OR, NOT or possibly otlagical permutations, with each
output place of a gate referring to the occurresfaan intermediate failure event (this
could be a more serious occurrence than a basit evehe failure of a sub-system
or system). The top event is failure of the ovesgitem or platform in that particular
phase. Figure 6(a) shows the general layout ofxample PPN, while Figure 6(b)
shows the equivalent Fault Tree. The place corredipg to “TOP” has five input

transitions, making it a 5-input OR Gate. Of thawsa, take their tokens directly from
component failures provided by the CPN, indicatgdthie dotted arrow in Figure
6(a), while three come from intermediate eventpuis to Gate 1 are linked by OR
logic; these are Gate 4 and a component failureil&ly, Gate 2 is an OR gate, with
Gate 5 and two component inputs. Gates 5 and QW2 gates with three inputs
each. Note that the presence of inhibiting arcenfie place to its input transition
prevent an infinite number of tokens being paseet! t

TOR

I [
[GATE 1] [GATE 2] GATE 3

[ | |
[GATE 4] [GATE g [GATE 6][GATE 7| [GATE g

o 0
OO0 OO0

Figure 6(a) — Example PPN Figure 6(b) — Example Phase Fault Tree
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4.2. Component Petri net

The Petri net models of basic event failures, whihy combine to cause top event
failure, are located in the Component Petri NetNEH his net also models the repair
of the basic events during the MRP.

A basic event is very simply modelled using Pett Nepiction, using two places to
define a ‘working’ and ‘failed’ state, and two omne transitions to model the shift
between these states. An example CPN is showrguré-i7.

1

Master

Petri N
etri Net P "
repairin; 9
ission Repairing
(N:I nnnnnnn it) / ’ “
P & Component
I - Petri Net
| A
‘ I
|
l -
| | AB
\ : AB
\\ —=1® AB
S | Phase _
Compt 3 [ | Petri Nets A
Ddwn
B
|
Dependent
Component
Figure 7 — Example Component PN Figure 8 — Component Dependencies

If componentn fails, the token currently in the “compt up” place is passed to
“‘compt n down”, which then feeds into a PPN. The modelasighed to consider
repair only after all missions in a particular seqfial set (this can be considered to
be a Maintenance Free Operating Period or MFOPg baen completed. When this
period of repair, called a Maintenance Recoveryoddesr MRP, is entered, a token is
placed in the “repairing” place at the top of Fgut. Each component which has
failed will find that its immediate transitions armow enabled, and these switch,
placing a token back in the “comptup” place and the repairing place. Once all
components have been repaired, the immediate ergpair transition switches.

4.2.1. Dependency Modelling

It is conceivable that dependencies can existensifstem and failures do not occur
independently. In this circumstance a componeritr&iprobability may change

depending upon the functionality or failure of dfetient component or system. A
simple example of this is the processor and faa aomputer — if the fan fails, the
processor overheats and fails at a higher rates Bahaviour is dealt with in the

model by allowing a component to have more thanfaihgre transition. Only one of

these can be enabled at any one time, dependititeaomponents or systems which
cause the acceleration of failure, as shown inrei@u In the figure, the dependent
component has four failure transitions, due to dependency between itself and
components A and B. Figure 8 shows the dependehinalependent components to
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be operational. This state means that transitiaBsAB and A.B are inhibited, while
transition A.B is operational. If, however, A fails but B remaiogerational, then

transition ABwould be enabled, while all the others, includingBAwould be
inhibited. If a component fails, and causes thduffai rate of the operational
component to increase, it can be regarded thaipgbeational component is now more
‘stressed’. The nature of this stress may varym#éy be due to heat, pressure,
humidity, vibration. Whatever the cause, the newmetto failure can now be sampled
from an alternative distribution.

4.3. Master Petri Net

The net which controls the operation of the simafet and governs the performance
of phases and missions is called the Master Petri This is a complex net and as
such is considered in three interdependent sectasnshown in Figure 9:

* Control of the sequence of phases, and failureuocess of each mission
(solid line border)

* Ending each mission or MFOP and performing refddiosted line border)

* Abandoning the mission due to specific componerstystem failures (dashed
line border).

The section surrounded by a solid line controls ¢henging of the phases. Each
phase has a place which, if marked, indicatesth@tphase is currently in operation.
These output to timed transitions whose switchimgs are the lengths of the phases.
Whilst these are often considered to be deternmnistis possible to have randomly
sampled phase lengths.

-—==T="
1 gﬁm; T ; Master Petri-Net
I

___________________________

| 4 _ Mission 1
Ahandoned

el

1
|
|
|
I
JE.
Compt/ Phase Dhazeghmrs /- ]
P

Fhase Phase # =

I N 1 p SUCCEesSS
. sene
L =) AN
inishe
I Missio \Il \
| / Active ! [ S \\
| PT '~ E RS P = 3 .
p-1) (p)
Failure - i g Murnber of
| / \\ Failure Failure Failure ... e \ \
I System / JI
| Failed EJ ; &
| / | #misgions—1 o~ :
]

[ . -~
doooo oo Component

Petri-Net

Murmber of
MFOPs left

Mot repairing

TrEpair trans
.
« From compt

* down places

Figure 6 — Master Petri Net
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If a particular phase top event occurs, then artokdl be present in its “Phase
failure” place. Only when a phase has failed amdntission is currently in that phase
can the system and mission be considered a faillms. means that if a phase has
completed before the top event occurs, then theiomswill still complete, whereas if
a phase failure occurs before that phase has dtainee mission will fail upon phase
commencement, and a token will be placed in thest&Sy Failed” place. This style of
modelling phases was adapted from [19].

If the mission manages to complete successfullys possible either that another

mission will take place straight away, before amgintenance, or that the system will

enter a period of maintenance. If the former ig tthe system will replace the phases
token back in the phase 1 place and restart theionisIf not, the token enters the

“repair” section of the Master PN. This is the ddttpart of Figure 9. The phases
token will enter the “MFOP Finished” place to begystem repair, as mentioned in

the previous section. Once repair has finisheeva set of maintenance-free missions
can begin. Only after all of these have completad a token is placed in the

“Simulation success” place, or a mission failurews, is the simulation considered

to be over.

The final section has a dashed border in the figumé allows for a mission to be
abandoned. This abandonment occurs when a particatac or intermediate event
occurs, which will lead to a safety related featorethe system being unable to
provide the necessary functions for a particulassion objective, such as loss of
weapons capability preventing attack. In such cabesplatform is returned to base
to undergo repairs. This means that the overalfsetissions will cease and an MRP
will begin.

For the modelling of abandonment, once the “Phag#ate is marked, it also marks
a “Mission Active” place. If a particular componemt sub-system fails, the relevant
place representing its failure will be marked, @agisan immediate transition to
become enabled. This will place a token in the 9#ia Abandoned” place. Each
phase place has a corresponding immediate tramsitihoch, if the mission is active
and that particular phase is operational, becomabled and places the phase token
in the “MFOP Finished” place, to begin the MRP.

5. Conclusions

Petri nets provide an effective, easily understand powerful way of predicting the
reliability of a system or platform. The Petri ntethnique extends to the area of
Phased Missions, where complexities of modellinghsas component failure rate
dependencies, varying distributions and repairapystems are included. The
technique can also be used to model a basic MaintenFree Operating Period,
without extensive modelling of many of the expediattire technologies which will
allow high values of this metric.

The model outlined in this paper can account farous reliability considerations

such as component, system, phase, mission and N&@QF, mission abandonment,
the MRP and component failures affecting the failate of another component.
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