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Abstract—Partial updating is an effective method for
reducing computational complexity in adaptive filter im-
plementations. In this work, a novel random partial update
sum-squared auto-correlation minimization (RPUSAM)
algorithm is proposed. This algorithm has low computa-
tional complexity whilst achieving improved convergence
performance, in terms of achievable bit rate, over a
partial update sum-squared auto-correlation minimization
(PUSAM) algorithm with a deterministic coefficient update
strategy. The performance advantage of the RPUSAM
algorithm is shown on eight different carrier serving area
test loops (CSA) channels and comparisons are made with
the original SAM and the PUSAM algorithms.

I. INTRODUCTION

In multicarrier modulation systems (MCM), such
as asymmetrical digital subscriber line (ADSL)
transceivers, each symbol consists of samples to be
transmitted to the receiver plus a cyclic prefix (CP) of
length v [1]. The CP is formed as the last v samples
of the original N samples to be transmitted. The CP
is inserted between blocks to combat inter-symbol
interference (ISI) and inter-channel interference (ICI)
and to ensure the effective channel matrix is cyclic so
that it is diagonalized by the discrete Fourier transform.
The length of the CP should at least be equal to the
order of the channel impulse response. At the receiver
the CP is removed, and the remaining N samples are
then processed by the receiver. Since the efficiency of
the transceiver is reduced by the introduction of the CP
it is therefore desirable either to make v as small as
possible or to choose a large N. Selecting large N will
however increase the computational complexity, system
delay, and memory requirements of the transceiver.

In practice, therefore, due to the potential variability
of the impulse response length of the channel, to
achieve reasonable efficiency a large v and large N
have to be chosen. To overcome these problems a
short adaptive time-domain equalizer (TEQ), usually
a finite impulse response (FIR) filter, is typically
placed ahead of the receiver. The purpose of this filter
is to shorten the impulse response of the effective
channel to be shorter than the length of the CP. A
blind adaptive algorithm to design such a TEQ, called
sum-squared auto-correlation minimization (SAM) was
proposed in [2], which achieves channel shortening
by minimizing the sum-squared autocorrelation terms
of the effective channel impulse response outside a
window of a desired length. The drawback with SAM
is that it has a relatively high computational complexity
as compared to simple adaptive algorithms such as
least mean square (LMS) algorithm. In this work, we
propose a new partial update algorithm which reduces
the computational complexity of SAM by only updating
a subset of the filter coefficients at each iteration. Those
filter coefficients that are updated at each iteration are
selected at random from the total set of filter coefficients
so as to mitigate convergence problems found in partial
update algorithms based on deterministic selection of
the coefficients to update within the adaptive filter [3].
This is the first time that partial update adaptive filtering
has been used in the context of blind adaptive channel
shortening.

II. SYSTEM MODEL

The system model for blind adaptive channel shorten-
ing is shown in Figure (1). The input signal x(n), typi-
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Fig. 1. System model for blind adaptive channel shortening.

cally drawn from a fixed constellation, and assumed for
simplicity in development to be real in this work, is the
source sequence to be transmitted through a linear finite-
impulse-response (FIR) channel h of length (Lh + 1)
taps. The received signal, r(n), is filtered through an
(Lw +1) tap TEQ with an impulse response vector w to
obtain the output sequence y(n) . We denote c = h ∗w,
where ∗ represents discrete time convolution, as the
effective channel-equalizer impulse response vector of
length (Lc +1) taps, where Lc = Lw +Lh . We assume
that the relation 2Lc < N holds for multicarrier (or
block-based) systems, i.e., the combined channel has
length less than half the FFT (or block) size. The signal
v(n) is a zero-mean, i.i.d., discrete time noise sequence
uncorrelated with the source sequence and has variance
σ2

v . The received sequence r(n) is

r(n) =
Lh∑
k=0

h(k)x(n − k) + v(n)

and the output of the TEQ y(n) is given by

y(n) =
Lw∑
k=0

w(k)r(n − k) = wT rn

where rn = [r(n) r(n − 1) · · · r(n − Lw)]T is the
data vector of the TEQ and w is the impulse response
vector of the TEQ w = [w0 w1 w2 · · ·wLw

]T , and
(.)T denotes vector transpose.

III. THE SAM ALGORITHM

The underlying idea that allows the development of
SAM is that for the effective channel c to have zero
taps outside a window of size (v+1), its autocorrelation
values should be zero outside a window of size (2v+1).
In SAM the auto-correlation sequence of the combined

channel-equalizer impulse response is given by

Rcc(l) =
Lc∑

k=0

c(k)c(k − l)

and for a shortened channel, it must satisfy

Rcc(l) = 0,∀ |l| > v

The cost function Jv+1 in SAM is then defined based
upon minimizing the sumsquared auto-correlation terms,
i.e.,

Jv+1 =
Lc∑

l=v+1

Rcc(l)2 (3)

The update equation for the SAM algorithm based
upon a block stochastic gradient descent minimization
of (3) and a moving average estimate of the underlying
statistics [4] can be written as can be seen in (1).

where k denotes the iteration index of the learning
algorithm, and w(0) = e Lw+1

2
, where em is a vector

of zeros except for a unity value at element m, Lw

is assumed odd for convenience. The computational
complexity of this algorithm at each update iteration k
is of the order of 3NLw(Lc − v) multiplications and
additions. The contribution in this work is to use a partial
update strategy to reduce this complexity whilst retaining
performance close to that of the original SAM algorithm.

IV. RANDOM PARTIAL UPDATE CHANNEL

SHORTENING ALGORITHM

As in any partial update algorithm, the aim of partial
updating is to update a portion of the coefficients instead
of the entire set of coefficients at each iteration. Our
proposal here is to improve the deterministic partial
update scheme to exploit improved convergence of ran-
dom selection [5] which is particularly important when
minimizing non quadratic and multimodal cost functions,
and thereby achieve performance close to SAM.

The set of indices of the coefficients of the adaptive
filter is given by {1, 2, . . . , Lw +1}. This set is split into
P different disjoint but equal size subsets denoted Sj ,
j = 1, . . . , P . Then, at each iteration one of these P
subsets is selected at random with probability 1/P , and
only those coefficients within the adaptive filter having
indices from that subset are updated.

The resulting update equation can be written as can
be seen in (2)

where M(j) is a diagonal with unity elements on the
principle diagonal corresponding to the chosen subset Sj

and zeros elsewhere; and w(0) is initialized as for SAM.
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w(k + 1) = w(k) − 2µ×∑Lc

l=v+1

[{∑(k+1)N−1
n=kN

y(n)y(n−l)
N

}
×

{∑(k+1)N−1
n=kN

(
y(n)r(n−l)+y(n−l)r(n)

N

)}]
(1)

wk+1 = wk − 2µ × M(j)×∑Lc

l=v+1

[{∑(k+1)N−1
n=kN

y(n)y(n−l)
N

}
×

{∑(k+1)N−1
n=kN

(
y(n)r(n−l)+y(n−l)r(n)

N

)}]
(2)

The computational complexity of this algorithm at each
iteration is effectively 3NLw(Lc − v)/P and therefore
the computational complexity reduction is 1/P of the
SAM algorithm.

V. SIMULATION

The Matlab code at [6] was extended to simulate
RPUSAM. The cyclic prefix was of length 32, the FFT
size Nfft = 512, the TEQ had 16 taps and the channels
were the test ADSL channel CSA loops 1-8 available
at [7]. The noise was set such that σ2

x‖c‖2/σ2
v = 40dB

where ‖.‖ denotes the Euclidean norm; and 75 OFDM
symbols were used. The step size used was 5, and
the stopping thresholds for learning were 0.0625 for
RPUSAM, 0.0975 for PUSAM, and 0.062 for SAM [8],
parameters chosen to determine when learning should
cease as convergence has been reached. Four subsets
(P = 4) were used in the RPUSAM algorithm. In
Figures (2, 3, and 4), the performances of RPUSAM,
PUSAM, and SAM are compared with the maximum
shortening SNR (MSSNR) solution, which attempts to
minimize the energy outside the window of interest while
holding the energy inside fixed [1], which is obtained us-
ing the code at [7], as is the matched filter bound (MFB)
on capacity, which assumes no ICI. In the top of the
figures the achievable bits per second [4] as a function of
the averaging block number, k , are plotted which show
the improved convergence property of RPUSAM over
PUSAM, best performance is achieved at approximately
350 rather than 900 blocks, which also approaches the
full SAM algorithm of approximately 250 blocks. In the
bottom plots the shortened channels are compared with
the original channels and all algorithms are confirmed to
be effective. Figure (5) shows the average performance
of RPUSAM in term of shortening the channel for eight
different CSA channels to make sure that our algorithm
performs similarly with different channels.

VI. CONCLUSION

The proposed RPUSAM algorithm essentially
achieves the same result in terms of reducing the
effective channel length as SAM and PUSAM with
less complexity. The complexity reduction is achieved
by only updating N / P of the coefficients of the TEQ
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Fig. 2. A chievable bit rate and channel (dashed) and shortened
channel (solid) impulse response of RPUSAM
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Fig. 3. A chievable bit rate and channel (dashed) and shortened
channel (solid) impulse response of PUSAM

at each iteration in a random pattern; on the other
hand, PUSAM updates the subsets of coefficients in a
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Fig. 4. A chievable bit rate and channel (dashed) and shortened
channel (solid) impulse response of SAM
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Fig. 5. Channel (dashed) and shortened channel (solid) impulse
response for the average of eight CSA channels

systematic fashion which degrades convergence greatly
over conventional SAM. The proposed algorithm is
confirmed to achieve channel shortening on a set of
eight CSA channels.
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