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ABSTRACT

The aim of this work is to study data transmission over a microwave
digital mobile radio channel at 900 MHz, where the channel is subjected

to multipath fading. Besides the fading, the other impairments assumed
here are additive noise, co-channel interference and adjacent channel
interference. Two modulation techniques are investigated in this work,
namely Quadrature-Amplitude-Modulation (QAM) and Quadrature-Phase-Shift-
Keying {QPSK). The channel is characterised digitally, assuming multi-
path Rayleigh fading in the presence of noise. The detection process
studied here are near-maximum likelihood schemes: non-linear equalisation

methods are also considered in detail.

The thesis is alsoc concerned with carrier synchreonisation and channel
estimation under conditions of Rayleigh fading. Since the carrier
synchhonisation is a most important regquirement in mobile radio, a
Digital Phase Locked Loop {(DPLL} technique has been designed and investi-
gated in the form of a feedback digital synchronisation system. TwWO
types ©of channel estimation technigue, namely feedforward and feedback
estimators, are also investigated iﬁ this work. The feedback estimator
is modified by the addition of a digital control system, in order to
reduce its delay, and to cope with rapidly fading signals. Successful

carrier synchronisation is demonstrated by the use of space diversity.

The study was completed using models of the component parts of the system,
and by the use of extensive computer simulaticns to analyse the system

under various operating conditions.
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Important Symbols

These symbols are followed throughout this work unless

otherwise stated in the appropriate position

signal envelope

real part of a transmitted data symbol si

detected form of ai

imaginary part of si

detected form of bi

sample form of a reference carrier signal, c(t), or a
complex-valued correction signal

carrier frequency

central frequency of a bandpass filter

Doppler fregquency

error signal whose z-transform is E(z)

filter impulse response

the row vector of the nonfading channel impulse response {hl}
time index such that s, = s (iT}

- /T

transmitted signal

power reference

complex~valued Rayleigh fading factor

LxL-component diagenal matrix derived from the sampled form
of q(t)

the received signal

the ccomplex-~-valued sample of r(t) at the output of the

demodulator



S the data symbol s, = a, + jbi.
si detected data of symbol si, si = ai + jbi
t time
T duration of a signal element
n(t) white Gaussian noise

alt) , v(t) , wit) complex -valued Gaussian noise ‘components
ui, v samples form of u({t), v(t), wi{t) at t = iT

2 Gaussian noise wvariance
y(t) impulse response of the fading channel
Yi the row vector of the fading channel impulse response {y.
Yi estimate of Yi

lxi| absolute value (modulus) of X

]Uilz cost of stored .wectors

space—divefsity symbols

ri,d received signals over two different paths, where d = 1,2
wi,d additive Gaussian noise to each signal received
Yi,d row vectors of the fading channels impulse response
ci,d complex-valued correction signals
BER Bit Error Rate
SNR Signal-to-Noise Ratio
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1. INTRODUCTION

This thesis investigates the data transmission of digital data over
mobile radio channels, between a base station and a mobile. The

work covers the theory and practice of communications applied to
modulation, detection and synchronisation methods. Each of the
individual parts of the communication system is studied theoretically, -
followed by comparator simulation tests con suitable models. The
systemsderived are tested in the presence ¢f idealised noise and
distortion. Consequently, the system that has a better simulated
performance than any other tested is most likely to be superior in

practice.

1.1 Scope of the Work

Conventional modulation techniques, concerning amplitude modulation
(AM) and phase modulation (PM), are briefly discussed and compared
together with their corresponding demodulation techniques. Multilevel
schemes are also considered such as guadrature amplitude modulation
(0AM) and multilevel phase-shift-keyed (PSK). Other methods,

. (1-17) .

introduced elsewhere are beyond the scope of this study. Con-

ventional differential coding is described for the application in

computer simulation studies (see Chapter 2).



Mobile radio channel characterisation in the microwave band of 900 MH=z
is introduced in Chapter 3. The channel representations are based on
the linear modulation and linear demcdulation applied to multilevel
PSK and QAM signals., The impulse response of the channel is first
derived under nonfading conditions. Complex notation has been used
since it is much easier to manipulate than the eguivalent t;igonometric

expressions(lo'16). The results obtained here are consistent with those

derived in the literature(s'ls-zl). After the definition. of the
multipath phenomena and propagation losses in mobile radio communication,

the impulse response of the fading channel is derived. A Rayleigh

fading simulator is used as a representative of a multipath fading

{10,11,72-99)

Atime-invariantchannelﬁs discussed and represented by an equivalent

lowpass filter under the assumption of a nonfaded signal. By assuming

a data rate of 9600 symbols/second, the impulse response of this filter

is obtained by using Fourier design methods(loz_los'log) as applied to

an ideal lowpass filter transfer functicn with a bandwidth of 4800 Hz

satisfying Nyquist sampling theorem, which results in a partial response
(1,3}

channel . Then, the fading channel is determined when a faded

signal is assumed.

The effect of interference from unwanted signals such as co-channel

and adjacent-channel interferers: , that are occupying the same band

and adjacent band respectively, are treated as noise at the receiver(g-ll'l9

43,112-130
! 2 However, white Gaussian noise is added to the signal at the end

of the transmission path.



Spectrum utilisation is very important in cellular mobile radio, hence

it is necessary to transmit signal elements at a rate not significantly
below the Nygquist rate for the given channel so that the best available
tolerance to additive white Gaussian noise can be achieved. Under this

(1,3,5,109) . .

condition there is always intersymbol interference
modulated and sampled data signal at the receiver. In fact, the inter-
symbol interference can be reduced by using a wider bandwidth, but this
leadsto a wasteful spectrum, besides, more noise will pass to the detector.
However, cancellation of the intersymbol interference can be accomplished
by a technique calied channel equalisation(l_s'log' 147-150). Since the
transfer function of a linear equaliser is equal to the inverse of the

4
(1,109,1 7), only a nonlinear equaliser is used.

channel transfer function
[The transfer functions of the linear equalisers would tend to infinity, when
the channel is subjected to a deep fade, which is most likely in the mobile
radio environment.) The nonlinear equaliser can be protected against
divergence in such circumstances, in the way described in Chapter 4, with
the use of direct cancellation of the intersymbol interference. The
nonlinear channel equaliser is conventionally implemented as a linear feed-
forward transversal filter fed from the output of a nonlinear thresheold

level detector(log'l47); for this reason it is called nonlinear.

However, a better tolerance to additive noise can be achieved through the
application of a maximum likelihood detector instead of the nonlinear
equaliser and the correspondingthreshcld level detector(log'l37_l47'152).

Unfortunately, the maximum likelihood detector is very complicated and



requires an extremely large number of operations and excessively large
storage, even with less severe intersymbol interference(137_142'152'165).
Alternatively, a simpler but somewhat less effective detector, known as

near-maximum likelihood detector(l47'151_165), can be used.

Since the mobile radio channel is rapidly varying with the time and has

a Rayleigh distribution function (see Chapter 3), the synchronisation equip-
ment (data aided digital phase—lockéd loop, Chapter 5, and channel estimators,
Chapter 6) will be much affected by the delay required by the near-maximum
likelihood detectors. Hence, it is necessary touse a less dispersive channel
and consequently less delay is regquired. Even so, the performance of a
near-maximum likelihood detector will deteriorate under high fading rate

conditions (see Chapter 8}.

The performance of different multilevel signals in a mobile radic environ-
ment is studied in Chapter 4. The study includes 1l6-level QAM, 8-level

- PSK, 4-level QMM and QPSK signals (Chapter 2) applied to nonlinear equaliser
and near-maximum likelihood detector. The investigation of the detection
processes have been performed under the assumptions of coherent demodulation

and correct channel estimation.

Coherent demodulation requires the successful regeneration of a reference
carrier with a phase and frequency closely matching that of the data carrying
signal at the input of the receiver. Unfortunately, it is difficult to
simulate a modulated radic frequency signal as a software program unless

its frequency is reduced, since the higher frequency signals require longer



execution time by the computer. An example is introduced in Chapter 5,

where a binary PSK signal is used. Two carrier recovery systems (CRS1

and CRS2) are investigated with the use of sguaring/filtering/frequency
(2,5,12,199)

dividing by 2 techniques . These two systems fail under fading

conditions unless they are used with space diversity (see Chapters 5 and 8).

However, carrier synchronisation is successfully carried out in the bhase-
band region by the use of a digital phase locked loop, DPLL. | The ‘DRLL  was
designed by using some of the rules employed in designing the feedback
digital control system(166-17o) that are briefly presented in Appendix H.
This method offers an opportunity to use any digital filter as a loop
filter, while the available DPLL techniques in the literature are restricted
to only one filter(l7l_184'198'199). The designed DPLL has been tested in
the form of first, second and third order systems with application of
Butterworth and Chebyshev digital filters, The DPLL design depends on
careful selection and implementation of a phase detector, PD, that plays

an important part of the entire system. Two types of PD, namely hard

limiter/discriminateor and tanleck are used and their characteristics are

demonstrated {Chapter 5).

The DPLL is tested under nonfading and Rayleigh fading conditions for an
unmodulated carrier. Then the work is modified to be used with a suppressed-
carrier QPSK (or QAM) signal, in the form of a data aided digital phase

locked loop (DA-DPLL}. The latter is tested under different fading rates
with the use of tanlock-PD only {(Chapter 5). The DA~DPLL can cope with a
Rayleigh faded signal, but it degrades when erroneous sequences are received,

A further disadvantage of DA-DPLL is its weakness caused by the delay when



it is used with a near-maximum likelihood detection scheme under Rayleigh

fading conditions.,

As mentioned earlier, the sampled impulse response of the channel was
assumed to be correctly estimated. Such an assumption is not precisely
true, especially in a mebile radio environment. Hence it is necessary,
at the receiver, to obtain an estimate of the sampled impulse respconse of
the channel in order to achieve correct detection of the received signal.
Two estimators, namely a feedforward channel estimator (FFCE) and a

modified feedback channelestimator (MFBCE), are studied in Chapter 6.

The feedback channel estimator (FBCE) techniques available in the literature
(203,205, Appendix J) requires a delay. It will be found that the delay
degrades the performance of the estimator under Rayleigh fading conditions.
The FBCE is modified mathematically in Appendix J in order to eliminate
the effect of delay. Moreover, the modified FBCE is further developed,

by inserting a digital feedback control system discussed in Appendix H,

for use with digital phase-locked loop, to give MFBCE (modified feedback

channel estimator).

As mentioned above, the FBCE's available in the literature degrade by the
delay, while the FFCE degrades by the existance of the intersymbol inter-
ference error signal which is defined in Appendix J. However, these
degenerations are eliminated in the MFBCE and better performance is to be
expected. Furthermore, the complexity of the MFBCE is identical to the
complexity of FFCE without the insertion of the digital control system in

MFBCE.



The MFBCE uses the same transversal feedforward filter that can be used
in the nonlinear channel equaliser. Hence, it is possible in practice
to add only a threshold level detector and to make a collectively adaptive

nonlinear channel equalisation and detection scheme(l'5'109'147—150).

Both estimators (FFCE and MFBCE) use the already detected data symbols.
But, when the near-maximum likelihood detection scheme is employed, it
requires a delay to reach a decision and at the same time, requires to be
supplied by the estimated seguence of the sampled impulse response of the
channel. The least-square fading-memory prediction method is used since

it is a potentially better prediction method(204'206).

' 7 .
(10,11,117) and of short duration.! However,

(The deep fade occurrence is rakre
when it does occur, it will ruin all the built-up synchronisation.
Throughout this interval, errors are more likely to occur, Since the chance
of having two deep fades from two uncorrelated signals is unusual, then the

effect of the fade can be reduced by the application of diversity (9-12,113,

117’123_130’134_136). Diversity is the technigue used to develop the
transmitted information from several signals received independently over
different fading paths. The objective of a diversity scheme is to combine
the multiple signals in order to combat the Rayleigh fading effects. As

& result, the diversity scheme can minimize the effect of fading since geep
fades rarely occur simultaneously during the same time interval on two or
more paths.

Since spectrum utilisation is very important in cellular mobile radio,

. ; . ; . (10-12,117,123-130,134-136)
space diversity is recommended in such an environment



Moreover, a space diversity is achievable in the range of frequencies

assumed throughout this work of around 300 MHz, since %- = 16 cm.

Space diversity is introduced in Chapter 7 with use of a combiner identical
. ; {10,11) : ; .

to the equal-gain combiner . Simple tests are carried out in

Chapter 7 to show the variations of the signals level before and afterxr

combining.

Thereceiver designed in Chapter 7 has been tested in Chapter 8 to determine
its tolerance to additive white Gaussian noise under Rayleigh fading
conditions. Only the QPSX signal with differential coding is used. This
receiver consists of two sets of demodulators, a two branch combiner and a
detector. The two received signals are first demodulated to baseband by

the first set of demodulators without removing the frequency offsets or

the phase shifts caused by the corresponding paths. Also, the first set

of demodulators use the same reference signal whose frequency is equal to

the transmitted signal carrier fregquency. However, the second set of
demodulators, whose functions are to remove any frequency offset and phase
shift from the corresponding signals, use two independent correction signals
generated‘by two DA-DPLL's. At the outputs of the second set of demodulators,
the signals are now co-phased and can be combined in the way described in
Chapter 7. The two signals are combined by simple addition and the resultant
signal is fed to a detector which may use a nonlinear equaliser or a near-
maximum likelihood scheme. The second set of demodulators and the adder
represent the action of equal~gain combiner. The MFBCE is associated with

the detector.



The two carrier recovery systems (CRS1 and CRS2) mentioned earlier are
employed in receivers with the use of space diversity and the performances
of the receivers are also investigated in Chapter 8. Finally, from

this investigation, it is found that differential coding and space
diversity are essential elements of a digital cellular mobile radio

communications system.
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2. MODULATION TECHNIQUES

2.1 Introduction

The modulation methods that have been applied in mobile radio systems
throughout this work are introduced here, Two conventional modulation
techniques are briefly discussed and compared together with their
corresponding demodulation technigues. These methods are amplitude
modulation (AM) and phase modulation (PM). Multilevel schemes are
also considered such as quadrature amplitude modulation (QaM) and
guadrature phase-shift-keyed (QPSK). Other methods introduced else-
where(l_la) are beyond the scope of this study. The ideal channel,
which is distortionless channel (with no phase and/or amplitude
distortion), is mentioned here for convenience. Qf course such a
channel does not exist practically, but provides a useful reference
for modelling and simulation studies. Because of possible phase

(2,5,12) a differential

ambiguities existing in the recovered carrier
coding (encoding/decoding) scheme is employed in computer simulation

studies.

2.2 Modulation and Demodulation Techniques

A continucus wave (CW) sinusoidal signal can be varied by changing
its amplitude or phase angle due to specific information that is
required to be transmitted over a channel. The general form of a
modulated carrier can be represented as
m{t} = a(t)cos{wct + $(t)) 2.1
»

where a(t) and ¢é{t) are the amplitude and phase angle cf the modulated

[7
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carrier respectively and W, = 2nfc, where fC is the carrier frequency.
If ¢(t) is maintained at a constant value and a{t) is made proportional
to the information signal a(t), then amplitude meodulation (AM) results,
Alternatively, the concept of angle modulation is introduced when a(t)
is kept constant and ¢(;) is wvaried in.proportion to a(t). This kind
of modulation, however, can be described in terms of phase modulation

{(PM) and freguency modulation (FM). When the instantaneous frequency

1 dé(t)

or at } is linearly related to alt),

of ¢(t) (instantaneous frequency =
then this type of modulaticon is called FM. PM refers to the change
{deviation) of the phase angle $(t) according to the information signal,

a{t), when the overall carrier frequency is kept constant(l_lo).

The modulated signal is now a sine-wave carrier that carries the
transmitted data in terms of the amplitude, or phase of this sine wave.
If this signal is multiplied by a sine-wave reference carrier having

the same freguency, fc, and phase (relative to the unmodulated carrier}
and the resultant is passed thorough a lowpass filter, which removes

all high frequency components except in the region of interest without
affecting the wanted frequency compeonents, then the transmitted
information can be extracted. This is a process of linear demodulation,
The linear demodulation of FM modulated carrier regquires two coherent
detectors of the type described above for AM and PM signals. The

reference carrier is frequently regenerated from the received signal.

Since the spectrum utilization is of most importance in cellular mobile

1-
radio systems, but the FM systems require wider bandwidth( 12) there-

fore they will not be considered throughout this study.
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2.3 Binary Modulated Signal

The information that is to be transmitted can be represented by a

binary rectangular form(l“ll)

, in which one level represents the binary
digit O and the other represents the binary digit 1. The duration of

each digit element is kept constant at T seconds.

An AM system transmits the digit O by the absence of the carrier
signal and the digit 1 by the presence of the carrier signal, for the
cagse of ON-QFF Amplitude Shift Keying (ASK). Therefore, Equation 2.1

in this case becomes
m{t) = Acos(wct) 2.2

where A is either O or 1 over an interval T seconds long and w, = 21TfC
is the radian frequency of the carrier, The spectrum of an ASK signal
depends effectively on the binary rate being transmitted and the carrier

frequency fé Hz. By applying the freguency shift theocrem of Fourier

(2-5, Appendix A) (1,4)

transform , then Equation 2,2 transformed to

M{f} = [F(m*w ) + Flu+ w H 2.3
c c

A
2
where M(f) is the Fourier transform of m(t) and F(w) is the Fourier

transform of the wmndulatad signal(see Appendix A). This is

(1,3,8,10)

the general form of an AM signal It contains lower and

upper sideband symmetrically distributed about the center freguency
(carrier frequency). In fact, the transmission bandwidth of the AM

signal is twice the baseband signal bandwidth(B).
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In the PM signal, the phase of the transmitted signal is interchanged
between O0° and 180° (or between O and 7 rad.) in concurrence with

the information to be transmitted, while the carrier frequency is kept
constant. This type of modulation is called phase-shift-keyed (PSK).

Accordingly, for a constant envelope (i.e., a(t) = l)Egquaticon 2.1 becomes
m(t) = cos (Wt + k,m 2.4
ot i

where ki is possibly 1 or O over an interval of T secends long, and
the suffix i is a time index, such that t = iT. It is also possible
to make ki vary in this form according to a polar NRZ (non-return to
zero) signal, when ki = (1 + Vi)/2, where Vi is equally likely to be
1, In either case, m(t) = icos(mct), which is the same as Eguation 2,2
when A = %1, The spectrum of the binary PSK signal is the same as
that for ASK signal, and hence has a double sideband characteristic
(Equation . 2.3)and twice the baseband bandwidth, 2B, where B is the
baseband bandwidth as shown in Figure 2.1, Therefore, PSK can be
considered as a suppressed carrier AM signal(l'B'g). Yet, both PSK
and ASK can successfully be used with sinuscidal roll-off, satisfying
Nyquist's vestigial-symmetry theorem, shaping pulses so that it is
possible to transmit data at 2B elements per second without intersymbol
interference(l'3). The sinusoidal roll-off shaping is used either by
shaping the basekand pulses or by shaping the high-frequency passband
pulses. The spectrum of the modulated signal locoks like the baseband

spectrum shifted up to the carrier frequency, fc Hz, in the frequency

domain and with transmission bandwidth of 2B Hz as shown in Figure 2.2.
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The exact frequency and phase of the recieved signal carrier must be
known at the receiver for coherent demodulation. Accordingly, the
receiver generates from the received signal a reference carrier having

the same frequency and phase as the received signal carrier(l_ls’ see

also Chapter 5), for both ASK and PSK. The received signal is
multiplied by the reference carrier and the resultant of the product
is integrated over each element pericd, to give at the end of this
period a linear estimate of the corresponding modulating waveform, as
shown in Figure 2.3. By ignoring the effect of noise, then for the

purpose of this discussion only, the received signal can be expressed

as
r(t) = a'(t) cos(wct + kiﬂ + 8(t)) 2.5

where 8(t) is assumed to cover all the variation of the received signal
phase and/cr frequency throughout the whole channel and a'(t) is the
envelope of the received signal. Moreover, the receiver bandpass
filter has been assumed wide encugh to pass the received signal without
any distortion or loss. Therefore, the recovered carrier, for use in

the demcdulation process, can practically be given by
c(t)y = cos(wct + B(t})) 2.6

Then, the multiplication of the received signal, r{t) by the recovered
carrier signal, c{t) followed by an integrator (or lowpass filter) and
threshold level detector, the transmitted information can be detected.
Of course the integrator is reset to zero at the start of each element

period,
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2.4 QAM and QPSK Systems

In the previous section, a binary modulated signal has been discussed
on the assumption of an ideal (distortionless) channel. However, if
it is required to increase the transmission (information) rate over the
same bandwidth (according to Nyquist channel model with no intersymbol-
interference), and consequently to increase the bandwidth efficiency,

a ; ; (1-21)
then?mnultilevel signal must be employed . The most general

types of multilevel signals are QAM (quadrature amplitude modulation)

and QPSK (quadrature phase shift keyed).

The model of a QAM system is shown in Figure 2.4. The binary sequence
is Gray c¢oded, in order to reduce the bit error rate, and mapped in
such a way to generate the two statistically independent elements ai

(1'3'10), where i refers to the sampling time index. Appendix C

and bi
shows how the binary sequence is converted to Gray code and vice versa.
The possible wvalue of any a; and bi are +1, 53, sy Q(L—l)where L
can have a value of 2, 4, 8, ... to give 4,16, ..., (2L) peints in the
QAM system respectively. Table 2.1 and 2.2 show relation between the
possible values of a; and bi and the corresponding Gray coded binary
sgquence for 4 and 16 points systems respectively. The a, is used

to modulate the inphase component of the carrier, while bi modulates

the guadrature component. Consequently, the transmitted signal can

be given in complex form as

p(t) = Is, h (£-iT) eI¥et ' 2.7
i
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where s, = ai + jbi . h{t) is the Nyquist shaping filter impulse response,
w, = 2TrfC : fc is the carrier frequency and j = /-1. The word "symbol"
is used hereafter as reference to s - T(in seconds) is the duration of
the transmitted symbel. h(t) is the complex-valued filter with a band-
width of B H=z. Hence according to Nyquist rate the transmission rate is

2B symbols/seconds.

1-11,18,19
Cocherent demodulation is very important in the QAM system( 1,18 ),

as
shown in Figure 2.4. - Therefore, it is necessary to regenerate the

received signal carrier precisely with the correct frequency and phase.

Further detection processes will be discussed in Chapter 4.

In a QPSK system,  -the modulated carrier can téke on more than two possible
phases. The state of each phase is generated by a unique mapping scheme
of consecutive bits that will be called symbols, hereafter. Gray Coded
symbaols afe implied here, as in the QAM signal, in which the adjacent
symbols differ by only one bit. Figure 2.5 shows the possible arrange-
ments for the 4 and B8 phases. The duration of each symbol is T sec.,
where T = 2’1‘b or T = 3Tb in 4 or B8 phase systems respectively, and Tb
is the bit duration (in sec.). Hence, the data (bit) rate that can bg
transmitted on 4 phase oY 8 phase systems is twice or three times the
symbel rate fespectively, with the same Nyquist bandwidth. However,

the relationship between the data rate and symbol rate, for a given

Nyquist bandwidth in both OAM and COPSK systems is given by

data rate = symbol rate x logz(K)

2B x logz(K) 2.8
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where K is the possible number of phases in the  PSK system (also K is
the possible number of points in the QAM system), and B is the baseband
bandwidth. The model of QPSK is similar to that of QAM, which is shown
in Figure 2.4. The modulated signal can be given, in a complex form, by

(2-7,12-14,16)

Jlw £ + ¢.)
P(t) = iAh(t-.—iT)e ¢ = 2.9

where A is the constant envelope, and

+ A - 2.10

. . : Ll
where Ao is a constant having the value of either O or E-and ki is

equally likely to have any of the X possible vaiues that are given by
k =0, 1, 2, ..., (K-1) 2.11

2n £ : £ 1is

i

h(t) is the Nyquist shaping filter impulse response and W,

c c
the carrier frequency. According to the tolerance of the additive white
, . . . (5)
Gaussian noise rules, A is given by
A = 1/sin(®/K) 2.12

Therefore A = V2

)

1.414 for 4 phases system and A = 2.613 for 8 phases
system. By comparing Equation 2.9 with Equation 2.7 then the wvalue of

the symbol vector is given by

s = Aej¢i

Acos (¢.) + jAsin(d;)

i i 2.13



18

where j = V-1 . If AO = E’ , in 4 phases system, then s, can have any
of the four possible values of 71 *j. This is exactly the 4-point QAM

representation.

As a consequence of the pre-modulation filters, there is a ripple in the
envelope of the bandlimited QPSK due to the phase transition, which may
lead to zero envelope at the time of transition. S50 as to maintain a
part of the envelope,cffset QPSK can be employed. The difference between
the conventional QPSK and cffset QPSK lies in the data transition between
a, and bi as they enter the modulators. bi is offset with respect to aj
by delaying it by an amount equal to half the incoming signal symbol

in 8-phases system), and

duration, g—(%-= T  in 4-phases and % =1.5T

b b

consequently bi becomes bi_i_. The variation of the filtered offset QPSK
envelope is 3 dB only. After demodulation, however, the demodulated
replica of a; must be delayed by the same amount (T/2) in order to

regenerate the transmitted information at the receiver.

[?he modulated signal at the cutput of the modulator is normally filtered
to limit the radiated spectrum, amplified and then transmitted over the
transmission channel {channel characterisaticn will be discussed in
Chapter 3). Since the transmitted signal is in the orthogonal form
(2,3,22,24)

then the receiver is able to demodulate the signal and separate

-its components (the replica of a; and bi)'
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2.5 Differential Encoding/Decoding

As mentioned above for ccherent demodulation, it is necessary to
synchronise the recovered carrier in phase and frequency with respect
to the received modulated signal (Equations 2.5 and 2.6}. Practically,
most of the carrier recovery systems irtroeduce a phase ambiguity into

the recoverad carrier(z’s'lz).

In a binary PSK system, the carrier is recovered by squaring the received
modulated signal (taking the seccnd harmonic} and then dividing the
(2,5,12, Appendix IV

frequency by two » Acceordingly, the recovered carrier

may be given by
c(t) = cos(w t + 6(t) L dm : 2.14

where d is equally likely to be ' either 6 or 1. When d = O this is exactly
Equation 2.6, while when d = 1 the probability of the error is high in

the recéived information. In order to avoid the possibility of high

error rate and consequently the phase ambiguity, a simple differential
encoder and differential decoder are inserted in the transmitter and
receiver, respectively. Figure 2.6 illustrates the possible differential
encoding/decoding processes, The output of the differential encoder

is given by

d = b, ®d, = b, d +b. da 2.15

where @ represents the exlusive-OR operation and X is the complement
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of x (the complement is the replacement logic 1 by O or O by 1). Hence,

for differentially encoded signal ki in Equation 2.4 is given by

k., = m, +X, . [MoDULO-2)] 2.16
i i i-1*.

where m, is either O or 1 relative to the information and ko = 0. The
MODULO-2 operates as follows:if k;> 1 then ki = kiw2 else if ki < 0 then
ki = ki + 2 else ki = ki' At the receiver, the coherently demodulated

signal is differentially decoded to give

m = k! - k!_, [moburo-2] 2.17

1]
i
where ki, in this case, is the demodulated data, and ké = 0. Also

the MODULO-Z2 operates on the value of mi.

The differentially encoded modulated signal can be demodulated by
mutliplying it by a one-~bit-duration delayed replica of the same signal

and lowpass filtered as shown in Figure 2.6. This is called differentially
- coherent demodulation(l—6). In this case mi is obtained directly.

There is a degradation of 1«2 dB in both cocherent and differentially

coherent demodulated signals.

The differential coding can be applied in the conventional QPSK and
offset QPSK systems in order to aveoid the phase ambiguity in the carrier
recovery system, Figure 2.7 shows the block diagram of the possible
encoding decoding processes for 4-phases PSK system. The output of

the encoder is given by

A,
i

(P, @ Q) (P, ® A ) (P, ®0,)(Q, @B, ) 2.18a

fes]
I

(P, & Q.) (0, & B,
i i i i-

1

) + (P, ®8Q)(P, ® A, ) 2.18b
i i i i-1
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where ® is exclusive-OR operation and (x) is the complement of (x).

The values cof Ai, Bi' Pi and Qi either O or 1 with duration of T seconds
(symbol duration). Pi and Qi are obtained from the information bit
stream via a serial-to-parallel converter. Ai and Bi are mapped by a
suitable mapping technique to generate the a; and bi elements, that

are used to mecdulate the carrier as shown in Figure 2.4. After
demodulation the demodulated elements ai and bi are mapped back to

‘ regenerate Ai and Bi and from them the transmitted information can be

reconstructed as

' At M rl ' ' ' Y ) '
Pi (Ai ;] Bi) (Ai @.Ai‘l) + (Ai 2] Bi) (Bi ® Bi-l) 2.19a

I

1 1 r L] L) 1 1 L}
0 (a] ® B])(B; ® B! |} + (A] @ B!)(A! & Al ) 2.19%

1
i 13

where Ai, Bi, Pi and 0! are in one to one correspondence with the values

at the transmitter, and all can have either 0 or 1.

.The differentially encoded signal at the output of the modulator is the
same as that given by Equation 2.9, however, the difference is only in
the value of the phase facteor in Equation 2.10 which can be given, in

this case, by

k. = m, +k, [MODULO-K] 2.20
i i i-1

Where the MODULO-K rule is defined as:

if k<0 then k. =k, + K
i i i

if kK, >(K-1) then k, =k, - K
i i i

otherwise k., = k.

i i
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and m; can equally likely have any of the K possible wvalues as ki
that are given in Equation 2.11. Moreover, m, is proportional to the
transmitted information. Equally, the differential decoding is performed

at the receiver as follows:

m! = k! - k! . [MODULO-X] 2.21
i L i-1

with MODULO-K application to mi as:

if m: < Q then m! = m! + K
i 1 i
. >
if m! (K-1) then m! = m' - K
i i i
othersise m' = m!
. i i

From the value of mi the transmitted information can be reconstructed.
However, when K = 4 (for 4-phases system} Equation 2.20 is the exact
approximation to the phase factor of the signal that is mcdulated by

the waveforms cobtained from Equation 2.18B.

Diffewntially coherent demodulation may be employed by using the differ-

2 ) . -
entially encoded QPSK signal( ). A typical differentially coherent

demodulator for 4-phases differentially encoded QPSK is shown in Figure 2.8.

Differential coding can also be applied to QAM signal(la). Normally, the

bits stream is divided into separate groups of n adjacent digits, where

n is the possible number of bits per symbol. Furthermore, the ith group

. .th . -
corresponding to i symbol (s;) is known as ai,l’ ai,2’ ai’3, .. ai,n '
where a; g is either © or 1. This group is fed to the encoder to give
r
. o g se. O, ‘which is the encoded group, where ) and
Bl,l’ Bi,z’ i,3 i,n g P Bl,l
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B. are either O or 1 and o, ., ... Q. have the same value as in the
i,2 i,3 n

i,

original group. At the receiver, the encoeded group Bi,l' Bi,E' ai'3,
...,ai’n is decoded to give the received group ai’l, ui'z, ai'3, o
a! . The encoding and decoding is performed according to Table 2. 3.

i,n

2.6 Probability of Brror

The modulation and the corresponding demodulaticn schemes discussed above
are applied throughout this work. The ASK, PSK, QAM and QPSK signals

are here assumed to be narrow—-band with ideal channel (ideal and undistqrted
wave forms) . This has been dcne to provide a useful reference for
modelling the required systems with the minimum mathematical complexity.
However, the relative tolerances to additive Wwhite Gaussian noise of the
different modulated carrier signals apply also in the important case where
the conditions of the transmission path is less ideal. There is likely
misinterpretation of the received information when the received signal is
corrupted by noise. The prcbability of error may however be found by
evaluating the maximum signal-to-noise ratio , when coherent demodulation
1s employed. Ideally, the received signal element of a binary PSK is

given by
r(t) = Aom(t) + n{t) 2.22

where m(t) is given by Equation 2.4, AO is constant amplitude of the signal
envelope, and n(t) is a white Gaussian noise with zero mean and two-sided

power spectral density of %-NO. Since ki is either O or 1 then the received
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signal can be rewritten as

rit) = V2s cos(mct) + n(t) 2.23
on
where g = —— . Clearly, the term, s cos(mct), in Equation 2.23 represents
V2
binary ASK suppressed carrier signal. The energy of the transmitted sinal
1-8
element is given by( )
T
2 -2
E = J' 2s cosz(w t) dt = s T 2.24
ol o c

-2 ‘ .
where s is the average power per element of the corresponding baseband
signal s(t). For coherent demodulation the received signal is multiplied
by a reference carrier c(t) = /ﬁ'cos(wct) lowpass filtered and is

integrated over an interval Q tc T seconds, then

T
x(t) fo r{t) cl(t) &t

s(t) + u(t) 2.25

where uf{t) is a Gaussian random process with zero mean and two sided power
. 1 . : . C
spectral density of 5 No' The maximum signal to noise ratio is expressed

as the average energy per element of the signal devided by the average

noise power. Hence the average noise power is given by

[
P = LN f]B(f)]zdf
n 2 0o
s O
1
= ~2..No . 2.26

since f !B(f)l2 d{f) = 1, where B(f) is the transfer function of the

-3

receiver bandpass filter and lxl is the modulus (absolute value) of x.
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The probability density of Gaussian noise is given by

2
o /2 Ny
flu) = —— . 2.27
V2T N
°© A
Q
However, the function of the receiver is to distinguish between + ;:f
A 2
and - — in the presence cf the noise. Therefore, the probability
/5 .
of error is given by
2
<« f =) -1 /2N0
e
P = Jxm f{u) du = x_., —————— du
= -X
— e dax
jx:Y v
2E_ %
1 0
=19y =5 Q 2.28
2 o

254 4
‘where y = (*ﬁ—;ﬁ

o]

and Q is error function defined in Appendix C.

Equation 2.28 represents the probability of error in binary PSK and
supressed carrier ASK. Consequently, the higher spectral efficiency
require higher energy, hence, for multilevel signal the probability of

error is given by(l's)

where ¢ is the average energy factor of different modulation scheme
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and is dimensionless. Equation 2.29 could be deduced exactly in the
same way as Equation 2.28 for each of QAM and QPSK signals. The

relative tolerance to additive white Gaussian noise is then given by

Prt = =10 loglo(c) 2.30
1 Lz—l
From Equation 2.12 ¢ = s for QPSK and ¢ = 2 3 for QaM,
sin (v/K)

where L = logz(K) and X is the number of points in QAM (also, K in sin (%)

is the number of phases in QPSK).

Generally, the relative tolerance to additive white Gaussian noise is

shown in Table 2.4 as calcualted from Equation 2.30,
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“,0 0 %2 ay by
o o} -1 -1
0 1 1 -1
1 1 1 1
1 o] -1 1
Table 2.1: The relation between the elements ai and bi

and the corresponding Gray coded binary

sequence for 4-point QAM
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i,1 %,2 %i,3 %i,4 %y By
o o 0 o -1 -1
O 0 o 1 -1 ~3
0 0 1 1 -3 -3
o 0 1 0 -3 -1
1 0 1 0 -3 1
1 0 1 1 -3 3
1 0 0 1 -1 3
1 1 0 1 1 3
1 1 1 1 3 3
1 1 1 0 3 1
o 1 1 o 3 -1
o 1 1 1 3 -3
o 1 o 1 1 -3
o 1 0 o 1 -1
1 1 0 o 1 1
1 o o 0o -1 1
Table é.2

The relation between the element ai
the corresponding Gray ccded binary

for l6-point QaM

and b, and
1

seqguence
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n,1 %i,2 Bict,r Bicg,2 6i1 B
0 0 0 0 o 0
O 1 0 0 o] 1
1 1 0 0 1 1
1 0 0 0 1 0
o 0 0 1 0 1
o 1 0 1 1 1
1 1 o 1 1 0
1 0 0 1 0 o
o 0 1 1 1 1
o 1 1 1 1 o
1 1 1 1 o 0
1 0 1 1 0 1
0 o 1 0 1 0
o 1 1 0 0 0
1 1 1 0 0 1
1 0 1 0 1 1

Table 2.3 Differential encoding/decoding of a binary

sequence in QAM



30

PSK QOCK -QPSK 4-08M 8- PSK 1l6-QAM
Q -3 -3 -3 -8 ~-10
Table 2.4 Tolerance to additive white Gaussian noise nearest

0.5 dB relative to binary PSK with coherent demodulation
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Fig, 2.1 Spectrum of baseband F(f) and passband M{f) signals
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Fig.2.2 Spectrum of baseband F(f} and passband M(f) signals
with roll-off.
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33

A A
=0 (a) = Y,
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A= 2-413 A=2.613

Fig-25 possible signal vector arrangements for

4 and 8 phases ©PSK system

a. . 4-phases b. 8-phases-:

cos {w; t+ B{t))
Coherent demodulation

with differential decoding. Low pass
titter,
H {f)
1
|
1 D
L]
1
CHANNEL L—o
' r
| Low pass
0 ! filter
cos (W; t} l
i E—?—- H(f) ]
D

Differentially coherent

demodulation

Fig. 2.6 Binary modem using differential coding with either

coherent or differentially coherent demodulaticn
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3. MOBILE RADIO CHANNEL CHARACTERISATION

3.1 Introduction

[The emphasis of this chapter is on land mobile radic channel character-
isation in the microwave bandq A general representation of a communi-
cation channel is introduced here on the basis of linear modulation at
the transmitter and linear demodulation at the receiver that are applied
to QPSK and QAM system. The impulse response of this channel is first
derived, under the assumption of a nonfaded signal, in both passband and
baseband regions. The complex notation has been used since it is much
easier to manipulate than the equivalent trignometric expression(lO).
However, in either method the received baseband signal is derived from
the amplitude and phase of the received radio-frequency (RF) signal.

The results obtained here are consistent with those derived in the

literature(s' 18-20).

Since there is no unigque propagation path between the transmitter and
the receiver, the field strength fluctuates very rapidly at both the
mobile unit and base station with movement of the wvehicle carrying the
mobile unit. Moreover, the mobile radio channel is subjected not only
to the same significant propagation-path losses that are encountered

in other types of atmospheric propagation, but is also subjected to path

losses that are greatly affected by the general topography of the terrain.
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Usually, the mobile antenna height is low which contributes to additional
losses., These losses are combined with free-space loss to make up
collectively the propagation path-loss which results in reducing the
received signal strength not only at thé . mobile unit, but also at the
base station. Nevertheless, there are several methods available in

the prediction of the propagation losses, but it is difficult to appraise
the difference between them. For this reason, different types of
atmospheric propagation losses, that are encountered by a stationary
microwave communication system, are explained briefly in Appendix E, to
give better understanding of the possible propagation losses in mobile

radio communications.

A multipath phenomena is also considered which can cause severe signal
fading. This is caused by the presence of many reflectors and scatterers
along the propagation path. When the mobile unit is in motion, it
passes many different types of local scatterers and reflectors including
other vehicles whether in motion or stationary, as it proceeds along its
route. The fading characteristic is analyzed statistically in order to
look for suitable ways to represent the multipath phenomenon. [Software

(10,11,72-82,88-99) (10,11,81-85,94-98} . .
simulators are intro-

and hardware
duced as representatives of the multipath fading, but the hardware simulator
is recommended and designed to be used throughout this work.] The hardware
simulator was given this name because it has been derived from hardware
configured simulator and it can be designed as software for the use in

computer simulation tests. It will be called in the following chapters

a Rayleigh fading simulator for simplicity
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(A time-invariant channel is discussed and represented by an equivalent
lowpass filter under the assumption of nonfaded signal. The impulse

response of this filter is obtained by using Fourier design methods as

applied to an ideal lowpass transfer function which results in a partial
response channel. Then, the faded channel is determined when a faded

signal is assumed.

The effects of noise and interference from unwanted signals,that are
introduced by the transmission path,are defined briefly. Co-channel and
adjacent-channel interferences, which are the interference from signals
occupying the same band and adjacent band respectively, are treated as

noise at the receiver.
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3.2 Channel representation

Generally, the model shown in Figure 3.1 represents the QAM oxr QPSK
system (Chapter 2}. The information to be transmitted is carried by
the two statistically independent elements a; and bi that are in symbol

synchronism. The symbol vector is expressed by

where the subscript i is the sampling time index such that ai = a{iT),

bi = b(iT} and s, = s{(iT),and j = v-1. In addition T (in seconds) is the

symbol duraticn. Furthermore, a; amd bi are statistically independent

and egually likely to have any of the following possible values given by:

For a QAM signal

ai = bl = %1, * 3, ..., £ (m=1)
3.2
= 2 Ri -m+ 1 L, =0, 1, ..., {(m-1}
and for QPSK
2Tk,
i oo
a. = cos (| — + A Y sin(=) 3.3a
1 K o K
2Tk,
. i , W
b, = sin (—- + A/ sin{-) 32.3b
i - o K

where ki =0, 1, ..., (K-1) and K is the possible number of phases in QPSK
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system (also K is the possible number of points in the QAM system, and

m = log. K, see Chapter 2). Moreover, A_ is constant (either O or E) .
2 (o] K

3.2.1 Linear passband channel representation

The two elements, a, and bi' are fed separately to two Nyquist shaping

filters (Fa and Fb ) with the same transfer function characteristic.
1 1

The cutput waveforms from these two filters are used to mcedulate two
carriers at the same frequency, fc Hz, but in phase quadrature with
each other. By assuming linear modulation, the output of the two modulators

-2
are added together to form a complex-valued signal given by(l6 1}

p(t) 3.4a

]
Fepe

n
>
[

1
'—0.
|
1]

]
2]
*
=2
[
rt
®
0
W
Y
o2

where * means a convolution process, hl(t) is the complex-valued impulse
response ©of a shaping filter representing the two filters Fa and Fbl in
a complex-form, and mc = 2ch, where fc is the carrier frequincy in Hertz,
In fact, the impulse response of each of the two shaping filters separately
is real=-valued. The combined modulated signal {which represents either
QPSK or QAM Equations 3.4a and 3.4b) is normally filtered by the trans-
mitter filter, F2, to limit the radiated spectrum and is then amplified
(9.19)

by a high power amplifier (HPA) - (The HEA is assumed here to be a

distortionless amplifier which does not affect the channel characteristic,
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in any way. However, the radiated signal at the output of the transmitter

antenna is given by

x(t) = pit) * hz(t) 3.5

where h2(t) is the impulse response of the transmitter bandpass filter.
This signal is fed to the transmission path which, generally, must have a
frequency characteristic to fit the transmitted signal spectrum without
adding significant distortion or loss in the transmitted signal energy.
The £§dio transmission path, however, multiplies the signal by a factor

s =

given by

q(t) = q1(t) + jqztt) 3.6

where ql(t) and qz(t) are the real and imaginary parts of g{t) and j = v-1.

For an ideal channel Iq(t)] =1 (ql(t) = 1 and qz(t) = Q), but for time-

invariant-channel g(t) = eje, where © is constant. The behaviour and

characteristic of g(t) for the mobile radioc envircmment will be discussed
. , . Nojse _l

later in Section 3.4. A stationary white Gaussianjn(t} with a zero mean

value and two-sided power spectral density of % NO W/Hz is added to the

signal at the end of the transmission path. Hence, the signal at the input

of the receiver bandpass filter (F3) is given by

z(t) = x(t).g(t) + n(t) 3.7

The receiver bandpass filter (F3), whose impulse response is h3(t), removes
as much noise as possible, outside the signal frequency band without distorting
the signal itself. The signal at the output of the receiver filter is

coherenﬁly demodulated by two reference in phase gquadrature carriers, that have
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the same frequency (fc) and phase (¢) relative to the received signal carrier.

The outputs from the two demoulators are then lowpass filtered to remove the

high frequency components resulting from the demodulation process. The
outputs from the two lowpass filters (Fa and Fb ) are combined to give a
4 4
complex signal which is given by:
—j(e _t + ¢)
r{t) = =z(t) * h_(t) e * h, (t)
3 4
“jlw t o+ $)
= z(t) * h3(t) * h,(tle 3.8

where the h4(t) represents the complex-valued impulse response of a lowpass

filter, that resembles the filtering action of the two real-valued lowpass

-j(wct + $)

filtersF and F separately. Moreover e is the recovered

a4 P,

carrier with appropriate phase shift ¢, where ¢ is a constant for time-
invariant channels. In fact, ¢ = O + ¥ where 8 is the phase shift caused
by the transmission path and V¥ is the phase shift caused by all the filters
through which the signal is passed. Therefore Equation 3.8 can be expressed

as

rit) = s, * g(t) + v(t)

Z. s, glt - iT) + vt} 3.9

where g(t) is the overall complex-valued impulse response of the passband
channel and v(t) is the resultant complex-valued noise component in the

received signal, Furthermore, v(t) is bandlimited Gaussian noise
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with zero mean, and is given by

v(t) n(t) * h,(t) * h4(t)e-j(mct R

vl(t) +jv2(t) . 3.10

where V{Uand vz(t) are statistically independent gaussian noige

sources with zero mean and the same variance.

3.2.2 Linear baseband channel representation

The above analysis emphasizes the impulse response of the linear passband

channel that is given by

wt

g(t) = hl(t)g ¢ *(n,(t)alt))* h3(t)e'jm%t +o)

*h4(t) 3.11

Inevitably, g{t) is said to be nonlinear if one or more of the parameters

(hl(t), hz(t), qlt), h3(t) and h4(t)), including the modulator and/or the

demodulator, are nonlinear.

The baseband channel impulse response can be deduced in the same way as the
impulse response of the passband channel using Fourier transform notation.

The waveform at the output of the shaping filters (Fa and Fb ) is given, in

1 1
a complex form, by

da(t)

% s; byt -iD

*
S hl(t) 3.12

The Fourier transform of Equation 3.12 is given by (gee Appendix A) .
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D(f) = BS{f} Hl(f) 3.13
where: D(f)- > d(t)
S{Ef} . <«» s{iT)
H1(f) B hl(t)
and -« means Fourier transform pairs {(direct and inverse). This

signal is used to modulate the carrier. The modulation process, however,
represents pure translation of the signal spectrum to % fc, for linear
(2-6, 18-20)

modulation . As a result of the linear modulation, the spectrum

of the modulated signal is given by

P() = D(f - £) ' 3.14

- » (113"6) - . N
P{f) has twice the baseband bandwidth distributed about the carrier
frequency, fc' Accordingly, the transmitter filter F2 must f£it the trans-

mitted data bandwidth without distortion or loss. Hence the radiated

signal is given by
X(f) = D(f - fc) Hz(f - fc) 3.15

b

where H2(f - fc) : hz(t). For time-invariant channels, q(t) does not
affect the transmitted data spectrum. By ignoring the noise effect (the
noise will be treated separately) the received signal at the output of the

receiver bandpass filter F_ is given by

3

Z(F) = XI(f) H3(f - fc)
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= D{f - fc)Hz(f - fc)HB(f - fc) 3.16

where H;}f - fc) - -h3(t)- However, the demodulation process
shift the whole spectrum down to baseband centred about zero frequency.

The signal, that is given by Equation 3.16, is now ready for demodulation,
Consequently, in order to shift down the whole spectrum it is necessary

to replace the transmitter and receiver bandpass filters (F2 and F3) by the

corresponding equivalent lowpass filter(B). Hence Equation 3.16 becomes

z(f) = D(f)Cz(f) C3(f) 3.17

where Cz(f) and C3(f) are the transfer functions of the lowpass filters,

that are equivalent to the bandpass filters F2 amd F3 in the baseband region
respectively. Furthermore, the demodulated signal, that is given by
Equation 3.17, is lowpass filtered by the two lowpass filters Fa4 and qu
whose equivalent transfer function Hq(f), where H4(f)- — h4(t). Therefore,

the received signal spectrum, at the output of the lowpass filters, is given

by

. R(£f)

1l

Z(f) H4(f)

i

D(f)Cz(f) C3(f)H4(f) 3.18

Accordingly, by substituting the value of D(f), that is given by Equation 3.13,

into Equation 3.18, then the received signal spectrum becomes

R(f) = S(f)Hl(f)Cz(f)CB(f)H4(f) 3.19

Now, each one of the filters Hl(f), Cz(f), C3(f) and H4(f) mist agree with

(1-5)

Nyquist sampling rate for zero intersymbol-interference This implies
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that €he minimum bandwidth of each one of them is at least half the data
rate (—gi). Eventually, by taking the inverse Fourier transform and
reconsidering the ncise and the transmission path factor g{t), then the

received signal can be expressed by(lS-ZO)

r{t) si(t)*(cz(t)q(t))*cB(t)*h4(t) + u(t)

Z s, ylt=iT) + u(lt) 3.20
i7i

where u(t} is the complex-valued noise component in the received signal,

and y(t) is the linear baseband channel, which is now given by

= * * *
yi{t) hl(t) c2(t) c3(t) h4(t).q(t)

= hT(t)*hR(t) glt)

= ho(t) g(t) 3.21
where hT(t) = hl(t)*cz(t) is the overall transmitter filter

hR(t) = c3(t)*1h(t) is the overall receiver filter

and ho(t) = hT(t)*hR(t) is the baseband time-invariant channel
when ]q(tﬁ is constant or equal to unity. It is assumed throughout

this work .that all the bandpass and loﬁpass filters in the transmitter
and receiver (generally referred to as a modem) have flat frequency
responses in the passkand. The cascaded frequency response of the above
filters in the modem are assumed to satisfy Nyquist's(ﬁﬁgﬁgélo'ls—zo)for

zero intersymbol interference. The pulse shaping can yield better

performance, when it is divided equally between the transmitter and the



46

receiver(2'3'lo). Consequently, it is necessary to study the character-

istic and behaviocur of g(t} before designing the lowpass filter, whose

impulse response is equivalent to ho(t) and satisfie§ Nyquist's criterion.

It is important to impose hetrodyne principles in the modem under con-
sideration by which the modulation and demodulation taks place at
. . {9,19) , . .

relatively low frequencies - The mcdulated signal, with low carrier
frequency, is then up-converted to the required frequency at the trans-
mitter and down-converted to appropriate frequency at the receiver by

. (3-8) . ' . .
mixers . Therefore, the mixer's transfer functions are unavoidable
parts of the entire channel. The bandwidth of each mixer can be
assumed wide enough to accommodate the new passband signal without

distortion, or H {(f) = 1 over the entire passband region, where

mixer

Hmixer(f) is the transfer function of each mixer. Therefore, the
channel transfer function is not affected by the implementation of a

‘hetrodyne system according te the above assumption.

3.2.3 Noise representation

The additive noise, u(t) in Equation 3.20, can be derived by fecllowing
similar steps that were used to derive the received baseband signal
(Equation 3.20). However, in order to avoid unnecessary repetition,
it is worth drawing attention to Equation 3.10, from which the noise

component in the received signal is now given by

u(t)

]

ﬁ(t)*c3(t)*h4(t)

ﬁ(t)*hR(t) 3.22
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where n'(t) = n(t)e-j(w£+¢). Since, by assumption, n(t) is a white
Gaussian noise with zZerc mean and a two-sided power spectral density,
the shift-down of its spectrum in the frequency domain deoes not
affect its properties(l‘ll’la-zo). Consequently, the power spectral

density of u(t) is now given by

2 2
fue) | = Ny |H 1) 3.23

where U(f) and HR(f) are the Fourier transform of u{t} and hR(t)

respectively. The autocorrelation function of u(t) is given, according

(22,23, see also Appendix D)
!

to the Wiener—Khinfchine theorem by
L
2 2 3
R (1} = N j T e8] &7 as 3.24
n o 1 R
Tor

Clearly, when the transfer function of the overall receiver filter,
HR(f), is symmetric about zero freguency, It is also convenient to

assume that

1 1
1 “or §F Sap
HR(f) = o 3.25
elsewhere
which implies that
1
2T
Ru(r) = No ejwrdﬁ
_ 3+
27T
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where sinc(x} = sin(rx)/7mx. This is a real-valued gquantity which

leads to a conclusion that ul(t) and u2(t) are uncorrelated. (Appendix D).

The variance of u(t) is given by

L
2T
Gu = Ru(O) =N IH (f)[2 at
_1 R
2T
= ES 3.27
T L2

Subsequently, from Appendix D, the variance of ul(t) or uz(t) is

given by

62 =g =2 3.28
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3.3 Transmission path losses in mobile radio

The field strength in the vicinity of a mobile station varies rapidly
with the time as long as the vehicle carrying the mcbile unit is
moving. This leads to a highly ;ariable structure of the received
signal because of the existence of multipath between the transmitter
and the receiver of the microwave mobile communications. As the
vehicle carrying the mobile unit moves through the service area, the
received signal envelope, phase and/or frequency fluctuate rapidly
due to multipath propagation and interference(g_lz'19'21'72h86).

These fluctuations result in a received signal with a Rayleigh probab-
ility density(lo'll' 72_75). The multipath fading and interference
will be discussed in detai} in Sections 3.4 and 3.8 respectively.
Nevertheless, in order to understand the path losses in mobile radio

communication, the path losses in stationary microwave communication

are discussed briefly in Appendix E.

However, the path losses in mobile radio propagation are'essentially
due to terrain effects and the presence of radio-wave scatterers along
- the path within the mobile radio environment. The changes in the
propagation are caused by the variations in the contour and roughness
of the terrain(lo'll'27'72_87), including the scatterers; as a result
of reflection and diffraction. The line-of-sight condition, in

mobile radio c;mmunication, can be considered as to have been satisfied
when specular and diffuse reflectiocns are present. Also, path losses
are inversely proportional to the square of the distance separating

the transmitting and receiving antennas.
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The specular reflection occurs when radio waves encounter a smooth
interface between unlike media and the linear dimensions of the
interface are large in comparison with wavelength of the radiated
signal. This kind of reflection is analogous to the reflection
properties of mirrors as defined by Snell's law, as shown in Figures

3.2 and 3.3.

Diffuse reflection is due to scatterers that are present along the
propagation path. The diffuse reflection occurs when radio waves

fall upon a rough-textured surface of which the roughness is compatible
with the wavelength of the radiated signal. Unlike specular reflection
which follows Snell's law, the diffuse reflection scatters the energy

so that the reflected waves follow divergent paths. Furtgermore,

the field intensity of diffusely reflected radio waves is less than that
of the specularly reflected waves, since the energy is scattered along
the path over a rough surface. Therefore, it is necessary to analyze
the reflection properties of the surrounding terrain between the mobile

unit and the base station, when considering the mobile radioc environment.

Loss due to diffraction of the radioc waves occur when the propagation
path is obstructed by obstacles in the intervening terrain between the
transmitting and receving antennas. The line-of-sight conditiecn is
no longer valid, since there are variations in the terrain contour

that is obstructing the propagation path. Accordingly, the definition
of the line-of-sight conditicn is different for mobile radic from that

discussed in Appendix E for tropospherical propagation. The severity
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of signal attenuation depends on whether the obstruction extends
through the whole of the first Fresnel zecne, along the line-of-sight
path, or merely approaches the first Fresnel zone as shown in

Figure 3.4. In practice, it is always possible to select the
highest point along the propagation path as the ideal lcocation for
the base station. Even with good siting of the base station in hilly
areas, there will commonly be occasions when the mobile unit is out

of sight of the main propagation path.

Different representations of predicting the propagation path loss in
mobile radic environment for different situations are helpful in
understanding the effect of multipath phenomena on mobile radio signals.
Under these circumstances, Equation E.17 is unlikely to be valid.
However, the summing of all these effects would introduce so many
variables so that a mathematical solution would practically be too
complex. Alternatively, combined-techniques of analytical and
statistical analysis are recommended. From different measurements,

the statistical results can be obtained and analysed according to £he
criteria that are unique for a particular situation. It is then
possible to draw certain analytical conclusions based on electromagnetic
theory. The propagation-path loss method is a powerful tool that can
produce results closer to the actual path losses from that using either
analytical or statistical approaches alone(lO). A number of analytical

and statistical models are available for prediction and calculation of

the path loss in mobile radio, and it is often difficult to assess the
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real difference between them or to determine what conditions have to
44-71

be applied(lo' ). As a result, there is no absolutely complete

model, and each one requires the insertion of one or more parameters

in order to be fully applicable to the mobile radioc channel. Beside

this, some of these methods do not actually consider the fading.
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3.4 Multipath fading

The major concern in mobile radio studies is multipath fading, which
—-/""-__———-._________\__\

is a common occurrence in the mobile radioc environment. The existence

of the multipath is independent of the separation distance between

base and mobile stations. At any point, the received signal field

is made up of a number of waves with random amplitude and different

arrival angles for different locations, as shown in Figures 3.5.

The relative phases of the received waves are uniformly distributed

from =w to T. By assuming stationary scatterers and a vehicle

carrying mobile unit travelling in the direction shown with velocity v

(in miles or km per hour), then the motion introduces a Doppler shift

in each wave, that is

£ =2 cos{g ) 3.29
n A n

where )} is the wavelength of the transmitted carrier frequency, and

o is the arrival angle of the nth wave which is the angle between the
horizontal plane and the direction line of the nth incident wave on

the mobile unit. The field intensity of a vertically polarized signal

that can be seen by the mobile antenna is thus given by

N-1
E = g L op edlugttu) 3.30
r o} n
n=0
where wn = wt+ ¢n 3.31la
w = 21rfn = Bucos(un) 3.31b



54

B = — 3.31c

¢n is the random phase angle of the nth wave

and Fn is the reflection coefficient of the scatterer which reflects
the nth wave. Moreover, Eo is the field intensity of the received
signal via a direct path when the vehicle is statienary, also, wc =
21rfc where fc is the carrier frequency {If N=2, wO;{)agd-Po=l then
Equation 3.30 is identical to Equation E.15 in Appendix E, but in

mobile radio environment it is unlikely that PO = 1).

¢ , forn =0, 1, ..., N-1, are uniformly distributed from -m to +7 .

n
. (lo,11)
Furthermore, Pn' forn =0, 1, ..., N-1, are normalized such that

=1 3.32

where E(x) is expected value (Expectation) of x andIFnI is the modulus

of Fn.

. a (11,72)
Now, Ey may be considered as“narrow band random process and as
a consequence of the central limit theorem(zz), is appreoximately a

Gaussian process for large N. This implies that the mean signal

power is constant with time, whereas, in reality it undergoes slow
variations as the mobile vehicle moves a few hundreds of vards.
However, a Gaussian model gives a successful prediction of the measured
statistics of the signal, to good accuracy, in most cases over the

. . 10, -77
ranges of interest for the involved varlables( 0,11, 72 ). Nevertheless
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Equation 3.30 can be rewritten as(11'72_75)
E. = E e Y 3.33
r q
where
Eq = E0 q(t) 3.34
and
N-1
at) = [ T 3 3.35
n=0 n
Clearly Eq is complex-valued Gaussian random process. By denoting

ql(t) and q2(t) as the inphase and quadrature components of g(t)
respectively, and accordingly qu = qul(t) and qu = quz(t) are

the inphase and quadrature components of E_ respectively. Consequently,

q

E and E have zero mean and equal variance, or

q‘l qz
E(E ) =E(E ) =0 _ 3.36
4 a2
and
E(E 2) = E(E_2) = ¢ 3.37
q EY) :

where 02 is the variance of E or E . Also, E and E are
qd; qz q; 95

uncorrelated, then

E(E ) =0 3.38

E
ql q2
where E(x} is the expectation of x. As a result, ql(t) and q2(t) are

. . (10
uncorrelated with zero mean and equal variance, so )
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E(q, (£)) = Elg,(t)) =0 3.39
E(q2(t)) = E(qzz(t)) =1 3.40
E(q (t) q,(t)) =0 3.41

Since E and E are Gaussian, then each one of them has a probability

1
density of the form(lo'll'22'23)

2
1 Y/ 262
ply) = e 3.42
V2T o
q
where y is either E or Eq . The probability density of Eq is
. {(11,72-~75) 2
given by
- £/, 2
Eq Eq z 0O
o
3.43
(E) = )
P q
o E <0
q

22
( ). The Rayleigh and Gaussian

which is the Rayleigh density formula
densities are illustrated in Figqure 3.6. The distribution function of

E or E is given by

q; 95
Ply 2 Y) = f ply)dy
Y
= %[1.+ o(—] 3.44

V2 a
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where Q(x) is the error function of x (Appendix C ). Similarly

P(E 2 E) = f p(E }dE
q E q q

=3

2,2
= 1 - e_Ee /o 3.45

This is the simple model of a Rayleigh fading process. The random
process ql(t) and qz(t) defined by the above will form the basis for

the statistical analysis of the received signal throughout this study.

Throughout this discussion, the assumption was made for a mobile unit,
but while the mobile is in motion there are three possibilities which

must be considered. These are:

the complete absence of paths (including the sky wave(g)),the presence
of a single path, and the presence of many paths.

In accordance with the above possibilies, the deep fade may happen in
the absence of paths and even with presence of many paths, since the
addition of the individual waves may cancel each other. There are

situations where multipath fading phenomena exist to give the same

result as in Equation 3.30. These situations are(lo):-
i} Where the mobile unit and nearby scatterers are stationary
ii) where the mobile unit is stationary while the nearby scatterers

are moving (passing cars and trucks)

iii) where the mobile and nearby scatterers are all moving.
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It is only in the first situation that q(t}, in Equation 3.35, is
constant as long as the mobile unit and nearby scatterers are

stationary.
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3.5 Rayleigh fading simulators

A large number of radio-propagaticn models deal with prediction of
the amplitude and phase of a received signal throughout a mobile

el(lo'll'72—82' 84'85'88-98). All of these models are based

chann
on the analyses of the statistics of the faded signal due to the effect
of multipath. Furthermore, these models are classified in either
software(lo'11'72—82'88-97), hardware(10'11'81_85'94"98) or a combin-~
ation of hardware and software, The software simulator can be
represented according to Egquation 3.35, with predetermined conditions
concerning its parameters(lo). While, in a hardware simulator, ql(t)
and q2(t) are generated from two separate white Gaussian noise
generators according to the conditions given by Equations 3.39 to
3.41, vhere ql(t) and q2(t) are the inphase and quadrature components
of g{t), in Equation 3.35, respectively. Furthermore{ the field
measurement results agree very well with the results obtained from
the hardware simulator(81'82’84’85'94_96), therefore the hardware
simulator is recommended throughout this work, and will be called
the Rayleigh simulator in the followi;g chapters for simplicity.
Figure 3.7 shows the Rayleigh multipath fading (hardware)} simulator
{(RMFS) which consists of two white Gaussian noise generators (WGNG),
two variable - lowpass filters (VLPF) and two balanced mixers (BM).
The selection of the cutoff frequency of the lowpass filter depends
on the Doppler frequency, which is [fgl = %y and depends consequently
on the speed of the vehicle, v, where A is the carrier wavelength and

(lo-12)

Ifbl is the absolute value of fD “(see also Egquation 3.29).
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The ocutput of the simulator represents the envliope and phase of a
Rayleigh faded signal, and the impulse respcnse of the channel is

modified by the simulator cutput as in Equation 3.21.
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3.5.1 Design of Rayleigh Fading Simulator

Since it is difficult to achieve variable lowpass filters in computer
simulation tests, it is worth while to assume that the mobile unit
vehicle moves with speed v = 75 miles/hr. and the frequency of the
radiated carrier is 9S00 MH=z. This leads to a constant Doppler

frequency, fD’ cf 100 Hz, where lfD[ =

| <

and ) is the carrier frequency

wavelength.

The white Gaussian noise generators,that are shown in Figure 3.7, generate
the noise components nl(t) and'nz(t) that are random process with zero

mean, Gaussian probability functions and equal variance, thus

ql(t) nl(t)*hB(t) 3.46a

qz(t) n2(t)*hB(t) 3.46b

where hB(t) is the impulse response of the required lowpass filters,

and * means a convolution process. Also nl(t) and nz(t) are to be
independent (uncorrelated) in order to satisfy the conditions of
Equations 3.39+3.41. Therefore, ql(t) and qz(t) have the same properties
of nl(t) and nz(t) so each must process a zero mean, Gaussian probability
density function and equal variance. Of course, the variance of nl(t)
and nz(t) may differ from the variance of ql(t) and q2(t) because of

the filtering process. Since the power spectra of ql(t) and qz(t)

are Gaussian shaped with the same root-mean-square (rms) frequency,

as illustrated in Figure 3.8, then(18,99)
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2 2
|Q{f)[ = |Qz(f)| = exp(-

where Ql(f) and Q2(f) are the spectra of ql(t) and q2(t) respectively
and frms is the root mean square value of the maximum input signals

(n) (£) and n,(t)) frequency, which is defined by (100)

_ fading
frms 1.475 3.48
The frequency spread, fsp' introduced by each of ql(t) and qz(t) into

the carrier signal waveform is given by

£ = 2f = 1.356 x fading rate 3.49
sp rms

Note that the term fD used in sunsequent chapters refers to

frequency spread, fsp.

This means that 1 Hz of frequency spread corresponds to 44.25 fades
per minute. Let the transfer function of each of the lowpass filters
be HB(f) and let hB(t) be the inverse Fourier transform of HB(f) then

HB(f) and hB(f) can be given by(18,99,101)

f2
HB(f) = exp(—-——j?—ﬁ 3.50a
4 f
rms
2
1 t
hp(t) === exp (- —5—) 3.50b
Yew tl it 1
where tl = E:%g——— . So, the output from the two filters (ql(t) and
rms

q2(t)) satisfy the required properties. From Equation 3.47 the cutoff

(3 aB) frequency of each filter is
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5

£, = frms { -22n(0.5) )

1.17741 £ = 0.588B705 f 3.51
rms sp

where fn(.} is the Natural Logarithm. The filter characterized by

the above may be approximted by a 5th order Bessel filter{la'loz).
The transfer function of the Bessel filter is given by(103-105)
Bo
HL (s} = I 3.52
k
! B s
k=0

where

Bk - L_é2L—k). 3.83

2 kI(L-k}!
and L is the order of the filter. In this case I, = 5 for Sth'order
Bessel filter, thus
7 iQﬁr
H_{(s) = \§5;> 3.54
¢ > @H@s + 42082 + 1055 + 15 st +

.The poles of Hs(s) are

Pl = -3.64674 3.55a

= + .
Py,3 " -3.35196 = j1.74266 3.55b
= -2.32467%33.57103 3.55¢

LAY
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where j = v-1 . To calculate the cut-off frequency of the SFh order
Bessel filter, let s = jf in Egquation 3.54. Then 93 is calculated,

when H5(j93) = 0.707 (3 dB), as

93 = 2.4274 rad/sec 3.56

By nermalizing the cutoff frequency of Hs(s) {given in Equation 3.54)
to 1 Hz, so that it is possible to change the cutoff frequency to any

required wvalue, thus

Wa 27rf3
cf = a;' = 3 4274 = 2,58844 f3 3.57
where f3 is the required cutoff frequency. However, from Equation 3,51,
the cutoff frequency is f3 = 58.8705 Hz when f = 10QHz, therefore
Ce = 152.383. The values of the poles are now given by
* p—
or
p; = =-555.7 3.58a
p! . = -510.7 Ty265.55 3.58b
2,3
Pa,5 = -354.24 *3544.16 3.58¢

The required filter must be implemented digitally in order to be used
in computer simulation tests. The transfer function of this filter

Hs(z) in z-domain is obtained by applying the invariant-impulse response
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103~
design method( ?3 1a7) to the filter transfer function Hs(s) in

s—-domain, then

_ _o©
HS(Z) = 3.59

where a_ and b2+ for 2= 0 to 4, are the coefficients of the filter.

L 1’

:glg_coeﬁggg;ents are obtained by assuming a sampling rate of 250

samples/second for the original waveform. The difference equation of

this filter is given by(103‘107)

4

= 1 Dr kg T Pes1 9p,k-g-1’ 3.60

ql
Lk =0

where I is either 1 or 2, n and q; K are the kth values of the
1]

I,k
sampled input and output Gaussian process signals respectively, such that

i 1
nI(kT } and qI,k

noy = qi(kT'), where T' is the sampling period.
o

a, and b for ¢ = 0 to 4 are the filter coefficient as is evident

£ 2+1°
from Egquation 3.59. Table 3.1 shows the values of the lowpass filter

coefficients, a, and b2+1 for £ = 0 to 4. The filter can,practically,

be implemented as shown in Figure 3.9 (see Appendix B} where

4
Mk = Prx bl Pain Yrpega 3.61
L=0
and
4
@ = ¥ a,u 3.62
I,k 2 V1,k-2 |
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3.6 Time-invariant channel

The impulse response of the baseband channel as seen from Equations

3.20 and 3.21 consists of two parameters hO(t) and q(t). The term

g{t) has been introduced in Section 3.5 which has a Rayleigh probability
density function, and represents the random change in the envelope and
phase of the received signal. However, hO(t), formed by the linear
modulator, linear demodulator and the transmitter and receiver filters
{Equation 3.21), will be gtudied in this section, for unfaded channels

(when Jg(t)| = 1).

The data rate that can be transmitted over a channel with a bandwidth

of B Hz is 2B symbols/second(l'3'4'108'109). This is called the

Nyquist rate, and is obviously related to the Nyguist sampling theorem(los).
As mentioned above, all the transmitter and receiver filters are-
‘considered as parts of this channel. Also, the channel is wvery much
affected by the transmission path(log) (see also Sections 3.4 and 3.5).
Therefore, the system filtering action and the effect of the transmission
path cause the pulses that are to be transmitted on this channel, to
spread out as they traverse the system and overlap into the adjacent
pulse time slots. The signal overlapping into the adjacent time slot
may, if it is too strong, result in an erroneous decision at the
receiver. This phencmenon of pulse overlap is termed intersymbol
interference. In order to minimize this interference the transmission
bandwidth may be widened as much as desired. This is unnecessarily

wasteful of the spectrum, and if carried too far, may introduce

excessive noise into the system. Instead, the transmitter and receiver



filters must be compromisingly designed with as small @ we..

possible such as to eliminate the interference and minimizeh:;;ﬁ;;;;;“‘"“*m
effects. Obviocusly, the best waveshape is the signal that is

maximum at the decision instant and zero at all other adjacent sampling
points. This ideally provides zero intersymbol interference.

However, there are practical difficulties with this particular wave-

shape, which include;

i) The ideal channel is physically unrealisable, and very difficult
to approximate in practice because of the sharp cutoff in its amplitude

spectrum at the cutoff frequency.

ii) Precise synchronisation is essential when such waveshapes
are used. If the timing, at the receiver, differs somewhat from the
exact synchronisation, then zero intersymbol interference is no longer

obtained.

To overcome the above two difficulties, it is possible to derive from
the ideal form the related channel with controllable levels of inter-

. {3,109) X , , X
symbol interference . Besides, in this channel a higher trans-
mission rate over a given bandwidth is permitted. The resultant

. . {1,9,109) .
channel is known as a partial-response channel . This channel
is much simpler to obtain in practice and the effect of timing jitter

. 1 . .

may be minimized by careful de51gn( ). The intersymbol interference
introduced by this channel can be compensated for by either suitable

signal coding at the transmitter or appropriate detection process at

the receiver. However, two models of channels are going to be
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introduced hereinafter with a rectangular and raised-cosine spectra,

3,1
that can be approximated by using Fourier transfc:rms(l 09).

The attenuation, A(dB), and group-delay, t1, characteristics for an
ideal rectangular channel, as shown in Figqures 3.10 and 3.11 respect-

ively, can be given, over the range of frequencies of interest, by

A = -20 log, . |H_(£)] aB 3.63
_ 1 de(f)
T - orTar seconds 3.64

where Ho(f) is the Fourier transform of ho(t), 8{f) is the phase of
H,(f) and [x] is the modulus of x. H (f) can be calculated by
substituting the values of A and 1, that can be measured from the
graph of Figures 3.10 and 3.11, into Equations 3.63 and 3.64. The
calculated Ho(f) = ']HO(f)[ exp(je(f)) is shifted down to the baseband

frequency centred about zerc Hz, giving the result shown in Figure 3.12.

(3,109,110} that it is

Alternatively, it has been shown elsewhere
convenient to assume the same transfer function for the transmitter
and receiver filters in order to minimize the effect of noise and
intersymbol-interference. Hence

J¥{£)

B (£) = H(f) = la(F) |e 3.65

where HT(f) and HR(f) are the transfer function of the transmitter
and receiver filters respectively. But when lq(t)[ = 1 in Equation

3.21 then
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H =
c)(f) HT(f)HR(f)
= |a(f)l2ej2w(f)
= | B (08D
(o}
Therefore
L
la(sy| = [Ho(f)|
1

W) = E-G(f)

However, for a rectangular shaped transfer function, let

1 I B < f<B

al(f) =

elsewhere
then the resultant channel transfer function is given by

1 e;e(f)

H (f) =
o]

-B < f < B

elsewhere

3.66a

3.66b

3.66¢c

3.67a

3.67b

3.68

3.69

where B is the baseband bandwidth. However Ho(f) may be obtained

either from Equations 3.63 and 3.64 or from Equation 3.69 and is

shown in Figure 3.12. Likewise, for the raised-cosine function

that is shown in Figure 3.13, it is possible to assume
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cos(% £T) ejw(f) ' -2B < £ < 2B

a(f) = 3.70
Lo elsewhere

The transfer function of the channel is given by

je ()

%(l + cos (7wfT) e -2B < £ ¢ 2B

Ho(f)= 3.71

o elsewhere

where B, as before, is the baseband bandwidth, and T is the sampling

pericd. Also T = %E-for a Nyquist channel. Both o(f) and Ho(f)

are an even function of f in both cases.

The impulse response qgmqpannel h (t) is obtained by applying the

. —— O(

—

inverse Fourier transform to Ho(f), whilst the sampled impulse
response of the channel is obtained by applying a discrete Fourier

transform (DFT} or fast Fourier transform (FFT) (19’103~107).

The baseband bandwidth is assumed to be 4800 Hz which implies a
transmitting symbol rate of 9600 symbels/second. The spectrum of
Ho(f) is samples over N samples as shown in Figure 3.14. fs in
Figure 3.14, is the sampling frequency ¢f the periodic response,

Ho(f), which may be given by

3.72

B for rectangular
£ =12.5x [
s

2B for raised-cosine

(1-8, 99, 103-109)

to satisfy the Nyquist sampling theorem The

discrete sequence of the periodic response Ho(f) and the corresponding

sampled impulse response sequence are linked by the Fourier pair as

folllows: -
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N-1
H = § h ey form  0,1,...,N-1 3.73
m n
n=0
1 o 27y
h = = H e forn = 0,1,...,N-1 3.74
n N m
m=
fs
where Hm = HO(mF), F = rrallt hn is the sampled impulse response of

Ho(f), and j = v-1. Tables3.2 and 3.3 show the complex-valued
samples of Ho(f) when N = 32, for rectangular and raised cosine

spectra, respectively. The sampled impulse response of Ho(f) is

truncated by using a Hamming window(lOB_los) which is given by

aln) = 0.54 + 0.46 cos(-z-g-r}-) forn =0, 1, ..., @ 3.75

where L is a constant integer. The resulting sequence of the channel

transfer function is given by the z-transform,

_ -1 -L+1
Ho(z) = ho + hl z T+ ... hL—l z .

The roots of this polynomial are required to be inside the unit circle

of the z-plane for minimum phase response(l’log). Therefore it is

necessary to investigate the roots of the polynomial, and if one or more

’

roots are found outside the unit-circle of the z-plane they must be
. . . (109} |
replaced by the reciprocal of their complex conjugates in order

to achieve the condition of the minimum phase response. The available

computer program (see Appendix K) ' that calculates the roots of the
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N

given polynomial,, looks for the roots cutside the unit circle and
modifies the polynomial by replacing the roots that are outside the

unit circle by the reciprocal of their complex conjugates. Tables 3.4
and 3.5 show the roots of Equation 3.76 and their coefficients {hn} after
modification for rectangular and raised-cosine shaped channels.

Finally, the sampled impulse response sequence of the nonfaded channel

is defined by

h, .l 3.77

H =[ ho hl R O X

o

which is a complex-valued seguence.
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3.7 A faded digital channel

The assumed data transmission system is shown in Fig. 3.1. The data
symbols {si} are taken to be statistically independent, and equally
likely to have values as defined by Equations 3.1. These symbols are
used to medulate two carriers in phase gquadrature to each other and the
modulated signal, which is now either QPSK or QAM, is filtered by the
transmitter filter to limit the radiated spectrum. The resulting signal
is transmitted over a mobile radio channel which is subjected to Rayleigh
fading due to multipath effect. The assumed noise is a white Gaussian
noise with zero mean and frequency independent power spectral density
which is added to the signal at the output of the transmission link,

At the receiving equipment, the spectrum of the received signal is
shifted back to the baseband by a process of linear coherent demodulation.
The received signal, which is now either QPSK or QAM, is being first
filtered to remove as much noise as possible without unduly distorting
the data. The reference carriers used for demodulation are adaptively
adjusted to the same instantaneous frequency as the received signal
carrier, thus eliminating the random frequency offset of the Dop@ler
shift caused by the movement of the mobile units (Section 3.4). This
leads to the conclusion that the receiver bandpass filter bandwidth must
be made as wide as 2(B + fﬁm) centred about the carrier frequency of

the transmitted signal in order to pass the randomly offset signal without

{(86)

distortion , where B is the baseband bandwidth and fDm is the maximum

expected Doppler shift. The demodulation process cannot remove the
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time-varying distortion (fading) introduced by the mobile radio channel..

The demodulated signal as given by Equation 3.20 is sampled once per
received signal symbol at time instant {iT} to give received samples {r;}

which are complex-valued, thus

i,

where {si} is the data sequence and u; is the sampled bandlimited wave-

form of the white Gaussian noise with zero mean and two sided power

1

spectral density of >

NO. The real and imaginary parts of r, corres-—
pond. to the components received over the inphase and quadrature channels

respectively. The sampled impulse response of the Rayleigh faded base-

band channel is given at time t = iT by

o= [ Yy o¥y,p e yi'L_l] 3.79

The sequence Yi is complex-valued formed by the linear modulator, trans-
mitter filter, mobile radio link (which consists of mutlipath), receiver
filter and linear demodulator. From Equation 3.21 the sequence Yi may be

given by
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where Ho is the segquence of the nonfaded linear baseband channel,
that has been given by Equation 3.77, and Qi is(LxL)diagonal matrix of

the sequence {qi} which can be obtained from Equation 3.60 or 3.62

by linear or ideal lowpass filter interpolation(a’ls), because of the
sampling difference. Hence
[ a3 0 0 ... O )
0 q. O .o 0
9, = i-1 3.81
o 0 q i, - o)
e) 0 o) vt 9y
- SR . - j = V-1 .
where 9 qJ,i 3 qe'l and j 1

Since q£ K in Eqguation 3.60 or 3.62 where I = 1 or 2 and k is the
r
sampling time index of q£ K’ is sampled at a rate of 250 samples/second,
I
while the received signal is sampled at data {symbol) rate which is 9600

samples/second, there are about M data samples between two adjacent

samples of q£ K’ where M is the nearest integer given by M = ggga = 38.

The linear interpolation, however, is performed by connecting each of

the two adjacent points of q£ . (such as q£ . and q£ , l)bY a straight
r ' ’ -

line as illustrated in Fiqure 3.15. This line is sampled to give the

sequence of the required {qi}. such that

+ 1A : 3.82

’
91,1 © 9,k I,k

where

L] B L}
Lk - g9,y MM
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o

I is either 1 or 2, k is sampling time index of q; X
r

and i is the

sampling time index of the received signal. Alternatively, d; ; can
’

be given, as a result of ideal lowpass filter interpolation, by

1 i-1l-m{M-1) P!
= i - b 3.84
qui =D qI Lk+m sinc ( M-1 )
where 1I,k,i are as in Equation 3.82, M = 38 and sinc(x) = 555%35)_

Figures 3.1 and 3.17 show the waveform of the real and imaginary

parts of qi that are qi’i and q2,i’ respectively, when D = 3 and 7.
These waveforms were obtained from computer simulation tests for linear
and ideal lowpass filter interpolations. The test shows insignificant
difference between the two types of interpolations. Therefore linear
interpolation is recommended to be uszed here, since it requires less
execution time in computer simulations than the corresponding ideal

‘lowpass filter interpolation.
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3.8 Co-channel and Adjacent-channel Interference

The ideas behind fregquency planning is effectively to utilize the total
frequency band allocated for mobile radio communications. This imposes
the use of the same spectrum in some other close service areas (or cells)
under a technique of frequency reuse. The facteor which limits the
frequency reuse is Co-channel Interference(9_11'19’112_122). Therefore,
the co-channel interference depends on the separating distance between
the cells using the same frequency range. Moreover, the co-channel

(112)

interference exists even for reasonable separating distance

mobile radio environment.

The channels that occupy the frequency range adjacent to the wanted
channel spectrum may interfere with wanted signal resulting in Adjacent-
channel Interference(9-11’19’43’113*117’123_129). Also, there is a
necessity to increase the cell capacity, but at the same time the
adjacent-channel interference has to be kept within desirable limits
which requires to separate adjacent channels by a reasonable frequency
difference under the concept of channel spacing(125T127'129'l30).
Therefore, the adjacent-channel interference depends on the channel
spacing in the frequency domain and on the filtering techniques where
the deep cutoff results in less interference. Also, adjacent-channel

interference can occur even with reascnably large frequency spacing

(fi = 30 kHz) in a mobile radic system.

The effect of both cochannel and adjacent channel interferences can

be reduced, and consequently higher capacity may be achieved, by
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(19,113-120,125—136). The coding

applying space diversity and/or coding
is beyond the scope of this study, whereas space diversity will be

considered further in Chapter 7.

However, with cochannel interference it is possible to assume that the
interfering signal is given b§10'11’113’116)

i® - pc_:_“_‘)ej(mct + &c(t) +8_)
where ¢c(t) is the phase due to modulaticn, GC is the phase difference
between the required signal and the interfering signal, g;t) is the
envelope of the interfering signal which is complex-valued, w, = 2ﬂfc,
fC is the carrier frequency. Since the interfering signal ic(t) is
unknown, has random process with zero mean, and occupies the whole
spectrum as the spectrum occupied by the wanted signal, therefore it

can be treated as noise(9_11’19'43'112-130).

Similarly, in adjacent channel inteference, the interfering signal is

assumed to be

ej((mC + wi)t + ¢a(t) + ea)

ia(t) a(t)

ej(mct + ¢a(t) + Ba)

pa(t) 3.86

where pa(t) = a(t)e Jwit, a(t) is the envelope of the interfering signal,

w, = vai, fi is the channel spacing (in Hz), ¢a(t) is the phase due to
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modulation, Ba is the phse diference between the wanted signal and the
interfering signal, w, = 2ﬂfc, and fc is the carrier frequency. Hence,
Equation 3.86 is identical to Equation 3.85 and both the co-channel
and the adjacent channel interferences, have the same properties.
Consequently they can be treated as Gaussian noise with zero mean and
flat power spectral density over the whole frequency band of interest
(9_11’112_125), for the above reason. Therefore, the cochannel and

adjacent-channel interferences will be considered as.noise in the

computer simulation tests implicitly.
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L az bg+l

o) ~ 0.9590 0.7502

1 -0.5740 -0.6302

2 0.3620 0.2844

3 -0.1054 -0.0654
4 0.0131 6.24x107°

Table 3.1 The coefficients of the 5th order

Bessel lowpass digital filter
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! frequency

Hz

real part

imaginary part

: 0.
' 375.
| 750.
: 1125.
I 1500.
i 1875,
: 2250.
| 2625,
: 3000.
' 3375.
: 3750.
i 4125.
i 4500.
' Lug75.
: 5250.
| 5625.
i 6000.
i 6375.
‘ 6750.
H 7125,
: 7500.
' 7875.
' 8250.
i 8625.
g 3000,
| 9375.
| 5750.
: 10125,
v 10500.
. 10875,
¢ 11625,
. 12000.

COO0OO0OCO0OOD00COCOO0O0O0O0CO0O0O0COC VOO COO0QO0O

1.0000000000000
.9927088740290
.9709418171517
.9350162420757
.BB5US602u5878
.82298386U2657
.7485107458907
.6631226552377
.5680647429576
.U6U723167U763
. 35U604BB16835
.2393156581661
1205366734277
.0000000000000
,0000000000000
.0000000000000
, 0000000000000
.0000000000000
.0000000000000
.0000000000000
.1205366734277
.2393156581661
. 3546048816335
4647231674763
.5680647429576
6631226552377
. 7485107458907
.8229838642657
. 8854560245878
.9350162u20757
9709418171557
.9927088740290

eReloNoNoRoReNoNoNoNoloReNoNoNoNoNoNoNoNoloNaleRoReNoReNoReNe)

0.0000000000000
0.12053668082u43
0.2393156654005
0.3546048886503
0.46L47231740738
0.5680647490896
0.6631226608149
0.7485107508316
0.8223838684983
0. 8854560280504
0.9350162u447178
0.9709418189349
0.99270887uU9271
€. 0000000000000
0.0000G0Q000000
0.0000000000000
0. 0000000000000
0.0000000000000
©.00000C0000000
0. 0000000000000
0.99270887u9271
0.9709418189349
0.93501624u47178
0.38354560280504
0.8229838684983
0.7L485107508316
0.66312266081u49
0.5680647490896
0.4647231740738
0.3516048886503
0.2393156654005
0.1205366808243

Table 3.2 Frequency response samples of a rectangular

shaped channel
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i frequency | real part \  imaginary part |
1 Hz ' H :
: 0.0 1 1.0000000000000 | 0,G000000000000 |
i 750.0 v 0.9782857160406 | 0.1187853923686 |
: 1500.0 v 0.9153340493365 | 0.2256095815539 |
i 2250.0 1 0.8174429734258 | 0.3100152291752 |
1 3000.0 v 0.6942261867978 | ©.3643580122502 |
: 3750.0 v 0.5574089800U405 | 0.3847516411146 |
: 4500.0 } 0.4193668706126 | 0,3715266302120 |
H 5250.0 i 0.2915960232u56 | 0.3291438719143 |
: 6000.0 i 0.1833131020387 | 0.26557u48798575 |
: 6750.0 ¢ 0.10036515754380 | 0.1912298331082 |
‘ 7500.0 v 0.0u45896568470 | 0.1175732643623
: 8250.0 1 0.,0137060826037 | 0.05560776u45554 |
| 3000.0 1 0.0017512881333 | 0.,0144231562312 |
' 9750.0 v 0.0000000000000 | 0.0000000000C00 |
v 10500.0 v 0.00000000000GC | 0.0000000000000 |
. 11250.0 1 0.0000000000000 | 0Q.00000000C0000C |
¢ 12000.0 v 0.0000000000000 : ©,0000000000000 |
v 12750.0 . 0.000000000000C | 0,0000000000000
. 13500.0 i 0,0000000000000 | Q.0000000000000 |
i 14250.0 i 0.0000000000000 | 0,0000000000000 |
v 15000.0 P 0.0017512881333 | 0.0144231%562312 |
¢ 15750.0 : 0.0137060826037 | 0.055607764555Y |
v 16500.0 i 0.0U45896568470 1 0.1175723643623
. 17250.0 ¢ 0.1003651575490 | 0.1912298331082 |
v 18000.0 + 0.1833131020387 | 0.265357u8738575 |
y 18750.0 i 0.2915960232456 1 0.3291438719143
V' 19500.0 ¢ 0.4193668706126 |+ 0.3715266302120 |
v 20250.0 | 0.5574089800405 | 0.3847516411146 |
i 21000.0 v 0.,69U2261867978 1 0.36u43580122502
i 21750.0 v 0.817442973uU258 | 0.3100152291752 |
v 22500.0 v 0.9153340u493365 | 0.2256095315539
¢ 24000.0 v 0.9782857160U406 | 0.1187853923686

Table 3.3 Frequency response samples of a raised-cosine

channel
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Rectangular results

Polynomial order 3
Coefficients of polynomial
Real part Imaginary part

0.516624E+00 0.485374E+00
0.221125E+00 -0.493380E-02
-0.963370E-02 -0.104515E+00
-0.356200E-03 0.595200E-02

Roots of polynomial
Real part Imag{nary part Modulus

0.578382E-01 0.737297E-03 0.578H429E-01
0.200u452E+00 0.226371E+0Q0 0.302365E+00
-0.u80870E+00 -0.8u4231E-02 0.480944E+0C

1

The polynomial after modification

Real part Imaginary part
0.100000E+01 0.000000E+0QO
0.222579E+00 -0.218666E+00

-0.110860E+00 -0.981492E-01
0.538306E-02 0.6U46351E-02

Table 3.4 Root test result for a rectangular shaped
channel impulse response
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Raised-Cosine results

Polynomial order 3

Coefficients of polynomial

Real part  Imaginary part
0.3484837E+00 D,171787E+00Q
0.208211E+00 0.598284E-01
0.365648E-01 -0.250927E-01
0.140800Q0E-03 -0,369750E-02

Roots of polynomial
Real part Imaginary part Modulus

0.240616E-01 O0.1U43450E+00 0.145454E+00
-0.125027E+00 C.673627E-01 C.142019E+00
-0.452025E+00 -0.108827E+00 0.4649U1E+00

The polynomial after modification

Real part Imaginary part
.100000E+01 0.00000Q0E+Q0Q
.592991E+0Q0 -0.101986E+00
.559095E-01 -0.100619E+00
.395242E-02 -0.875349E-02

[oNeReNe

Table 3.5 Root test result for a raised-cosine shaped
channel impulse response
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Fig. 3.5 Multipath phenomena in mobile radio communication
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Fig. 3.7 Rayleigh multipath fading simulator
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Fig. 3.8 Spectrum of ql(t) and qz(t)
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Fig. 3.9

The 5th order Bessel digital lowpass filter used
in RMFS
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Fig. 3.10 Attenuation characteristic for an ideal channel
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Fig. 3.11 Group-delay characteristic for an ideal channel
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Fig. 3.12 An ideal channel transfer function with rectangular

shape and linear phase

-28

Fig. 3.13 A raised-cosine shaped channel with linear phase
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Fig. 3.17 Comparison of linear and ideal lowpass

filter interpolation when D = 7.
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4. DATA DETECTION

4.1 Introduction

Spectrum utilisation is very important in cellular mobile radio, therefore
it is necessary to transmit signal elements at a rate not significantly
below the Nyquist rate for the given channel in order to achieve the best
available tolerance to additive white Gaussian noise. Under this condition

(1,3,5,109) in the demodulated and

there is always intersymbol interference
sampled data signal at the receiver. In fact, the intersymbol interference
can be reduced by using wider bandwidth, but this leads to a wasteful
spectrum, besides, more noise will pass through to the detector. However,
cancellation of the intersymbcl interference can be achieved by a technique
called channel equalisation(109'147-150). Since the transfer function

of a linear equaliser is equal to the inverse of the channel transfer
function(l’log’l47), only nenlinear equaliser is presented here., Because

" the channel transfer function may have a zero wvalue, when the channel is
subjected to a deep fade, which is most likely in mobile radioc communications,
and subsequently the transfer function of the linear equaliser would tend

to infinité, However, the nonlinear equaliser can be protected against
divergence in such circumstances in the way described hef;. The nonlinear
channel equaliser is conventicnally implemented as a linear feedforward
transversal filter fed f{om the output of a nonlinear threshold level

{109,147

detector , that is why it is called the nonlinear equalizer,

However, a better tolerance to additive noise can be achieved through

the application of a maximum likelihood detector instead of the nonlinear
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L 137-147
equaliser and the threshold level detector(lo9 137-1 '152). Unfortunately,

the maximum likelihood detector is very complicated and requires an
extremely large number of operations and excessively large storage, even

(137-142,152,165)

with less severe intersymbol interference Alternatively,

a simpler but somewhat less effective detector, known as near-maximum

likelihood detector(lSILlGS), can be used.

Nevertheless, in most of the recent years research, where a near maximum
likelihood detector is very widely employed(lSl_lSS' 159_165), a channel,
which is time-invariant or otherwise very slowly varying with time, is
éssumed and computer simulation tests have shown that advantages of 3 dB
or more can be achieved over the application of conventional nonlinear
equalisers(l48—155' 157_164). Furthermore, under the conditions of a
time-invariant channel, the near maximum likelihood detector is much less
seriously affected (than the conventional nonlinear equaliser), by the

use of a suboptimum carrier synchronisation technique and imperfections in
channel estimation, even when a poor channel is used(lsa). Moreover, the
increase in equipment complexity of a modem (modulator-demodulator) using
a near-maximum likelihood detector over the corresponding modem using a
nonlinear equaliser is not very significant and surprisingly small(lss).
Finally, the performance of synchronisation equipments (carrier phase
contrel and channel estimator) are not too much affected by the delay

required by the detection process of the near maximum likelihood detector,

when the channel is very slowly varying with time.

The situation in mobile radic is, however, quite different, since the

channel is rapidly varying with the time and hence the synchronisation
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equipment will be much affected by the delay required by a near maximum

likelihood detector. Therefore, it is necessary to use less dispersive

channel and consequently less delay is required by the near maximum likeli-

hood detector, or otherwise to use other means by which the delay can be
{137,147,161)

reduced such as an adaptive filter . Only the former method

is investigated, here.

The aim of this chapter is to study the performance of different multi-
level signals in a mobile radic environment. Four signals' are studied

here; 1l6-level QAM, 8-level PSK, 4-level QAM and QPSK (see Chapter 2),

by employing both nonlinear equalisers and near maximum likelihood detectors.
The investigations of the detection processes have been performed under the
assumption of coherent demodulation and correct channel estimation, and

the model used here is based on the model described in Chapter 3, which

is shown in Figure 4.1. The effect of Rayleigh fading is investigated

on the individual systems under different fading rates in the presence

- of white Gaussian noise. The tests themselves were performed by extensive

use of computer simulation methods {(Appendix K).



o8

4.2 Basic Assumptions

The model of the mobile channel (based on the model descrined in Chapter 3,
Figure 3.1} is shown in Figqure 4.1. The information to be transmitted
is a sequence of binary digits {ai} . Where

ai = QOorl 4.1
The bit rate and the corresponding multilevel signals for the signals
designated as Sl' Sy 33 and S4 are shown in Table 4.1. {ai} are statistic-

ally independent and equally likely to have either binary values given in

Equation 4.1, Also{ai} are mapped by a suitable mapping technigque as shown in

Figure 4.2, to generate a sequence of data symbols {si} that are given by

s, = a, +j b, 4.2
i i i
where j = v-1 . The values of a; and bi are given in Table 4.2 for each
- individual system. These values are obtained by assuming the same error

rate performance(S), for the multilevel signals.

It is assumed that si =0 for i ¢ 0, so that si ig the ith transmitted data
symbol. Also, for i > 0O, the {si} are statistically independent and
equally likely to have any of their possible values given by Equation 4.2.
The basic structure of the modulator.and demodulator has been described
briefly in Chapter 2. The signals transmitted over the inphase channel

of the system are represented by real-valued gquantities, and the signals
transmitted over the quadrature channel by imaginary-valued quantities,

to give a resultant complex-valued baseband signal at both the input and
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output of the transmission path, as shown in Figure 4.1. The lowpass
filter and linear modulator at the transmitter, the transmission path
{(which is represented here by a multipath Rayleigh fading simulator (MRFS),
as discussed in Chapter 3 for mobile radio communications}, and the linear
demodulator with lowpass filter at the receiver together form a linear
baseband channel (Figure 4.1). The complex-valued impulse response of
the channel, y{t), has a finite duration for practical pruposes. Also,

y(t) is time variant with a Rayleigh distribution function such that

y{t — mT) # y{t - nT) 4.3

where both y(t - mT) and y{(t - nT) are time shifted versions of y(t) for
any integers m # n. The relationship between the resultant linear base-

band channel and the passband channel is considered in Chapter 3.

It is assumed that the interfering noise, including co-channel interference
and adjacent channel interference introduced duriﬁg the transmission is
statationary white Gaussian noise, which is added to the data signal at

the output of the transmission path, to give a complex-valued baseband
noise waveform w(t) at the output of the receiver filter (Chapter 3).

The resulting waveform at the output of this filter is, therefore, the

complex~valued baseband signal

r(t) = J s, y{t - iT) + w(t) 4.4
i 1 .

The received waveform, r(t), has a bandwidth extending from -B to +B,
where B = 4800 Hz, and is sampled once per data symbol at time instants

t = iT, to give the received samples
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L-1
) 4.
i peo i-tTie Ty >
where r, = r(iT), vy. 9 =Y (iT} and w, = w(iT). The sampling rate is,
i i, L i

of course, close to the Nyquist rate, which is 9600 samples/second. The
real and imaginary parts of the noise components {wi} in thermceived sample
{ri} are statistically independent Gaussian random variables with zero

mean and have the same variance.

The sampled impulse response of the linear baseband channel (Figure 4.1)

is given by the L-component row vector (Equation 3.79)

Y =

i [yi,O ’ Yi’l . r y

i,L-1!
where {yi} for £ = O to L~l, are complex-valued time variant quantities
’

exhibiting a Rayleigh distribution function, that is given by (Equation 3.80)

H (see Egquation 3.77) is the sampled impulse response of the unfaded
o ' —

channel, that is given by the L-component row vector

Hy = [hhy, oo by )] 4.8

which are complex-valued and formed from the linear modulator, transmitter
filter, linear demodulator and receiver filter, by assuming a perfect
transmission path {(Chapter 3). Qi is an (LxL} diagonal matrix that is

given by {(Equaticn 3.81)
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qi o . o]
&) qi—l' o
Q, = 4.9
‘ 0
© © Y pn

The real and imaginary parts of {qi} are statistically independent zero
mean Gaussian random variables with equal variance, and are obtained by
linear interpolation from the original waveform because of the difference
between the sampling frequency used for the original waveform and data

symbol rate (Chapter 3). Hence,

v, = h qi-l for =0 to L-1 4.10

Ho has been derived from an ideal lowpass filter transfer function by
using a Fourier approximation and is arranged . in such a way so that hO =1,
The z-transform of the sampled impulse response of the linear non-faded

baseband channel is given by

H(z) = h +h,z +... +h_ .z 4.11
o o

All the roots (zeros) of Ho(z) are chosen, here, to be inside the unit

circle of the z-plane, therefore, no adaptive filter is required to minimize

phase distortion(log’IGI). Consequently, the z-transform of the fading

channel is given by

Yi(z) = Yi,o + v z + ...+ y 4.12

il i,L-1
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which might have roots outside the unit circle of the z-plane due to the
_

effect of fading at some time during the transmission. However, no

attempt has been made here to replace the roots that lie outside the unit

circle by the complex conjugate of their reciptorcals, as that has been

done elsewhere(log’lGl)

; in order to minimize the phase distortion.
Coherent demodulation and correct estimation of Yi are assumed here.
The delay in the transmission over the baseband channel other than that

involved in the time dispersion cof the received signal is, for convenience,

neglected so Y, ¢ = 0 for <0 and £ > L-1,
r
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4.3 Neon-linear Equalizer (NLEQ)

The detector which uses a non-linear equalizer is called a decision- ~
feedback-detector or decision-directed-cancellation of intersymbol inter-
ference. The name "non-linear" comes from the insertion of a non—lineaa

detector in the feedback path of the equalizer(log' 147)

,as shown in
Figure 4.3. However, the received sample that is given by Equation 4.5

can be rewritten as

L-1
r, = + .13
i SiViot L Sig¥i v 4
=1
L-1
where s, VY, is the wanted signal, z s, Y. is intersymbol-intexference,
1 1,0 _g_':l 1—2. l;g
and w, is the noise component. It is assumed that the receiver has

complete prior knowledge of sampled impulse response of the channel
(Equation 4.6), but it does not know anything about either the sequence
_ {si} actually transmitted, nor the value of W, . It does, however, know

all possible values of S

Figure 4.3 shows the conventional way of implementing the non-linear

(109'147). The signal at the output of the filter is subttacted

equalizer
from the corresponding received sample at the output of the multplier to

give an input signal tec the detector. The intersymbol-interference is

removed from the detector input signal by quantized feedback correction.

However, in a mobile radio environment, the channel is time varying with
a Rayleigh distribution function. So, Yi o might have zero value when
’

the received signal is subjected to a deep fade. Accordingly, each
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component of the sampled impulse response of the channel might have a
zero value at the same time; this is why a linear equalizer is not
recommended for use, since the transfer function is equal to the inverse

of the channel transfer function(109'147).

However,  the non-linear equalizer can be realized as shown in Figure 4.4,
in which a comparator with -40 dB threshold is introduced in the system as
a guard controller. When.the absolute value of yi,O decrease beyond

-40 dB, the comparator injects in a signal with -40 dB. The short term
fading may last for up to five data symbol periods through which the result
of wrong decision is most likely and consequently, the probability of error
will be high. Nevertheless, the taps gain of linear-feedforward filters

have the same values as Yi for ¢=1,2, ..., L-1, as shown in Figure 4.5.

il’

The signals shown are those at time instants t = iT, and s{ can have all

the possible values of si. The detector input signal is given by

d, = -z, ! 4,
i (r, - z;) /yi'o 14
' = i : ' = —d

where yi'o yi’o or, otherwise., Yi,o (-40 dB)

L-1
= '
and z; z si—lyi,ﬂ 4.15

2=1 )

is the output signal from transversal filter. si is the detected value

of s - It is assumed that the {si_g} for £=1,2, ..., L-1, have been

correctly detected so that s!

i = 5. for each value of L. Then zi is

i-%

equal to the intersymbol interference in X and hence
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-_— L) + 1
di s! Wi/Yi,o 4.16

where si is the wanted signal and wi/yi is the noise component.

Mol
Therefore, the nonlinear equalizer removes the intersymbol interference
without changing the signal-to-noise ratio(log’l47). Now the detector
compares di with the appropriate level or levels depending upon which type
of signal is being transmitted. If si is correctly detected, then the

receiver knows z; which will be used to cancel the intersymbel inter-

+1

ference from the X at time instant t = (i+1)T to give

= ' '
d; 41 Siv1 T Yi1/Yi41 0 4.17

It is clear that so long as the received signal-elements are correctly
detected, their intersymbeol interference in the following elements is

eliminated and consequently the channel lis correctly equalized.

To start the process of non-linear equalisation, a known sequence of

more than L {si} is transmitted and the intersymbcol interference introduced
by the received signal-elements is cancelled automatically, without the
detection of the corresponding {si} . The channel is now correctly
equalized, and the receiver is ready to detect the following signal elements
by cancelling the intersymbol interference and using a threshold level
detectorr An alternative method of implementing the non-linear equalizer
will be referred to in Section 4.5, which deals with near-maximum likelihood

detectors.
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4.4 Viterbi--Algorithm Detector (VAD)

Let Rg' Sg and Wg be the g-components row vectors whose ith components

are ri, si and W respectively, for i=l, 2, ..., g. Alsc, let Xg' Zg and
Ug be the g-components row vectors whose ith components are X 24 and ui
respectively, for i=1, 2, ..., g, where xi can have any one of the K

possible value of s, and z; is given by

z, = ) x, .V, 4.18

Consequently, ui is the possible value of ws satisfying

r. = z, + u, 4,19

Sg is equally likely to have any of-its kI possible values and Xg is the

maximum likelihood sequence that minimizes |Ug|2,which is given by

2 2 2
R e T T R IugF 4.20

where Iuil is the absolute value of u, -

The receiver, which uses a VAD, holds in its memory K maximum-likelihood
: . L .. ; . ;

vectors {Xi} corresponding to the K different possible combinations of
.eer xg, bearing in mind that g>>L. The receiver also

stores with each stored vector Xg the corresponding value of |Ug[2 that

Xg_a ‘l"l’ xg_2+21

satisfies Equation 4.20. The true maximum-likelihood vector Xg is the one
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' 2
of the stored vectors {Xq} for which lUgl is minimum(136'137’156).

On the receipt of the sample r each of the stored vectors {Xg} forms

g+l’
a cormeon part of K vectors {xg+l}' which have been obtained by expansion
of each of thestored vectors {xg}. Furthermore, each of the {xg+l} that
are originated from the corresponding {Xg} , have different possible values

' 2
of x . Then each value of ]U is calculated as

g+l g+l|

2 2 . 2
|Ug+11 = lUg[ +|(rg+l. zg+1”

) 2
using the appropriate stored value of |Ug] .

L R .
The VAD now selects the K~ vectors {xg+l} that are associated with the

2
smallest value of |Ug+l| , from all KL possible combinations of vectors
of xg—L+2, xg—L+3' e ny xg+1, and stores them together with the value of
2
IUg+l|h' One of the vectors is the true maximum-likelihood vector Xg+l'

The process continues in this way.

Of course, no decision can take place on the value of S, when all {si}
are detected simultanecusly from Rg, until the whole message has been
received. Practically, as much delay as possible is introduced before an

effective decision is made on the value of any of si and Sg n+l is now

detected as the value of xg-n+l in the true maximum-likelihood seguence

. s 2 .
Xg, that is associated with the minimum IUg . where n is a large enough

152
integer such as n>>3L( ). When the receiver detects the signal element

it does not reconsider the values of x , X ..., and so on.

Sg-n+1’ g-n’ “g-n-1'
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. . . . L
Hence in this case, the receiver stores the corresponding K n-component

vectors {Qg} instead of storing K" g-component vectors {Xg} (152'156), where

Qg = [xq—n+1 xg_n+2 ..... xg] 4.22

so that Qg is formed from the last n components of the corresponding Xg

Clearly, the receiver keeps in its memory KL n-component vectors{ Q& and
KL values{IUglz}and performs KL+l squaring operations in order to detect
each of the received signal elements. The terms {xg~lyg,£} that are
involved in the evaluation of {|Ug]2} and, consequently; the selection of
the {Qg} ; have already been determined and kept in the store. The

sampled impulse response of the channel must, of course, be updated
regularly, which further increases complexity. Also, when L>>1, both

the amount of storage required and the number of operations per received
signal-element become excessively larxge. Alternatively, various technigques

(151,163) have recently been

" known as near-maximum-likelihood techniques
developed for considerably reducing the number of operations, as well
as the amount of storage involved in the detection process. Two of these

methods of near-maximum-likelihood detection will be discussed here and

applied to the four multilevel signals introduced earlier.
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4.5 Near Maximum Likelihcod Detectors

This section deals with detection processes using near maximum likelihood
detectors, that are designated as D1, D2 and D3. These detectors are

arranged such that:-

i) Detector Dl is employed with signals 51 and S4, and the corresponding

systems are abbreviated as S1Dl and $4Dl, respectively.

ii) Detector D2 is employed with signal S4 and the corresponding system

is abbreviated as S4D2,

iii) Detector D3 is employed with signals S2 and S3 and the corresponding

systems are abbreviated as S2D3 and S3D3, respectively.

The detector D3 resembled detector D1l in its operations, but it deals with
the phase factor of the maximum likelihood vector as well as with the

vectors themselves.

4.5.1 Detector D1

Just prior to the receipt of the sample rg, the detector holds in its

store m different n-component vectors {Qg—l} , where

ee X ] 4.23

0 = g1

g-1 kg—n-l xg-n

and'xi can take on any of K possible values of si, where K = 4 for signal
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51 and K = 16 for signal S4. Moreover, it is assumed here that n 2 L.

Each vector, Q is formed by the last n-component of the corresponding

g-1’

{g~-1) —-component vector

X = [x, x e . . . X ] 4.24

which represents a possible received sequence of the data-symbols {si}

Associated with each vector Xg—l' is the corresponding |Ug|2  which is

called hereinafter the "cost" associated with Xg-l' such that
g-1
) 2
lu _112 - L |, | 4.25
9 i=1
where
g, = - 4.
Y3 Ty T % 26
L-1
2= L %Y, 4.27
=0
xi =0 for i £ 0 and |ui| is the absolute value (modulus) of u, . ]Ug_l|2

is also taken to be the cost of the corresponding vector Qg—l' Under the
assumed conditions and for the given received sequence of {ri} . it can

be shown that the sequence X that associated with the smallest cost

g-1’
[2), is the more likely to be correct, over all the

} (151-155, 157-165)

{the walue of ]U
g-1

combinations of the possible value of {xi
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On the receipt of rg, each of the m stored vectors {Qg—l} is expanded into

K (n+l-component vector {Pg} , where

, :
P = [x b4 cee X ] 4.28
gf g g-n-l g-n " g

The first n-component of the mK vectors {Pg} , that are derived from the

corresponding m vectors {Qg_l}, are as in the original Qg-l and the last

component.xg takes on the K different values, as given in Table 4.2 and

shown in Figure 4.2a and 4.2b forsignals S1 and S4 respectively. The cost

of each vector Pg is calculated as(lSG)

+ |y - = 4.29

From the mK wvectors {Pg}, originating from m vectors {Qg l} with the

smallest costs, the detector selects the vector Pg with smallest cost |Ug|2

and takes the value of the first component xg_n_l of this vector as the

detected value, sé of the data symbol s Alsc, from the remaining

-n-1' g-n-1"

(mK-1} vectors {Pg}, the detector next selects (m-1) vectors,{ P% , with

the next successive smallest cost {|Ug|2} to give a total of m selected

vectors {Pg}' Of course, no vector is selected more than once in order
to ensure that no two or more of them can subsequently become the same.

A1l the non-selected vectors {Pg} are now discarded, and the first

component, Xy of each of the remaining m vectors {Pg}(including

-n-1'

that with the most smallest cost) 1s omitted, to give the corresponding

m n-component vectors {Qg}.
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The detector has a total of m n-component vectors, which are stored
2
together with their costs{]Ugl } and is ready, on the receipt of the

received sample r to repeat the procedure just described.

g+l'

To start off transmission, a known sequence of length more than n must
be sent from which the detector generates m n-component vectors, {QO}.
Accordingly, m different n-component vectors, {Qo}, have been assumed to
start up the procdure, one of them is the most likely to be correct with
!2

zero cost ( IUO = 0) and the remaining (m-1) vectors, {QO} ; with very

high cost values.
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4.5.2 Detector D2

This detector is a development of detector D1, with double expansion
technique applied in $ignal 84, to give an arrangement involving less

storage and a smaller number of operations per received sample(155’16o).

On the receipt of Ty each of the m different n-component vectors {Qg-l}
is expanded into 4m (27+l)-component vectors {Pg}' The fist n-components
of the four {Pg}, that are derived from any one of Qg-l’ are as in the
original {Qg—l} and the last component Xg takes on the four different

{155,160)

values *2tj , where j = V-1 . The cost of each vector Pg is

now evaluated as
+ r -z 4.30

where zg is obtained according tec Equation 4.27. From the 4m vectors
{Pg} , originating from the m vectors{anl}with the smallest costs, the
detector selects m vectors {Pg} with the smallest costs, °q and different
values of the last component, xg. The detector next expands each of the
selected m vectors {Pg} into four {Pg}, whose first n components are
again as in the original vector Qg—l’ and to the given value of the last
component xg (which is now one of the four values +2+3j2) the detector
adds the four different values *1%j. The cost of each of the expanded

vectors is evaluated as
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xg can now have any of the 16 different possible values of sg. The
detector next selects one of the 4m vectors {Pg} with the smallest cost

|Ug[2 and takes the value of the first component, xg of this vector

-n-1’'

—n-1’ of the data symbel Sg—n-l'

the remaining (4m-1) vectors {Pg} , the detector selects (m-1) vectors

as the detected value, sé Alsc, from
. . 2 .
{Pg} with the next successive smallest costs {IUg| } to give a total of
m selected vectors, {Pg}. Of course, no vector is selected more than
once to prevent merging (becoming the same). All the non-selected vectors

are now discarded, and the first component x of each of the remaining

-n-1
{selected) m vectors {Pg} {including that with the most smallest cost}

is omitted, to give the corresponding m different n-component vectors {Qg}.
The detector stores these vectors together with their costs {lUglz} and

is ready to detect the following samples. The initialisation procedure

is identical to that discussed for detector D1.
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4.5.3 Detector D3

This detector, which is employed with the PSK signals S$2 and S3, is
identical to detector Dl and similar assumptions may be used. Since in
signals S2 and 53, the information is carried by the phase angle of
received signal, the data symbol and phase factor {(which is defined in
The

Chapter 2) will be treated here as a one to one correspondence.

arrangement of the detector is as follows:-

Just prior to the receipt of the sample rg, the detector stores in its

memory (store) m different n-component
defined according to Egquation 4.23 and

factor sequence.

vectors {Qg—l}’ each one of them is

is corresponding to a phase

Q =
g-1 [®5-n-1 ®q-n ~°° %g-1] 4.32
where ¢i can take on any of K possible values of k, that are given by
ki = 0, 1, ..., K-1 4.33
(see also Chapter 2}. The value of xi , for each vector, is given
by(5)
2m¢, o 2Ty
X3 = Alcos(— oA o+ ] sind ot AD 4.34
Hence Xi can take any one of the possible values of si such as
2Tk, 2T k,
= by + 9 i + A .3
s; A{cos( X + O) j sin({ X o)) 4.35
™ .
when K = 4, A = ¥3 = 1.414 and lo = g for signal $2, and when K = 8,
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A = 2.613 ko = 0 for signal S3 (see also Table 4.2). As in detector
D1, each vector is formed by the last n components of the corresponding

{(g-1) ~component vector X {(that is also defined by Equaticon 4.24), which

g-1

is corresponding to a phase factor sequence

= [4’1 ¢2 e b ] 4,36

g-1 g-1

On the receipt of rg, each of the m stored vectors {Qg—l} ; Whose

corresponding phase factors are Qg is expanded into K (n+l)-component

-1

vectors {Pg}, where each one of them corresponds to a phase factor sequence

¥ = 1¢

g g-n-1 9 cee 9] 4.37

g-n g
The first n-components of the mK vectors, that are derived from the

corresponding m vectors {Q . }, are as in the original and the last-

g-1
component is Xy whose phase factor, ¢g’ takes on K different values.
The cost of each vector Pg is evaluated according to Equation 4.29, bearing

in mind now all xg are calculated according to Equation 4.34, at i = g.

Also, z, is calculated according to Eguation 4.27.

From the mK vectors, {Pg} , originating from m vectors., {Qg_l}, with the
smallest costs, the detector selects the vector Pg with the smallest cost,
lUg ﬁ% and takes the value of the first component, xg—n-l’ whose phase

factor is ¢g— as the detected data symbol from which the received

n-1"'

information is regenerated. Also, from the remaining (mK-1) vectors, {Pg},

the detector next selects (m-1l) vectors, {Pg}, with the next smallest
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2 .
costs, {|Ug‘ }, to give a total of m selected vectors, {Pg}. No vector
is selected more than conce, and all of the non-selected vectors are

discarded. The first component x with the corresponding phase

-n-1
factor of each of the remaining m vectors,{Pg}, {including that with the
smallest cost) are omitted to give the corresponding m n-component vectors
{0 }. The detector now stores these vectors together with their costs,

g

2 . .
{lUgl }, and is ready to detect the next received sample. The start

of transmission procedure is identical to that of detector DI1.

211 of the above near maximum likelihood detectors (D1, D2 and D3) become
nenlinear equalisers when m = 1 and n = O, where m is the number of

stored vectors n is the required delay.
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4.6 Computer Simulation Tests and Results

Computer simulation tests have been carried out on the different arrange-
ments described here, to compare bhetween different systems in a mobile radio
environment in the presence of a white Gaussian noise. Any adjacent channel
interferénce and co-channel interference are assumed to be included in the
white Gaussian noise functicon (for more detail see Chapter 3). The two
channels used here are derived from an ideal filter transfer function with
rectangﬁlér and raised-cosine shapes by Fourier approximation methods.
(Chapter 3)}. The two channels are subjected to Rayleigh fading, as discussed

earlier.

Before generating the data sequence, two Gaussian random variables,

(qi,N and q'Z,N) with zero mean and the same variance, are generated and
lowpass filtered by a 5th order Bessel digital filter in order to use them
in the Rayleigh fading simulator (Figure 3.7, Chapter 3), which is the
representation of the transmission path. The variance of these two
variables are chosen such that the average signal power at the output of
the transmission path is equal to its average input power when a very long
sequence (say about 50000 symbols) is used for such tests. Also, these
two variables are sampled at a rate of 250 samples/s while the input signal
frequency (Doppler frequency) fD is selected to be 100, 75, 50 and 25 Hz.
The received signal, Figure 4.1, is sampled once per data symbol that is
2600 symbol/s. Since the difference between the two sampliné frequencies

(250 and 9600) is large, the values of {qi =qy,;*t3eq i} are obtained

from the original two variables qi N and qé N’ just described (see also
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Chapter 3), by linear interpolation, where ql,i and qz'i are the real

and imaginary part of q; j o= /:I, and qi,N and qé'N are the real and
imaginary parts of the complex-valued sequence q& obtained from the output
of the lowpass filters, used in the Rayleigh fading simulator. A group
of data symbols sequences are incorporated in-between two adjacent
variables, q& and q&+l, in the form of a block, as shown in Figure 4.6.

Each block contains a sequence of [sl, s , SI] which must be

PEEERREE

initialised by a sequence [s_ s cee SQ] where I = 38 (=9600/250)

ntl’ “-n+2’

and n is the maximum delay required by the corresponding detector, and
L £n <38. L is the number of components of the sampled impulse response
of the channel, in Equation 4.6. However, at the end of each block

v + : ' . ' :
qN+l is shifted down to replace Ay and the new sample g N2 is created to

! At the same time the sequence [s., s is shifted

replace qN+l. 1 or e sI]

down such that the last n-components are used to replace [s_ s y e

n+l’ “-n+2

sO] which will be used to initialize the new sequence. The shifting

procedure takes place as s_ = , for 2 =0, 1, ..., n-1. Furthermore,

5

L I-2

a new symbol sequence is generated, by mapping the bit-information to he
transmitted using a suitable mapping technique ( Section 4.2), to replace

the o0ld sequence [sl, s P SI], and the test completed in this way

2!’
for each value of signal to noise ratio (SNR).
In order to calculate the signal to noise ratio, the average signal and

noise powers are calculated as followss:-

Average signal power,

1
P = =
s K

II.MW

2
RN 2.38

1
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and average noise power (from Equation 4.5)

where K = 50000 and |x| is the modulus of x. Therefore, the signal to

noise ratio is given by

SNR = 10 log, (P /p ) dB 4.40

while the bit error rate is given by

BER = — ‘ 4.41

where Be is the number of error bits in the received signal and Bt is
the total number of transmitted bits. The received bit-information is
obtained by mapping back the detected symbols by the same mapping technique

used at the transmitter (Section 4.2, Chapter 2).

The nonlinear equaliser and near-maximum likelihood detectors are tested
according to the algorithms described here, for different multilevel signals
in a mobile radio environment. Alsc, the number of vectors m, used in

the near maximum.-likelihood detectors, has been chosen as 4, because when

m = 1 the near-maximum likelihood becomes a nonlinear equaliser and for

m > 4 the improvement, of near-maximum likelihood over the nonlinear

equaliser in a less dispersive channel, becomes insignificant.

The computer simulation programs are listed in Appendix K.
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The computer simulation test results are shown in Figqures 4.7 to

420 . Figure 4.7 shows the comparison between the four signals
(4-level QAM and QPSK, 8-level PSK and l6-leval QAM) where a nonlinear
equaliser and near maximum likelihcod detector used in perfect and
nonfaded channel conditions (idle channel condition), and with channel-r
{rectangular shaped channel). The abbreviations used refer to the
systems described in Section 4.3 and 4.5, with more details when

the nonlinear equaliser is used. . Differential coding ié used in 4-

and 8-level PSK signals, Since the channel used is derived from

an ideal lowpass filter, the enhancements of near-maximum likelihood

upen the nonlinear equaliser are 0.5 dB in 4-level QAM and PSK, 0.8 dB

in 8-level PSK and 1 4B in lé-level QAM.

Figures 4.8 and 4.9 show the performances of the 4-level QAM, with
51D1 and NLEQ systems, where the channel is subjected to Rayleigh
fading with different fading rates. In these two figures and in the
following figures the abbreviations, C = r and C = rc refer to
rectangular and raised-cosine shaped channels, respectively. Also,

fD refers to the Doppler frequency, in Hz.

The same procedure has been followed to test the other systems under
Rayleigh fading conditions with different fading rates, and the

results are shown as follows:-

i) For 4-level .PSK in Figures 4.10 and 4.11
ii} For 8-level PSK in Figures 4.12 and 4.13

iii) For 16-level QAM in Figures 4.14 and 4.15.
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Table 4.3 lists the advantages of using the near maximum likelihood
detector over the nonlinear equaliser, for the two channels

{rectangular and raised-cosine).

Figures 4.16 and 4.17 compare between different systems under Rayleigh
fading conditions when fD = 100 Hz for the twoc channels, rectangular
and raised-cosine shaped, respectively. The performances of S4D1

and S4D2 in ideal channel conditions are identical, as shown in

Figure 4.7. Whereas under Rayleigh fading conditions, system $S4D2
degrades, in comparison with 54D1, by 1 dB when a rectangular shaped
channel is used (C=r) and by 1.5 dB when raised-cosine shaped channel
is used (C=rc), (comparison made at a bit error rate of 10—4) , as

shown in Figures 4.14 to 4.17.

Since the aim of this chapter is to study the performances of different
systems in a mobile radio environment, differential coding has not bheen
used in Figures 4.8 to 4.17. But, it is possible to use differ-

ential coding and an identical performance can be obtained. However,
in order to avoid unnecessary repetition, the tests carried out in
Figures 4.16 and 4.17 have been only repeated with differential coding
as shown in Figures 4.18 and 4.19. The differential coding has been
described in detail in Chapter 2. Figure 4.20 compares between systems
S1D1, S$2D3, S3D3, S4D1 and S$S4D2 with and without differential coding

under the same fading rate (fD = 100 Hz) when the rectangular shaped
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channel is used. In Figure 4.20 DIF=0 refers to the condition when
the differential coding is not uséd whereas DIF=1 when the differential
coding is employed. As is evident from Figure 4.20, the differential
coding degrades the performances of the systems by 4 dB when compared
at a bit error rate of 10-4. Also, from Figures 4.16 to 4.19, it is

possible to conclude that the detector employing a nonlinear equaliser

degrades by 4 dB with differential coding.

In the nonlinear egualiser, a threshold level detector is used in the
system employing QAM signal throughout the above tests, whilst with

the system employing PSK signal, a tan_l(.) function is used to detect
the received signal phase and to compare it with all possible phases of

the correspending signal, Figure 4.2c and d.

This chapter leads to the following conclusions:-

i) As expected, there is no advantage in using near-maximum likelihood
over nonlinear equaliser over an ideal (distortionless) channél.
But as the distortion becomes more prominent, the near-maximum
likelihood ' .detector has better performance over the nonlinear
equaliser. Since the assumed channels are less dispersive with
minimum distortion, use of near maximum likelihood detectors are
not expected to give improved performance over the nonlinear

equaliser.

ii) Under the assumed Rayleigh fading conditions, the performances
of all systems studied here degrades by 20 dB in comparison with

nonfading conditions.



iii)

iv)

v)
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Only the near-maximum likelihood detectors are recommended

to be used with the systems employing l6-level QAM signal
while both the near-maximum likelihood and nonlinear equaliser
detectors can be used with 4-level PSK, QAM and 8-level PSK

signals.

The near-maximum likelihood detector with the double expansion
technique is deteriorated by the Rayleigh fading in comparison

to the single expansion technique.

Differential coding is essential in carrier-recovery techniques
in order to avoid phase ambiguity. However, the differential
coding causes a degradation of 4 dB in the corresponding system
performances. It may be mentioned hére that with no
differential coding there is a likelihood cof interchange of

inphase and quadrature channels creating more complications.
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i 1 Bit rate Symbol rate - modulation signal
signa bit/s bauds scheme levels
s 15200 2600 QAM 4

s, 19200 2600 PSK
S, 28800 9600 PSK 8
5, 38400 9600 OAM 16

Table 4.1 The different signals used, and the relationships

between information rate, symbecl rate and signal

levels.
, modulation
signal a, b,

1 i scheme
sy + 1 1 QAM
S2 1 1 PSK

+
53 s 2.613! 0 I
+ 1.847 | + 1.847 : PSK

o | £ 2.613 |

S, +1, *3 +l, *3 QAM

Table 4.2 The possible values cof ai, bi for given signals
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Rectangular shaped

Raised-cosine

System channel shaped channel
dB dB
S1D1 0.5 1.0
S2b3 0.5 1.0
53D3 0.4 0.6
S4pi indefinite indefinite
54D2

Table 4.3 The enhancements, in 4B, of using near maximum

likelihood cover the nonlinear equaliser under

Rayleigh fading conditions for the given channels.
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Detec tor —n |

LTF —

Fig. 4.3 Conventiconal implementation of a nonlinear

equalizer. LTF = Linear Transversal Filser
Comparator
17,5
.I,
-40dB
s’
+ Detector -
-+
LTF -

Fig. 4.4 Modified nonlinear equaliser of Figure 4.3

for mobile radio application, LTF = Linear

Transversal Filter
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Fig. 4.5 Detail of nonlinear equaliser of Figure 4.4

where b is a delay element of one symbol period

-
>-n 051 %2 il o1
‘————-——— > - — s = /
’/
-
- ’o’
- -
- -
” -’
o' ”
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- -
' P - '

Fig. 4.6 Data arrangement as block for computer simulation
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Fig. 4.7 Comparison of different systems performances under
idle channel condition.
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fading rate ;C=r
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Fig. 4.9 Performances of the S1D1 and NLEQ for different
fading rate ; when C=rc.
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fading rate ; when C=rc.



Bit Error Rate

138

0.14

Legend
S4D1fD=100
5402 10=100
NLEQ 1D=100
540110575 _
§4D32 {0275

i1 1 1 1

XD

i

§402 fD=50,
NLEQ $D=50_
S4D1 fD=2%
S4D2 fD=25
NLEQ fD=23

0.01

HO+-OD$ XK

0.00M

P13l

0.00001
10

Fig. 4.14 Performances of the S4D1, S4D2 and NLEQ for
different fading rate ; when C=r.



Bit Error Rate

139

Legend
S401fpwi00
$4p2 10100
NLEQ 1D=109
34D110D=75

HLEQ D=8y |
$4D11D=25
S4D2 1025
HLEQ.tsZA.

HCFOBS XEIRIXTS
8

0.0001+

b 1 11

0.00001 : , , st ,
10 20 30 40 50 60

Fig. 4.15 Performances of the S4D1, S4D2 and NLEQ for
different fading rate ; C=rc.



140

0.19 Legend
4 /A S1D1{1D=100
X 4=Ps QAM NLEQ fD=100 _
O s203 tp=100 e
BJ 4-lsvels PSK NLEQ fD=100
. X s$3034D=100 _ . _.____
\\‘\\‘ 3 BA-levels PSK NLEQ fD=100
'\%x @ $4D1{D=100
$4D2 1D=10
W\ @ sz o0
) ] \ O 16-Ps QAM NLEQ fD=100
-— \ vy = = = = - =
5 RN
m L3
| -
o
| -
Lt
=
o
0.0014
3
]
]
0.00014
0.00001 T T | T ]
10 20 30 40 50 60

SNR dB

Fig. 4.16 Comparison between different systems performances
under Rayleigh fading conditions with fD=100 Hz ;
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Fig. 4.18 Comparison between different systems performances
with differential coding under Rayleigh fading
conditions ; fD=100 Hz, when C=r
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5. CARRIER SYNCHRONISATION

5.1 Introduction

Chapter 4 has dealt with data detection techniques, using the
assumption of coherent demodulation. Coherent demodulation requires
the successful regeneration of a reference carrier with a phase and
frequency closely matching that of the data carrying signal, which

is the objective of this Chapter.

Unfortunately, it is difficult to simulate a modulated radio frequency
signal as a software program, since it needs a very high sampling rate
{higher than the carrier frequency). Of course; a simulation with
such a high sampling frequency cannot be achieved in the allowable
execution time by the computer. For example, a signal with a carrier
frequency, as assumed, of 900 MHz requires a sampling freguency of at
least 2 x 9 x 108 = 18 x 108 c/s and, subsequently, if the calculation
time of each cycle is 1 usec, then half an hour will be necessary to
access the system function for only one symbol duration. One attempt,
at normalized radio frequency, is performed in Section 5.5, where a
binary PSK {Phase-Shift-Keyed, see also Chapter 2} signal is employed.
This simulation, as well, requires an incredibly long execution time.
Moreover, the two systems CRS1 and CRS2 (Carrier Recovery Systrem 1
and 2) discussed in Section 5.5 fail under conditicon of Rayleigh fading
and require the followng techniques to enable them to operate under

such conditions:-
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i) Differential coding (encading/decoding)

i1i) Space diversity

Whether these systems are under fading or non-fading conditions,
differential coding is essential in order to reduce the phase ambiguity
{2,5,12, Chapter 2)
in the recovered carrier . = ) . Neither differential
coding nor high signal-to-noise ratic (high power signal) can remove
the fading effect from the received signal in a mobile radio environ-
ment. However, this problem can be resolved by the use of space
diversity, where the signals from two antennas can be used to correct
the phase of each other. Also, the variance of the phase jitter
of CRS1 and CRS2 has not been measured, since it is difficult to
calculate 6(t) from a signal of.the form {a(t) cos(6(t)} unless a(t)
is known. The only tests carried out on these two systems was to
measure the bit error rate with variations of signal to noise ratio.

This measurement is deferred to Chapter 8, since the problems concerning

the space diversity 1is introduced in Chapter 7.

The carrier synchronisation is successfully carried out in a baseband
region by the use of a digital phaselocked loop, DPLL. This DPLL was
designed by using some of the rules employed in designing the feedback
digital control system that are presented in Appendix H. This method
offers an opportunity to use any digital filter as a loop filter,
while the available DPLL techniques in the literature are restricted

to only one type of filter(l?l—184,198, 199, Appendix G)_
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The designed DPLL has been tested in the form of first, second and
third order systems with application of Butterworth and Chebyshev
digital filters, under nonfading and Rayleigh fading conditions for

an unmodulated carrier.

The DPLL design depends on careful selection and implementation of
the phase detector, PD, which plays an important part of the whole
system. Two types of PD, namely hard limiter/discriminator and

tanlock are used and their characteristics are demonstrated.

A data aided DPLL is accomplished here, by also applying the same DPLL
introduced in the case of unmodulated carrier, as a carrier recovery
system for a modulatéd signal. This system is tested under different
fading rates with the use of a tanlock - PD only. The prementioned
systems degrade severely with the delay, when employed with near maximum
likelihood detection schemes since these schemes introduce a delay in

detection of the data symbols [Chapter 4].

The performance of the DPLL, that has been used here, is investigated
in the mobile radio environment, where the channel is subjected to
Rayleigh fading under noisy conditons, by extensive computer simulation

tests.
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5.2 Digital Phase Locked Loop {(DPLL)

In Appendix H a feedback digital contrel system has been designed and

its stability has been investigated, whereas this chapter shows the

way of employing it as a digital phase locked loop (DPLL). Likewise,
the phase locked loop (in both categories, analcgue and digital) is,

in general, a feedback system which compares the inherent phase of

the cutput signal with the phase of the incoming signal and generates

an error signal with which it can control its output signal. The‘method,
which is about to be introduced here, is straightforward and gives more
freedom in selecting the loop filter. This filter plays an important
part in the system and defines system characteristics, while the DPLL
(171-183,198,199;

technigque in the literature uses only one type of filter

as that introduced in Appendix G.

5.2.1 Digital Phase Locked Loop Transfer Function

o
(17 ’199), the conventional digital PLL

As in the case of analogue PLL
consists of a phase detector (PD), loop filter (LF) and voltage controlled
oscillator (VCO), as shown in Figure 5.1. An additicnal delay element,

whose significance will be discussed later, is also included in the

feedback path.

The tracking performance of the digital (as well as analogue) PLL is
based on the assumption that the phase error is sufficiently small, and
the phase detector (PD) has a linear characteristic in the range of its

operation(l7o’198).



149

By assuming that the sampled input signal has a sampled phase Bi = 0(iT)
and the sampled output signal has a sampled phase ¢i = ¢(iT), then the PD

output is given by

n = 8 _ ¢ 5.1
i Ka 4 i/i_l)

where ni = n(iT) and ¢i is the predicted value of the output signal

/iz1

sampled phase ¢ at time t = iT from the information received at time

t = {(i-1T. Kd is constant and is called the phase detector gain

factor.

The output sequence from the locop filter (LF) is a function of the

error measurement sequence [ni, cee ] and, perhaps, of the

n. .
i-1’ i-n

past values of the filter ocutput seguence [51_ 1.

P A
1 i-2 i-m
where m » n (for physical realisability of the filter) and both are

intergers. This can be written mathematically as

§ = n,,n : .
BNy i-n i-1" i-2’

In fact, there are many possible ways by which the m+n+l values of

the right hand side can be combined to form 51. It is more interesting

if the right hand side can be combined to form a linear difference

equation such as

8 = (0 _Nn,+& p +
i oL ] i-1 n i-n

I
[y’
=]

~

3

[
I
~
i

5}

0w

~
=2

N
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were {g and are the loop filter coefficients, that are time-invariant
k By

and independent of each other.

The voltage controlled oscillator (VCO) is to determine the phase (and/or
frequency) from the measured error signal and the past values of the
output signal phase. The VCO can be regarded as a digital integrator.

However, the output signal phase can be given by

where KO is the gain factor of the VCO. The above algorithm is in the
form of linear difference equations. Therefore, the complete gystem can

be represented by a z-domain transfer function.

Since the transfer functions of the LF and VCO are considered to have

unigue and unavoidable parts of the closed loop transfer function, then

the predicter transfer function must also have such a relationship. The
transfer function of the predictor should not have an adverse effect either
on stability or on the system bandwidth, Furthermore, the entire system's
transfer function may become nonlinear if the predictor's transfer function
itself is non-linear. In order to avoid this complexity, implicit and
simple prediction is assumed. Therefore, the transfer function of the

predictor is considered as , which is represented by a delay element

z

in the feedback path of the closed loop. Hence, ¢i/ in Equation 5.1
i-1

and consequently Equation 5.1 can be transformed to:-

becomes ¢i—l

n(z) = K (8(z) - 27t b2 5.5
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The transfer function of the VCO can be determined from Equation 5.4 as:-

K

_ $(z) _ %
G(z) = %T;T = 71 5.6

Now, let the transfer function of the LF be F(z) (see Figure 5.1), then

the output from the filter is given by

§(z}

n

n{z)F(z)

Ky (9(z) - 27 $(2))F(2) 5.7

The phase of the cutput signal is obtained from Equations 5.6 and 5.7

as follows:-

§(z)G(z)

$(z)

K (0(z) - 2 L 4(2) ) F(2) G (2) 5.8

Therefore, the transfer function of alinear DPLL is given by

ba) - glE) _ KdF(z)G(z) . s
p(z) — 1+ Kdz“lF(z)G(z) ’

The roots of the Characteristic Equation (1 + K z_lF(z)G(z}=O) in the

d
z-plane must lie inside the unit circle, for stability considerations

of the DPPL(167_169' Appendix H). If one or more of these roots lies
outsi-de the unit circle, the system will be unstable. Consequently,

the time and frequency responses must be investigated for stability

considerations.
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5.2.2 Digital Phase Locked Loop Design

The transfer functions of the DPLL and VCO have been deduced as that
given by Equations 5.9 and 5.6 respectively. Now, if P(z) can be
designed as a stable system and satisfies the bandwidth requirements
with the appropriate sampling frequency, bearing in mind it is necessary
to avoid aliasing, then the transfer function of the loop filter can

be determined as:-

B 1 zP(z)
F(z) = G(z) z - B(2) 5.10

However, in Appendix H, a digital feedback system has been designed and
stabilised by using a damping factor. Furthermore, a unity loop gain
has been implied in the system throughout the design procedure. From
Equation H.5, the transfer function of the digital (feedback) centrol
system can be rewritten as

D{z) G(z)

1+ D(2)G(2) 5-11

M(z)

The same transfer function has been given to G(z) in both cases (DPLL
and digital feedback control system) and used for integration. However,
if P(z) and M(z) have the same loop gain, the same bandwidth and the

same sampling frequency, then it is possible to say

P(z) = M(z) 5.12
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By using this result and by substituting Equation 5.12 into Equation 5.10,

then,

_ 1 zM(z)
F(z) = S(z2) z - M(z) 5.13

Moreover, substituting Equation 5.11 into Equation 5.13, then

F(z) = D(z) 5.14

1+ (1-zY)6z)piz)

Since the digital control system has been designed(in Appendix H) under
the assumption of unity gain, the unity gain must be also implied in the
DPLL. Accordingly, this means'Kd = 1 in Equation 5.5 and KO = 1 in

Equation 5.6 and subsequently K = KdKO = 1, where K is the overall loop

gain. Hence, Equation 5.6 becomes

-1, -1
G(z) = —2 = (1-2zh _ 5.15

Therefore, Eguation 5.14 reduces to

D{z)

F(z) 1+ Dlz)

5.16
If, however, it is required to include a loop gain other than unity gain
{or when K = KdKO # 1), then P(z) can include the overall loop gain such
that D{z) = KD{z). Also, D(z) may be any digital filter that can be

designed by any digitisation method. Furthermore, the filter D{(z) has

been designed by involving a new damping factor in order to stabilize
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the digital feedback system [Appendix H} and consequently the DPLL.

The transfer function of theis filter has been given as:

-1 -2
€ E
ao + Aalz + .azz 5.17

2

D(z) = g
u e -1 e -
1 + Blz + BZZ

where € is the new damping factor, gu is the unit gain factor, agr al, @,

B and 82 are the filter coefficients (Table H.1l}. Nevertheless, the

1

transfer function of the DPLL loop filter (Equation 5.16) can be rewritten,

in general, as

F(z) = . 5.18

where ci, for i = 0 to n, and dj' for j = 1 to m, are the loop filter
coefficients. aAlso, m > n for physical realisability, and both integers.
F(z) has the same order as D(z) and the relationship between their

parameters, for a second order filter, can be found as follows (see alsc

Table H.2)
c = guao c. =g gual zeguaz ’
o e ! 1 e ! € e
+ g a + ga _
d = ¢ 1 u L 4 = ¢ 2 u 2 e =1+ guao
1 e 2 e

Ultimately, P{z) is regarded as a stable system as long as M(z} 1is stable.
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5.2.2.1 First order DPLL

The first order DPLL can be obtained when Do(z) = 1, or when non-unity

loop gain is required to be involved then

D (z) = K 5.19
o

where K is the overall gain. Hence, the loop filter becomes

Fo(z) = <, 5.20

where c, = K/{1 + K). By substituting Equations 5.15 and 5.20 into

Equation 5.9 (since D{(z) includes the loop gain then Kd = 1), then
c z
I)=
T a ey 2-21

The frequency response is obtained by making
\

z = exp{jwT} = cos(wT) + jsin(wT) 5.22

and substituting in Equation 5.21, then

¢ (cos{wT) + j sin(wT)

_ o
Po(f) ~ (cos(wT) - (1 - co))+ j sin(wT) 5.23

where T = l/fs, fs is the sampling frequency, w is the angular

frequency and j = ¥-1. Figure 5.2 shows the frequency response of the
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first order DPLL as a function of frequency, when K = 1. The relation-
ship between the bandwidth of the closed loop (Bo) and the open loop gain

(k) for a constant ({same) sampling frequency is given in Table 5.1.

As it has been mentioned before(l70) in case of first order analogue PLL,

the larger the value of K, the better the performance of the system.

This conclusion is true in the case of the first order DPLL. Unfortunately,
there are two major problems. The first concerns the bandwidth, where

the larger the value of K the wider the bandwidth and subsequently more
noise power will be injected into the loop. The second, on the other

hand, concerns the adjacent signal interference [Chapter 3]. It is
probable that the DPLL (including higher order) could be locked to an
unwanted signal that has greater amplitude than the wanted signal and

can pass through the wider bandwidth.

The narrow bandwidth and good tracking performance are also incompatible
in the first order DPLL, which has the same characteristic as for the first

order analogue PLL.

5$5.2,2.2 Second and Third order DPLL's

The first order DPLL has a bandwidth defined mainly by the kbandwidth

of the VCO, since its loop filter can be considered as an allpass (an
infinite bandwidth) filter. It has been found, however, that the entire
system bandwidth can be minimized by the reduction of the loop gain, but
at the expense of the stabjlity. Therefore, in order to achieve a

narrow bandwidth and stable PPLL with good tracking performance, a

narrower bandwidth digital loop filter can be employed.
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The second and third order DPLL's are obtained by using first and second
order digital filters, as the loop-filter, respectively. The transfer

function of the required digital filter 1s given by [Appendix H])

..1
+ +
ao alz azz

¢ + ealz-l + sc::zz-2
= g 5.24

u .-l -2
+
1l + eBlz eszz

where £ and g, are the new damping and unity gain factors respectively.
Moreover, the values of ai, for i =1i=0to 2, aﬁa Bj' for j =1, 2,

are given in Table H.1l, and k = 1, 2, 3, [Appendix H]. Dl(z) and Dz(z)
have been designed by using the bilinear z-transform method applied to
first and second order Butterworth lowpass filters respectively, for a

bandwidth of 100 Hz and sampling freguency of 9600 sample/second(102-106’

‘ Appendix H). Also D3(z) has been designed by using the Impulse-invariant
z-transform method applied to a second order Chebyshev lowpass filter for
the same bandwidth and sampling fregquency. Table 5.2 shows the
coefficient valuesof the filters{Dk(Z)} and the corresponding value of =M

when e= 0.5. By substituting Equation 5.24 into Equatien 5.16, then the

transfer function of the corresponding three loop filters are obtained as

F {z) = 5.25
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The values of Cis for i = 0 to 2, and dj' for j = 1, 2, are given
in Table 5.3, bearing in mind Dk(Z) and Fk(z), for k = 1, 2 and 3, have

one to one correspondence according to their subscripts.

Consequently, the transfer functicns of the corresponding DPLL's are

given by
-1 -2 -3
e + e,z + e,z + e,z
P (z}) = 5.26
k 1+fz +f 2_2 + £ 2-3
1 2 3

where e for i = 0 to 3, and fj. for j = 1 to 3, are given in
Table 5.4. Also, Fk(z) correspond to Pk(z) according to their subscripts.

The roots of the characteristic equations are given in table H.3.

The fregquency responses of Pk(f), Fk(f) and Dk(f) are obtained by
substituting the value of z, given by Equation 5.22, inte the corres-
ponding transfer function and the results are shown in Figures 5.3-5.5.
The 6 dB attenuation, appearing in the loop filters {Fk(f)} amplitude
responses, results from Equation 5.16. When the system is already
designed as stable, then this attenuation must not be adjusted, other-
wise the system can become unstable. In fact, this attenuation depends
on the overall loop gain. As the loop gain appreaches infinity the atten-
uwation approaches zero dB, but on the other hand the bandwidth becomes
flat. Nevertheless, a unity gain has been implied throughout the
design procedure and if any adjustment is necessary, the system should

be redesigned.
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5.3 Non-modulated Carrier Recovery System

The receiving end of a model, in which a linear DPLL is used as a
carrier recovery system for an unmodulated carrier, is shown in

Figure 5.6. This model is based on the model described in Chapter 3.
It is unlikely to use DPLL for carrier recovery directly £from the
radié frequency (RF) signal, since it requires a very high sampling
frequency to do so. However, it is possible to use a nonlinear
combination of analogue and digital systems, which is beyond the scope
of this study (for more detail see Ref. 199). Alternatively, the RF
signal must be transformed down to baseband so that the DPLL can be

applied directly.

In order to resemble the action of the unmodulated carrier in the
model assumed throughout this work, it is necessary to transmit a
signal modulated by a constant valued data symbol. This symbol can

be given by
s, = s{iT) = 1 + j 5.27

where j = /-1 . It is assumed that s; = 0 for i € 0, so that s; is

the ith transmitted symbol. The assumed baseband channel (Chapter 3)

is formed by the transmitter filter, thé transmission path and the
receiver filter. Of course, the transmission path is represented by

a multipath Rayleigh fading simulator {see Chapters 3 and 4]. The
impulse response of this channgl is a complex-valued function, y(t),

and has a finite duration, for practical purposes. The signal generator

at the transmitter, and the mixer - at the receiver are also included



160

in the baseband channel. Now, it is clear that the ith received

signal element at the output of the baseband channel is siy(t - iT).

It is assumed that thg noise, which includes the co-channel inter-
ference and adjacent channel interference, is staticnary wnite Gaussian
noise with zero mean and a flat (frequency independent) power spectral
density. This noise is added to the signal at the output of the trans-
mission path to give the complex-valued Gaussian waveform v'({t). The
resulting waveform at the output of the baseband channel is, therefore,

a complex-valued signal and is given by
rit) = I s yv{t-iT) + wW(t) 5.28
i

where wit) 1s the narrowband complex-valued Gaussian noise, which is
the transform version of v'(t}, with zero mean and uniform spectral

density over the system bandwidth.

The waveform r(t) 1is sampled at a rate of 9600 sample/s and ri, from
which the carrier must be regenerated at the receiver, is the
received sample at time t = iT. Hence the sampled waveform, which

is the input to the DPLL, becomes

L-1
ri = zio Si—Z yi,l+ wi 5.29
where yi'2 is the time-varying sampled impulse response of the channel
with a Rayleigh distribution function. w, = w(iT} is the sampled
form of the additive noise w(t). Equation 5.29

can be rewritten in polar form as
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r., = a, e i - 5.30

. _ 2 2 1
i a(iT) = (ri,l + ri’2 ) 5.31

a
]

is the amplitude of the received signal,

i,l) 5-32

covers all the phése and frequency variations throughout the channel,

£ and r, , are the real and imaginary parts ¢f the received signal,
r r
and are given by ri,l =a; cos(Bi) and r2'i = ay 51n(9i).

F

Al

The received signal, X is multiplied by a qorrection signal, which

is given by
c, = b, e i-1 5.33

where bi is the amplitude and &' is the predicted phase of 8' at

i/i-1

time instant t = iT from the information received at time t = (i-1) T.

As it has been assumed before, in Section 5.2, for simple and implicit

predictions, B'i/, 1 = ¢i 1 Then the multiplication result given by
i=- -
€1 T fi %1 T ei,l *3 el,z
. e -
= a4 b, 3% Ty 5.34
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The phase detector (PD) of the analogue PLL has been well defined

(170) L s s s . .
elsewhere . A similar characteristic is also required in the
case of a DPLL. In both cases however, the phase detector is sensitive
to envelope varitions. But the received signal in a mobile radio
system suffers from Rayleigh fading and, hence, it has random envelope
as well as random phase. Under such circumstances, it is necessary
to achieve a constant envelope signal to the PD. Two techniques are

going to be introduced here, by which it is possible to achieve effective

phase detection:-

i) Hard limiter/discriminator; through which the phase error can

be determined as

fom
I

e,
i

. Im{ )
i [ei

8

e

i % >-33

where Ieil = ai bi is the modulus of ei, and Im({x) stands for
imaginary part of x. Also it is possible to use a technigue

.. . . 180
similar to Feed-Forward Automatic Gain Control (1=‘1.='1-\FC)(8 ),

{191-194)

oy Feed-Forward Signal Regeneration (FFSR) The

reference signal amplitude can be estimated such that
5.36

under the condition of a, > - 40 dB. Hence, the error signal,

Equation 5.34, becomes
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o, - ¢,._,)
e, = e + 71 . 5.37
i
and
. 21 :
n, m{el)
= 8, -6, 5.38
ii) Tanlock technique(lSl’lsz); which is based on the tan-l function

such as, from Equation 5 34,

As a result of using this function, the characteristics of the

™
phase detctor (PD) is linear in medulo Co

The general form of the leoop filter transfer function, that is
given in Equation 5.25, represents also a zero order loop filter
transfer function, which is defined by Equation 5.20, when all
the coefficients are equal to zero except .- Moreover, k = 0,
in this case. The input sequence, n; to the loop filter can be
generally calculated according to either Equation 5.35 or 5.39.

Hence, the output signal of this filter can be found as

2
§. = E comn, .- T a., &, . 5.40
j:o j_—.

The phase of the VCO output signal is given by

$. = ¢, + &, : 5.41
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In order to calculate the variance of the phase jitter (mean square
error of the phase or, simply, the phase variance), let the actual phase
of the received signal be wi = P(iT). Hence, the phase variance, for
each value of the signal-to-noise ratio, is given by

K

z 2

P = b, - 459 5.42

1
K
var i=1

where K is a very large integer, i.e. K 2 25000, and ¢O = 0. Now,
suppose that the actual value of the received signal, before the addition

of the noise, is given by

L=1
[
x, = 5. Y.
1 2=0 i-271,4
= + 9
1,1 T ¥4
= a! ejwi 5.43
i
where a', = |x,| is the modulus of x,, x, ., = a' cos(¥;} and
1 1 1 l.r.l
Xy o a'sin(¢i) are the real and imaginary parts of x5 respectively,
. ;

and j = ¥v-1 . Then, the phase variance can be determined by taking the
imaginary part of the resultant that is obtained from the multiplication
Equation 5.43 by the modified form of the regenerated signal. This

signal may be given by
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where €. = cos(¢i_l) and c2,i = -51n(¢i_
parts of c; - Thus
1 K 2
P = = 7 uf
var K . 1
i=1
. = . . . . ',
where u, (xl'l c2,1 x2'l cl'l)/al

is given, from Equation 5.45, by

P =
var 10 lOglo (Pvar)

l) are the real and imaginary

5.45

The phase variance in ggB

5.46
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5.4 Data Aided Digital Phase-Locked-Loop (DA-DPLL)

Since there is intersymbol interference in the received signal of the

data transmission system(l7109/CRAPEET 3) "yp .\ eerence carrier at the
receiver cannot be easily regenerated from a suppressed carrier modulated
signal, even with small intersymbol interference, when a multilevel signal
(such as 4-level QAM or PSK) is employed. The DA-DPLL uses the detected

data to excite the digital phase-locked loop (DPLL) which is used as a

carrier recovery system in the presence of intersymbol interference and

noise. Hence, this system is scometimes referred to as Decision-Feedback-
. (183) . )
Carrier-Recovery-Loops (DFCRL) » that is analogous to remodulated
. {170)
analogue carrier recovery systems .

The received signal, in this s¥stem is first roughly demcdulated by
mutliplying it by a signal whose frequency is equal to the carrier
frequency at the transmitter followed by lowpass filtering, regardless

of the frequency offset and phase shift that are caused by the transmission
path. The resulting signal is then demodulated again by a second
demodulator which multiplies it by a regenerated correction signal from

the output of the VCO to remove any fregquency offset and/or phase shift.
The resultant signal is then fed to a detector which may be a non-linear
equalizer or a near-maximum liklihood detector, where the latter

introduces a delay of n data symbols, where njisan appropriate integer.

The output signal from the detector, which is the received data symbol
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and is assumed correctly detected, is fed to a feedforward transversal
filter whose impulse response resembles the channel impulse response.
The output signal from the second demodulator is multiplied, with
appropriate delay, by the complex-conjugate of transversal filter output
signal and the multiplication result is fed to a phase detector of the
DPLL. This system is illustrated in Figure 5.7, and the required

algorithm will be discussed in detail as follows:-

The received baseband signal at the output of the first demodulator is
given, as before, by Equation 5.28 which may be a 4-level PSK or QAM

signal {see Chapters 3 and 4), where in this case

is the data symbol at time t = iT, j = /-1, The baseband channel

y(t) is now formed by the linear modulator, linear demodulator,
transmission path and all associated filters of the transmitter and
receiver. Also, it is assumed here that si = Q0 for i € 0 so that si

is ith transmitted data symbol which is egually likely to have any of the

tl.

four possible values given by Equation5.47 where a= t1 and bi

The received signal r(t) is sampled once per data symbol at instants
t = iT to give the received samples {ri} given by Equation 5.29 from
which the carrier must be reconstructed at the receiver. This signal

can be rewritten as

r = p.e 5.48a

= r, .+ jr.,. 5.48b
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where rl i and r2 i are the real and imaginary parts of ri regpectively,
! r

1/2
p. = (x 2 + r .2) 5.49a

is the modulus of ri, and

Bi = tan (rz,i/rl,i’ 5.49b
is its phase. This signal is demcdulated again to remove any freguency
offset or phase shift, caused by the transmission path, by multiplying
it by the correction signal. This signal is taken from the output of
the voltage controlled oscillator (VCO), which may be given, in the case
of using a nonlinear equaliser as a detector (n = 0 in Figure 5.7), by

-j¢. .
c. = e 1/i-1 5.50a

where c, = c({iT) (correction signalland ¢i/ is the frequency and/or
: i-1

phase shift that has been estimated at time t = {i=1)T to be used at

time t = iT. Inevitably, it is assumed here that ¢i/' 1= ¢i 1 for simple
i- -
prediction techniques (Section 5.2). Therefore, equation 5.50a becomes
-9,
c = o 171 5.50b

The received signal is multiplied by the correction signal, c, and

the resultant signal is given by
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This signal is further multiplied by, r"i, from the cutput of trans-

versal filter and the multiplication resultant is given by

e = ri(r"i)* 5.52

where e, = e (iT) and (r"i)* is the complex-conjugate of r"i = r" (iT}.

r"i may also be obtained from the channel estimator [Chapter 6, Appendix J],

thus
L-1
i nEo S'i-2 ¥io1, 233
where s'i is the detected data value of the symbol s, and y'i—l,l is

the estimated sampled impulse response of the baseband channel at time
! = iT from the information received at time t = (i-1)T. This signal

can be also rewritten as

where p‘i is the envelope of the estimated signal r"i and ¢i is its

phase. Hence, the error signal now becomes

i .
e 5.55a

= e. . +73e., . 5.55b
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where e 5 and e, ; are the real and imaginary parts of e respectively.
r r

. 181,182
The phase detector used here is a tanlock detector( » see also
Section 5.3) but it is possible to use a limiter/discriminator.

Accordingly, the signal at the output of the phase detector is given by

n., = tan-l(e VA-T 7 5.56

where ni = n(iT). This signal is fed to the loop filter of DPLL, which

is a lowpass filter (Egquation 5.25), whose output is given by

where Ck' for kK = 0 te 2, and dk' for k = 1,2 are the filter coefficients,

that are given in Table 5.3 and Section 5.2. Finally, this signal is

used to excite the VCO and the result will be

+ 6. 5.58

This represents the phase of the correcticn signal, Equation 5.50b,

which must be used to demcdulate the next received sample.

In order to calculate the variance of the phase jitter, for each value

of signal-to-noise ratio (SNR), it is necesssary to know the actual

shift in the received signal phase and/or frequency, caused by the
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transmission path. Since the transmission is represented by the
Rayleigh fading simulator [Chapter 3], then the phase variance can be

given by

2

(651 = og, 4’

e 2

' 1
Pvar TN

i=1

12) am 5.59

N

1 _

10 log, ¢ ] i1 7 ®q,i
i=1

where ¢q i is the actual phase of the received signal. ¢q . can be

r r

obtained from the Rayleigh fading simulator as:

_ -1
¢q,i = tan (g 2,i/ql,i) 5.60

where 94 and q2 i are the real and imaginary parts of q; that is
given by Egquation 3.31 (see also Equation 5.64). In Equation 5.59

N = 5. 0000.



172

5.5 Radio-fregquency Signal Representation

The model of a binary data-transmission, that employs PSX modulation
techniques [Chapter 2], is shown in Figure 5.8. This is a synchronous
serial digital system in which the receiver is held synchronised in
time with the received stream of the data element. Also, the
information is assumed a binary rectangular signal in which level {(-1)
represents the digit 0 and the level (+1) represents the digit 1. The
baseband data rate is 9.6 kbits/s, therefore the.signal @ (t) bearing
this information is used to modulate the carrier (cos (wc(t)) by using
a phase modulation (PM) scheme. The. PM signal uses the same carrier
frequency for the two binary elements, but with a phase of 0O corres-
ponding to binary digit 0 and 180o corresponding to binary digit 1,
while the envelope is kept constant. The resultant signal is called
phase-shift-keyed, PSK. This is also a suppressed carrier amplitude

modulated (AM) signal, whose two binary elements are antipodal(l' see

also Chapter 2)

The radio-frequency (RF) signal at the output of transmitter bandpass

filter is given by

s{t) cos(mct + ¢s(t)) 5.61

where ¢5(t) = mn{l ai), a, = @ (iT) is the sampled data sequence at

time t = iT, T is the period of the data symbol (T = 1/9600 seconds),

(o]

w_ = 27 fc' and fc is the carrier frequency. The carrier frequency, fc
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has been assumed to be 900 MHz, but such high frequencies cannot be

represented by a software program, hence it has been normalized to

19.2 kH=z.

In a mobile ra&io environment, the transmitted signal is subjected to
multipath fading that can be represented by a fading simulator such
as that discussed in Chapter 3. At the end of the transmission path
a wnite Gaussian noise has been added to the signal, so that the

received RF signal becomes

r(t) = af(t) cos(wbt + oo (8) + ¢§(t) +8) + wlt) 5.62
where
ath) = (@ (®) +q @n? 5.63

is the envelope of the received signal,

q§(t) = tan_l(qz(t)/ql(t)) 5.64

is a random phase shift that is caused by the transmission path, BO is a

constant phase shift, and

wt) = ui(f) cos(wct) - mz(t)sin(mct) - : 5.65

The ncoise components Wy () and mz(t) are two-sided white Gaussian noise with

zero mean and the same variance 02 {Appendix D). Furthermore,
ql(t) and qz(t)-are real-valued statistically independent Gaussian

random variables with zero mean and the same variance, that are achieved
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from narrowband Gaussian noise by passing the noise through a lowpass
filter with a maximum bandwidth of 100 Hz (Chapter 3). Moreover, ql(t)
and q2(t) are obtained by linear interpoclation because of the difference

between their sampling frequency and the data samples [Chapters 3 and 4].

The received RF signal is sampled at a rate of 16fc sample/second, and
f
iz assumed to be in synchhonism with the sampler at the transmitter.

Theesignal—to—noise ratio can be calculated at the input of the receiver
as follows:-—

Let ai be the sampled value of the received signal envelope, a(t), at
time t = iT and w, be the sampled value of the additive white Gaussian

noise, y{t), at the same time, where Ts = l/fs = l/(l6fc). Therefore,

the average signal power is given by

K
Z a.2 5.66

otk L
1

s

1

and, similarly, the average noise power can be obtained as

s 2
1) w 5.67
1
X,
i=1

where K is a very large integer. Thus, the signal-to-noise ratiec, ¥, is

given by

¢ = 10 log10 (Ps/Pn) = 10 loglo (

=t

K
aiZ/ I wi®) s.es
i=1 i=1

The filter designated as Fl is used as the receiver filter as shown in

Figure 5.9. Fl is feedforward bandpass filter and has a bandwidth that
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is governed primarily by the data rate and the Doppler frequency
centzred at the carrier frequency, where the bandwidth of filter F

is given by

= + .
BFl /T 2 fD 5.69

T is the symbol period{T = 1/9600 seconds) and fD is the Doppler frequency.
. . . : . L (103-106)

The filter, Fl’ is designed by using Fourier approximation method

applied to a rectangular shaped ideal bandpass filter, accordiﬁg to the

specificaticon described above with the use of a Hamming window function

(103-106, see also Appendix B). The number of taps has been chosen

as 43 for relatively high stopband attenuation(103). The delay of this

filter is ignored here, but it will be considered in error calculations.

Two systems, that are using squaring techniques to generate a coherent
reference carrier from the RF-signals, will be discussed here (see

also Appendix I).

5.5.1 Carrier Recovery System 1 (CRS1)

The output from the receiver filter (Fl) is squared and bandpass filtered

by filter F The filter, F is also designed by the same method

2° 27

used to desién filter F and has the same bandwidth, but centered at

ll
twice the carrier frequency. The same sampling frequency is used.

In fact this filter (F2) should be designed in much lower bandwidth or
. . (12} Ce
as wide as 4 x maximum Doppler frequency . Unfortunately it is

found, however, difficult to achieve such a narrowband filter at such ’

high sampling freguencies. Despite the fact that a large number of
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taps is required for relatively high stopband attenuation(lOB), and

conseguently longer computer execution time is needed. For these

is used for filter F._,

reasons, the same bandwidth as that for filter Fl 5

which may lead to the disadvantage of wider bandwidth and subsequently

more noise will pass through to the frequency divider.

The signal at the output of the filter F, is converted from a sinusoidal

2
(201,202,
waveform to a square waveform by a zero threshold comparator

- . . :
Appendix I) (which represents a hard limiter)}, and by using D-type

flip-flops to divide the frequency by 2; this system is depicted in

Figure 5.9.

The output from the frequency divider is converted back to sinusoidal
form by passing it through a bandpass filter. The filter used for

this purpose has the same specification as that of filter F. (in practice,

1
it is not necessary to use such a wide bandwidth filter, since the signal

at the output of the divider needs much less bandwidth or a bandwidth

of 2 x fD Hz) .

Finally, providing the system with a hard limiter followed by a band-
pass filter is to achieve a constant envelope, which is, however, necessary
for the system. The complete block daigram of system CRS1 is shown in

Figure 5.9.

However, by assuming 6 = 0 in Equation 5.62, then the sampled form of

the received RF-signal can.be given by

r. = a, cosf{w_ 1iT + + + W, .
i - s ¢s,i ¢ ) W 5.70
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at time t = 1TS, where Ts = T/32, r, = r{iT), a, = a(lTS) ¢s ;< ¢S(1Ts).

’

¢q,i = ¢q(1TS) and w, = W(lTS). Correspondingly, the regenerated

carrier signal can be determined at the same time t = iTS as

= iT + ¢' . .
cy cos(wc iT_ ¢q,1) 5.71

where ¢' = ¢é (iTs) covers the variation of the phase and fregquency
g,1
throughout the transmission path. The conherent demodulation must be

carried out as described in ChapterEZ (see Chapter 8).

5.5.2 Carrier Recovery System 2 (CRS2)

The format of system CRS2 resembles that of system CRS1 but with addition
of a mixer. The mixer consists of local oscillator, a balanced modulator
and a bandpass filter as shown in Figure 5.10. Let the output signal

of the local osciliator be

Li = cos(mL 1Ts) 5.72

Where w_. = ZHfL and f

L is the local oscillator frequency. The fL is

L
assumed here to be equal to 2fc. Hence, the signal at the output of the
mixer is obtained by the multiplication of r, and Li’ and by bandpass
filtering the resultant, then

] - _ : '
r; = aicos((mc mL) 1Ts + ¢s,i + ¢q,i) + w i 5.73

where r; is given by Equation 5.70, and m'i is the resultant of the noise

component at the output of the mixer. Of course, w'i has the same
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properties as mi but with a frequency transformation. Now, this signal
is passed through the same operations as the corresponding signal in
system CRS1l, or the signal passes via limiter, squarer, freguency divider
and all the associated filters. Hence, the regenerated carrier can now

be given by

c. = cos({w =~ w) iT + ¢' ) 5.74
i C L S gq,1

where Q'H,i covers the frequency and/or phase difference throughout the
transmission path. The difference between Equation 5.74 and Equation 5.71
is the existence of W s the local oscillator angular frequency, in

Egquation 5.74. Hence, multiplying the regenerated carrier, Equation 5.74,

by the received signal, Equation 5.70, and bandpass filtering it, will not

result in a baseband signal, but will give the following result:

= i + + w? .
rL,i a; cos{mL 1TS ¢s,i) wy 5.75

where m"i is the additive Gaussian noise that has passed through all the
frequency conversion processes as the signal. To demedulate this signal
(Egquation 5.75), it has to be multiplied by the local oscillator signal

{Egquation 5.72) and lowpass filters, as illustrated in Figure 5.10.

Indeed, in both systems, CRS1 and CRS2, it is necessary to consider the
delay caused by all filters used in the receiver, knowing that all the

transmitter filters are assumed ideal.

Unfortunately, there is always a phase ambiguity in the recovered carrier

signal. This ambiguity is caused by the squaring technique which results
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either inphase or 180° out of phase. Therefore, differential coding
must be used to remove this ambigquity. Also, both systems are unstable
in the mobile radiq environment, where the received signal is subjected

to multipath Rayleigh fading. Since each of them collapses, particularly,
in a deep fade unless resynchronisation is adopted by, for example, using
a retraining signal or otherwise by any other means. A more promising
technique used here is space diversity, where the signals received by two
antennas separated by a distance of kA/2(10'11'131-136) can be used to
correct the phase of each other, where A is the carrier wavelength and kis
integer such that k 2z 1. This matter will be discussed further in
Chapters 7 and 8. Moreover, the variances of the phase jitter of CRS1
and CRS2 have not been calcualted because of the technical difficulties.
Only bit error rate has been calculated for these two systems with the

use of differential coding and space diversity, and the results are

postponed to Chapter 8.
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5.6  Computer Simulation Tests and Results

5.6.1 Testing the CRS1 and CRS2

It has been found difficult to carry out tests concerning the variance
of the phase jitter of CRS1 and CRS2. The only tests carried out on
these two systems are to measure the bit error rate versus the signal
to noise ratio that are presented in Chapter 8. These systems have
not collapsed with the use of space diversity, where the signals '
received via two antennas correct the phase of each 6ther, throughout

a run of 15000 symbols (bits) for each signal-to=-noise ratio (SNR)

tested, where binary PSK signal was assumed. It is reasonable to
conclude that CRS1 and CRS2 are capable of tracking and regenerating

the carrier in the way described here.

5.6.2 Unmodulated carrier recovery system tests

The tests are carried out mainly to test the performances of the
different arrangements of digital phase locked loop, DPLL, whose

models are shown in Figure 5.6. The systems tested here aré{—
i) DPLLl: which is a first order DPLL

ii) DPLLZB: which is a second order DPLL

iii) DPLL3B and DPLL3C which are third order DPLL's

The letters B, in DPLL2B and DPLL3B, and C in DPLL3C, refer to

Butterworth and Chebyshev lowpass filters that are involved in the

design of the corresponding systems. The phase detectors, PD, are
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configured into two categories, namely hard limiter/discriminator,
HILD, and tanlock, TAN, that are described in Section 5.3. Further-

more, the tests are performed under two conditions, these are:-

1) Rayleigh fading conditicns with a maximum Doppler frequency
of 100 Hz (fD = 100 Hz), the results are shown in Figures 5.1l

and 5.12.

i1i} Non-fading condition when the received signal has a constant
envelope and random frequency, where the frequency is normally
distributed with zero mean and standard deviation of 100 Hz.

The results are shown in Figures 5.13 and 5.14,

It is clear from Figures 5.11 to 5.14 that the first DPLL1 has the
highest phase variance and DPLL2B and DPLL3C are the best,. DPLL3C has
a little wider bandwidth, as shown in Figure 5.5, but at the same time
has a quicker time response performance (Figure H.4, Appendix H).

For these two reasons it has higher phase variance than DPLL2B at low
signal to noise ratio, while it has the lower phase variance at high
signal to noise ratio as shown in Figures 5.11 to 5.14. The system
performances degrade with fading conditions, which is evident from
Figure 5.15. Also, the application of the tanlock phase detector
(TAN-PD) gives a better performance than the use of hard limiter/
discriminater, which is clear f;om Figure 5.15 {(see also Figures 5.22

and 5.23).

5.6.3 Data aided carrier recovery system tests

All of the above four systems, DPLLl, DPLL2B, DPLL3B and DPLL3C are

also used as DA-DPLL for carrier recovery, but with the use of a
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tanlock phase detector, TAN-PD, only. The systems were tested under
Rayleigh fading conditions, with different fading rates when the Dopgler

frequency, £. = 100, 50, 25 and 10 Hz. The results are shown in

D
Figures 5.16 to 5.19. As the fading rate decreases all the pre-
mentioned systems give a better performance. But DPLL1l shows much

better performance at low signal to noise ratio as the fading rate

decreases.

The DA-DPLL might be used with near-maximum likelihood detection
schemes, that-require a delay to reach a decision, and since the DA-DPLL
uses the already detected data to excite the DPLL, then the error

signal would also have the same delay. The delay degrades the
performance of all the abovementioned systems as shown in Figures 5.20

and 5.21 when the signal to noise ratio is 15 and 30 dB respectively.

5.6.4 Phase-Detector Characteristic

It is possible to measure the phase detector PD charactreristic,

under nonfading conditions with relatively high signal to noise ratio
{say 30 dB) by making the phase of the received signal vary from -6

to +6 and taking the output from the loop filter without correcting

the phase of the received signal. This means taking 6i in either case
{modulated and unmodulated signal, see Figures 5.6 and 5.7) without
feeding it to the voltage controlled oscillator (VCO). The results,
that are shown in Figures 5.22 and 5.23, indicate better linearity in
the case of the tan“-lock-PD than that of hard limiterl/discriminator PD.

That is why the phase variance in case of using tanlock-PD is
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low as shown in Figure 5.15. But, in both cases, the phase detector

is linear around zero phase error. The DPLL2B, DPLL3B and DPLL3C have
same PD characteristic {coincide with each other), as is clearly shown
in Figure 5.22 and 5.23. This means that the higher order systems have
characteristics, which give higher error signal, whilst the first order
system has a characteristic, which gives less error signal. For this
reason, the first order system DPLL1l, cannot cope with rapidly varying
phase signal. This is clear from Figures 5.16 to 5.19. Of course, in

a severe fade the phase error, @, may be higher than 600, or higher théh

what are shown in Figures 5.22 and 5.23.

It can be concluded from this chapter that:-

i) The first order digital phase-locked loop (DPLL) with large loop
gain has better tracking performance but has a wide bandwidth and,
consequently, more noise will be injected into the loop. Hence, the
narrow bandwidth and good tracking performance are incoﬁpatible in first

order digital phaselocked loop.

ii) The loop filter of first order DPLL is zerc order and has an
infinite bandwidth. Therefore, it is possible to use a higher order
digital filter with narrower bandwidth in order to achieve narrow band-
width and good tracking performance. The second and third order DPLL's

are designed here for narrow bandwidth achievement.

iii) A new method has been developed here to design the second and

third order DPLL by using some of the rules employed in designing a
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feedback digital control system. This method offers an cpportunity to
use any digital filter as a loop filter, while the available DPLL techniques
in the literature are restricted to only one type of filter. The second
and third order DPLL's (DPLLZB and DPLL3B) have been designed using first
and second order Butterworth digital lowpass filters, respectively. Also
a third order DPLL (DPLL3C) has been designed by using a second ordex
Chebyshev digital lowpass filter, All of the above systems show good
tracking performance in a mobile radio environment, where the channel is
subjected to a Rayleigh fading and hence the received signal has a rapidly
varying envelope and phase. At high signal+<to-noise ratioc.and at the
same rate of phase change, the tracking ability is the same for these

systems under fading and nonfading conditions.

iv) The most important part of the DPLL isthe phase detector (PD}. Two
types of phase detector, namely hard limiter/discriminator and tanlock,
are used. The DPLL system employing tanlock-PD gives 2 dB tolerance to

- additive noise over the DPLL system employing a hard limiter/discriminator.

v) Stability is crucial when designing a digital phaselocked loop system.
A system with the quickest time response has best stability, on the other
hand this system has the widest bandwidth. Hence its performance deter-
iorates at low signal-to-noise ratio and gradually improves as the signal-

to-noise ratio increases. An example of such characteristic is illustrated

by the behaviour of the DPLL3C.

iv) Since the employment of the tanlock-PD has led to a system with a

better performance, hence,the tanlock-PD is employed in data aided digital
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phaselocked loop (DA-DPLL). The DA-DPLL performs reascnably well with
a fading channel, but its disadvantage is the inability to sustain the

same performance when erronecus segquences are received.

vii) The DA-DPLL's have a further disadvantage when they are used with

the near maximum likelihood detection scheme, since they deteriorate with

the delay.
viii) Squaring/filtering/frequency dividing by 2 carrier recovery system
is used with a binary modulated PSK radioc frequency signal. It has been found

difficult to simulate such a signal, with a carrier frequency of 2co MHz, in

a software program. Alternatively, the high frequency is normalized to

a much lower frequency. The simulation is carried out on two systems

{CRS1 and CRS2) only to measure the bit error rate using space diversity.
The results are deferred to Chapter 8, since the space diversity concept
will be discussed in Chapter 7. The phase of each of the two signals is
corrected by the other signal, in a way which will bhe described in

Chapter 8, when the former one has suffered a deep fade. From the above
argument, it can be concluded that the received signal carrier.can be regen-
erated by the two systems (CRS1 and CRS2), since the results of prcbability
of error measurements of receivers, where they are used, are reasonably good

(see Chapter Bi
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-2
K rad/sec 0.0 6.94x10 “0.139 0.276 0.54 1.0 v2

B Hz 0.0 fs,/64 fs/32 f5/16 fs/s fs/4 fs/z

Table 5.1 The relaticnship betweenthe loop gain, K, and the
Bandwidth of the first order DPLL, where fs is the

sampling frequency.

o 1 2 1 2 u
1 0.3545 0.1773 0.0 -0.4683 0.0 25.87
2 0.2044 ©.2044 0.1022 -0.954 0. 456 196.263
3 1.0076 -0.501 0.0 -0,9944 0.4972 0.9926

Table 5.2 The ccefficients of the digital filter DIJZ) when
€ = 0.5, and the value of the corresponding unity

gain factor

k cO Cl c2 dl d2

1 0.2617 0.131 0.0 -0,2149 0.0

2 0.167 0.167 0.0835 -0.627 0.4632
3 0.502 -0.25 Q.0 -0.743 0.247

Table 5.3 The coefficients of the loop filter Fk(Z)

when & = 0.5.
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e

e e £ £ f

o 1 2 1 2 3
0.2617 0.131 0.0 -0.9532 0. 3459 0.0
0.2044 0.2044 0.1022 -0.954 1.41 -0.456
1.0076 -0.501 0.0 -1.9944 1.4%916 -0.4972

Table 5.4 The coefficients of the DPLL's whose transfer functions

are Pk(z), when € = 0.5
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_F(z) . G(z)
— s, b
LF |1 VCO -y

Fig. 5.1 Block diagram of a conventional digital phase-locked
locp (DPLL)
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Fig. 5.7 Data Aided Carrier Recovery System employing DPLL, where

RS : Received signal
VCO : Voltage Control Oscillator
LPF : Lowpass Filter

nT : A& delay element of nT
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where
BBSG : Baseband Signal Generator
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Tx-BPF: Transmitter Bandpass Filter

Fx~BPF: Receiver Bandpass Filter

CRS ,: Carrier Recovery System
nT-D : A Delay Circuit of nT
LDM ¢ Linear demodulator

s : Sampler

WGN : White Gaussian Noise

TP : Transmission Path
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6. CHANNEL ESTIMATION

6.1 Introduction

In the preceding chapters, the sampled impulse response of the channel
was assumed correctly estimated. This assumption is not'precisely

true, especially in a mobile radio environment. Hence, it is necessary,
at the receiver, to obtain an estimate of the sampled impulse response
of the channel in order to achieve correct detection of the received
signal. Two estimators are studied here, namely a feedforward channel

estimator (FFCE) and a modified feedback channel estimator (MFBCE}.

The feedback channel estimator technigues available in the literature
(203,205, Appendix J), requires a delay of LT seconds, where L is the
number of samples in the sampled impulse response and T is the symbol
duration. It will be found that this delay degrades the performance
of the estimator. Therefore, the feedback channel estimator is
modified mathematially in Appendix J, in order to eliminate the effecf
of delay. Moreover, the modified feedback channel est=imator used
here is further developed by inserting a digital feedback control

system, described in Appendix H, for the use with digital phaselocked

loop techniques (Chapter 5}.

The feedback channel estimators available in the literature, as
prementioned, degrade by the delay, while the feedforward channel

estimator degrades by the existence of the intersymbol interference error
signal, which is defined in Appendix J. These degradations are eliminated

in the modified feedback channel estimator (MFBCE) and better performance
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is to be expected. Furthermore, the complexity of the MFBCE is
identical to the complexity of FFCE, without the insertion of the

digital control system in MFBCE.

The MFBCE uses the same transversal feedforward filter (called here
dynamic filter) that has been used by the non-linear channel equaliser
(Figure 4.5). Hence, it is possible in practice to add ohly a
threshold level detector and to make a collectively adaptive nonlinear

channel equalisation(5'109’147) and detections scheme.

Both estimators (FFCE and MFBCE) use the already detected data symbol.
But, when the near-maximum likelihood detection scheme is employed, it
requires a delay to reach a decision and at the same time requires to

be supplied by the estimated sequence of the sampled impulse response of
the channel. Therefore, the least-square fading-memory prediction
method is used here, since it is a potentially better prediction

method(204'206).

The two estimators studied here (FFCE and MFBCE are tested separately
under noisy and Rayleigh fading conditions, by extensive computer
simulations. This measurement covers the optimisation tests, tolerance
to additive noise tests effect of delay tests, and convergence tests.
All these tests are carried out in a mobile radio environment,

represented by Rayleigh fading simulators.
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6.2 Basic Assumptions

The data transmission model is shown in Figqure 6.1, which is based on
the model described in Chapters 3 and 4. The signal at the input of
the baseband channel is a sequence of impulsed data symbol siG(t -.iT)
where s; are assumed statistically independent and equally likely to

have any of K possible values (Chapters 2 and 4).

In mobile radio environment, the channel is subjected to multipath
fading with Rayleigh distribution function. Therefore, the trans-
mission path is represented by the multipath Rayleigh fading simulator
defined and designed in Chapter 3. The transmission path {(Rayleigh
fading simulator) multiplies the impulse response of the channel by

the factor g(t) which introduces the random phase/frequency fluctuations
and fading (see Chapter 3, Equation 3.21). Hence, the baseband channel
impulse response y(t}, with an effective duration of LT seconds, is

time varying with a Rayleigh distribution function, where L is a positive
integer and T is the duration of the symbol in seconds. The noise
introduced by the channel is white Gaussian noise, that is added to

the signal at the cutput of the transmission path. Also, the.noise

is assumed here to include co-channel interference and adjacent channel
interference. The noise becomes band-limited Gaussian noise at the

ocutput of the receiver filter.

At the output of the Rayleigh fading baseband channel, the received
signal r(t) is sampled once per data element at time t=iT to give the

received signal samples
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L-1
r., = = F s + W, . 6.1
rl 2=0 14 yl} L 1
where w, o= w(iT) is the complex-valued samples waveform of the

additive band-limited noise with zero mean and power spectral density
of % No' The complex-valued sampled impulse response of the channel

is given by (Equations 3.79 and 3.80)

5o Wy o¥i,0 0 0 0 Yy nag!
T HOQi 6.2
where
HO=[h hlA.. hL—l] 6.3

is the linear (nonfading) baseband channel impulse response (Eguation

3.77) and
q; o . . 0
0 qi-l . . 0
Qi = . . 6.4
© ° qi—L+l

is (LxL) diagonal matrix derived from the Rayleigh fading simulator
(Egquation 3.81). The linear modulator, linear demodulator, the trans-
mitter and receiver filters all together form H0 (for more detail see
Chapter 3). The delay {(which is the relative mean of all paths delay

{10,11L)

in case of multipath propagation ) other than dispertion is

neglected here so that y, ,= O for % < 0 and £ > L-1.
i, %

.
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The detected replica of {si} designated as {si} which are, for

(5,200,203-206)

reasonable purposes, assumed correctly detected Thus

s! = g, for all values of i. The signals r, and s are fed to the

i i i-n i-n

channel estimator to give an estimate Yi of Yi at time t = iT, where n is
an appropriate integer, that represents the number of samples by which the
detector delayed the detected element, when a near-maximum likelihood

detector is used, and

[ ] = L] . . |.
Y [vi o Yi,1 - Y'5 -1 6.5

is the estimated sampled impulse response of the channel.
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6.3 Feedforward Channel Estimator (FFCE)

The FFCE based on the feedforward tranversal filter is shown in
Figure 6.2. The mathematical analysis, for deriving the stepsize
that is used to update the estimate Yi of Yi' is introduced in
Appendix J. - On the receipt of T the estimator holds in its
stores the detected data symbol {si} of {Si}’ which are assumed
correctly detrected(5’109’200'203_206). Also, the delay required
by the detector {in case of using near maXimum likelihood detection
schemes) is neglected here for the purpose of this discussion.

Hence, the estimate Yi of Y, is given by(5'220'203-205)

where b is a small positive constant that controls the rate of
convergence of the estimator and Pi is an L-component vector given by

*

Poo=e llsihs sy )% {sg 0 ...

i )*] 6.7

T
2 %i-L+1

*
(si) is the complex-conjugate of si and e, is the error signal
obtained from the subtraction of the estimated signal ri from the

received signal r., or

where r. is defined by Equation 6.1 and
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th . .
Hence, the ¢ component of Yi is given by

] - 1 + 1 *
Yi,p = Yi_g,, v P&y (si_g) 6.10

It has been found in Appendix J, that the major impairments in the FFCE
are the noise and intersymbol interference error signal components which
cannot be easily compensated for especially in rapidly varying and noisy
channels. Also, for multilevel QAM=-signals, it is necessary to multiply

by the reciptocal of si in Egquation 6.10, and not by (s;_g)* in order

_2'
to reduce the neoise and intersymbol interference error signal components
(Appendix J}. Moreover, the values of the intersymbol interference

error signal components cannot be assumed to be equal to zero, in mobile

radio communications: such assumptions may be possible in conditions

where the channel is slowly varying with time.
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6.4 Modified Feedback Chgnnel Estimator (MFBCE}

The operation cof the feedback channel estimator (FBCE) is based on the
feedback filter shown in Figure 6.3, and its mathematical analysis is

presented in Appendix J. The FBCE gives Yi the estimate of Yi on the

receipt of r, (109,203,205)

isL , and hence, there is a delay of LT seconds,

where L is an appropriate integer and T {in seconds) is the symbol
duration. As in the case of FFCE, the FBCE must alsc use the already
detected data symbols to generate an error signal by which it can control
its output. Hence, the detection process has to be delayed by the

same periocd, even with a zero delay detector such as the nonlinear
equaliser. This delay, however, does not only degrade the performance

of FBCE, but degrades the performance cf the detector as well.

The FBCE is modified mathematically in order ta overcome the discrepancy
caused by the delay (Appendix J). The modification led to a further
development by which the practical implementation is easier. The

developed system consists of:-

i) A dynamic feedforward transversal filter
ii) A feedback digital control systenm

iii) A static feedforward transversal filter

Figure 6.4 illustrates the arrangement of the MFBCE which operates as

follows: -

i) The dynamic filter takes its coefficients from the estimated impulse

response of the channel by feedback loops (not shown in Figure 6.4).
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It detects any changes in the channel and feeds its output after

multiplication by (sJ!_)—l to the digital control system. Hence,
~

the signal at the input of the digital control system is given by

L-1 -1
= - t 1 ]
b5 (x L osigvig gD
£=1
I-1
-1
= . ' 1
Yilo * (Si) lzl (s _2 yi;l sl—ﬂ i'l:l)
-1
+ w, (s]) 6.11
itvi
ii) The feedback digital control system employed here is second

order that has been designed and testwad previously ({(Appendix H,

Chapter 5). It has two important facilities since it acts as a

noise filter and a controller. It compares its input and output
to generate an error signal that is given by

°i 7 9 T iy _ 6-12

This signal is fed to the loop filter of the feedback control

system and the filter output is found to be

2

Z 4, 6§, 6.12

z } ]
6. = C
— k“]

k Si-x~

where ck , for k=0 teo 2, and dk, for k=1,2 are the filter coefficients
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defined in Chapter 5, in the case of digital phase-locked lecop
(DPLLZB) - Subsequently, this signal is fed to an integrator

to give

The signal from the output of the digital control is passed to

the static filter.

The static feedforward filter has constant coefficients, that
are given by Eguation 3.77, and the step-size factor b, which_
is a constant parameter (Equation J.33). This filter gives

’
L different components representing the sequence Yi the estimate
of Yi. An individual component is given by

+ bg! h for 2 =0,1, ..., L-1 6.15

1 - _ v
v (b l)yi_ i-g By

1;2 1’2
where {hz} are given by Egquation 3.77. Clearly, the names

dynamic and static have been given to those two filters according

to the behaviour of their coefficients.

The seguence {qi} can be arranged in a diagonal matrix such as

{Equation J.46)

qi o] 0] . . 0 :
1
0 al_; 0 .0
o] ] q! . e 0
v i-2
Qi . ) . ) 6.16
1
0 ° © 9 1e1
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Then the row estimate ¢i, whose components are used to update Yi-l'

is given by (Equation J.47)

IIJ. = K HQOI 6.17

Hence, the estimate Yi of Yi is obtained according to Equation J.40,

such as

o
Ml

(1-b) YJ!__ + by

1 i

Yioy TRy =Y

Y! oo+ bUHQL - ¥! ) 6.18

i-1 i-1

The components of Yi are used by the detector for detection of the

next data symbol without any delay.
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6.5 Least-Square Fading-Memory Prediction

The application of a near-maximum likelihood detection scheme requires

a delay of n sampling interval in order to detect si, after the reception

of ri+n(151_165’ Chapter 4), where n is an appropriate integer and

X0 is given by Equation 6.1. Clearly, the estimators described

above give an estimate Yi of Yi, when r, is received. Also, the
estimators use ri , the estimated signal which is obtained from the
detected sequence, Si, and the estimated sampled impulse response of the

channel, Yi in their estimation processes. While the near-maximum

-1

ooy Y! to

likelihood detector needs to use Yi , Y ic1

AR !
+n i+n-1" Y1+n-—-2'

be able to carry out the detection procedure described in Chapter 4.

Accordingly, the components of the sequences (Yi cee )

1 ]
f Yi+n—l' Yi+n—2'

(203,204)

+n

must be provided by using one of the prediction methods

Moreover, the received signal sequence [ri ooy ri]

+n’ Ti+n-1" Fi+n-2’
has to be kept in store for subsequent detection and estimation
processes. The predicted value of Yi+n from the information received

at time t=iT (seconds) is designated as Y. Different methods for

i+n/i°
. . r 1 : 1 1
predicting the value of Yi+l/i or Yi+n/i from the estimate Yi, Yi—l' -
of Yi' Yi—l' ... have been studied elsewhere(200'203'204); the least-

. .. . 2
square fading-memory prediction is recommended for use here( 04'206).

Subsequently, a degree 1 polynomial is only used here which is given by

, Vo : 2 6.19
()04 (¥, )"+ (1= 0%E

Y! = (

2
[] L) .
i+1/i Yisi-1 ¥ * (-0 g 6.20

L}
Yivisd)
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Y! =

L L]
i+n/i iy Yl

l/i)' 6.21

] ] . 3 . : . ]
where (Yi+l/i) is a function of the first differential of Yi+l/i

with respect tc time and

- LI '
E, Yio- i 6.22

8 is a real constant in the range 0 to 1.

11/

appears essentially as a dummy variable in the algorithm
but its function is to assist in determining the required prediction

and it is not necessary to be considered in further detai1(203).

Furthermore, the values of individual components of (Yi+l/i)' may be

zero when no changes occur in the channel. However, the polynomial

is initialized as follows

! = y' = H
1/0 (S o)

6.23

(Yi/o)‘ = 0

Cleariy, increasing the value of 8 towards 1, the weight factor decreases

inthe prediction process.
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6.6 Computer Simulation Tests and Results

The performances of the FFCE and MFBCE are studied here by computer
simulation tests in the presence of additive noise and Rayleigh fading

conditions.

The two systems have two not well valued parametexs since the

value of each is between zero and one. These parameters are:-

i) The convergence constant, b,

ii) The prediction weighting factor, 6. \

Therefore, it is necessary to select the values of these two parameters
(b and ©) such that each of the estimators gives optimum performance in
noisy conditions and in possible fading rates. The optimisétion tests
can be carried out by selecting either the value of 8 as near as possible
to 1. or the value of b as close as possible to zero and making the value
of the other parameter vary from zero up to one, with relatively low

signal-to-noise ratio, according to the following steps:-

lst step. Let 6 = 0.9 and making the value of b vary from zero toward l.
The value of b (say b = bl) at which the estimator gives minimum mean

square error (minimum MSE) is taken for the use in the next step.

2nd step. is performed by letting the value of 8 vary, say from 0.1 by

suitable steps up to the value &6f 1, with b = bl and by taking 91 the

value of 9 at which the estimator gives minimum mean square error.
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3rd step. This step is the reptition of lst step, but now with & = 81.
b2 the value of b, at which the estimator gives minimum mean square
error, is selected.

4th step. If b2 # bl' Step 2 must be repeated, but with b = b

2t and

6 = 62 is recorded. Moreover, if b2 = bl then b2 and Bl will be used as
the system optimising values. The lst and 2nd steps are repeated in the
way described in the 3rd and 4th steps until either the values of b£ =
bl—l or 92 = Bl-l' The last values of b and 6 are kept as the optimised
values, at the satisfaction of the above conditions (see Tables 6.1 and

6.2).

The mean square error for the optimisation test only is given by

M

)

1 [ 2
(M=N}2L° i=N

¥ -y |
1

5y as 6.24
1' .

MSE = 10 1oglo {
where Yi is the actual sampled impulse response of the channel, N = 1000
and M = 50000. The factor of 2L, used here, is only to increase the
range of operation. The optimisation tests were carried out under
different Rayleigh fading rate conditions with signal-to-noise ratio of
10 dB calculated as 10 loglo (1/02), where 02 is the noise variance.
The results of MSE versus b for different selected values of ® for optimum
performance are shown in Figure 6.5 for FFCE and Figure 6.6 for MFBCE.
While Figures 6.7 and 6.8 show MSE versus § for different selected values
of b at which the estimators became optimum for FFCE and MFBCE respectively.
Tables 6.1 and 6.2 give the values of b and 8 for the corresponding

Doppler frequency.
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The values of b and 8, obtained for optimum systems tested above when
only fD = 100 Hz, are used in the following tests. Figures 6.9 and

6.10 show tﬁe variation of MSE with signal-to-noise ratio (SNR) for FFCE
when a rectangular shaped channel {C=r) and a raised-cosine shaped channel
{(C=rc) are used respectively. Also, Figures 6.11 and 6.12 show the
variation of MSE with SNR for MFBCE when C=r and C=rc respectively.

The MSE and SNR are calculated here as follows:-

M
2
_ 1 SR S aB 6.25
MSE = 10 log]Q (M-N‘ . i i
1=N
M
. 17 s, q _
Ps = average signal power = ray i power units 6.26
i=
M
1 ) 2 it 6.27
P = average noise power = T wil power uniis .2
no i=N
= .28
SNR 10 loglo (Ps/Pn) dB 6.2

where {si} are the transmitted sequence, {qi} are obtained from
Equation 6.4, {wi} are the additive noise components seen in Equation 6.1,

and |x| is the modulus of x.

The above tests are carried out for single prediction step, when n=1
in Equation 6.21, and such prediction is only applicable in the case of
using channel equalisation technique. Clearly, both estimators are
using the already detected data symbol in their estimation processes.
But, the near-maximum likelihood detection scheme requires a delay of

n symbols to reach a decision. Therefore, it is necessary to study the
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effect of the delay on the performances of the estimators. Figures 6.13

to 6.20 show such effects, when SNR = 10 or 38 dB, on the performances of
FFCE and MFBCE with the application of the two channels. Both estimators
pexrformance diverge as the delay (represented by n symbols)lincreases, but
the divergence at high SNR is much slower. Table 6.3 gives the values of
n at which the MSE = O dB when the Doppler frequency FD = 100 H=z. Clearly,
FFCE diverges a little faster than MFBCE as the delay increases. Moreover,
both systems diverge faster, when the raised-cosine shaped channel is used

than is the case when the rectangular shape is used:

Further compariscons between the performances of FFCE and MFBCE can be
assessed to compare between their tolerance to additive noise at fD = 50
and 100 Hz as shown in Figure 6.21 and 6.22 for rectangular and raised-
cosine shaped channels respectively, where (in these two figures) FF refers
to FFCE and FB refers to MFBCE. Also, table 6.4 compares the value of MSE
at 38 dB signal-to-noise ratio (SNR} obtained from Figures 6.21, 6.22 and
also from 6.2 to 6.12 for the two systems under different fading rates.
Clearly, MFBCE gives an advantage of 7 to 13 dB in performance ovexr FFCE
for the same SNR (= 38 dB). Morecover, there is insignificant difference
in the application of the two channels used here when FFCE is used at high

fading rate and no difference when MFBCE is used.

All of the above tests were carried out on the assumption that all the
required sequences are ihitialized according to Egquation 6.2Z23. But in
the case when the estimator does not know the values of these sequences

or Y' = Y5=0 and (Yi '=0, then it is necessary to send a retraining

1/0 /0!
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signal with a relatively long well known sequence to the receiver and
letting the estimator build up its initialisation. The question is

how long the sequence must be. Figures 6.23 to 6.26 show the variation
of the square error (SE) with time of n symbols (required to make the
system converge). The SE is given by

3

SE = 10 log, (‘IYQ -y |9 ds 6.29

Clearly from Figures 6.23 to 6.26 both systems converge rapidly.
It is possible to conclude from the work presented by this chapter that:-

i) The feedback channel estimator introduced in Appendix J requires a delay
of LT seconds, where L is the number of samples in the sampled impulse
response of the channel and T is the symbol duration. The feedback
estimator is modified mathematically in order to overcome the above delay.
Also, a further development is brought forward by the insertion_of a
digital feedback control system in the modified feedback channel estimator.
The insertion of a digital feedback control system may eliminate as much
noise as possible outside its bandwidth (100 Hz). Also, from Appendix J,
the modified feedback channel estimator, MFBCE, (as well as the feedback
channel estimator) can subtract the intersymbol interference errcor signal
components, while the feedforward channel estimator cannot. For the

above reasons the MFBCE shows surprisingly much better performance in

the above tests over the feedforward channel estimator, FFCE.

ii) It has been found in Appendix J that it is necessary to mutliply

by the reciprocal of the data symbol value to obtain a better estimate
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of the sampled impulse response of the channel and not hy the complex-
conjugate of the data symbol value, when the FFCE is used with a multi-

level QAM signal,

iii) The values of b and 8, that optimise the estimators under Rayleigh
fading condition with Doppler frequency of 100 Hz, were used in all of the
above tests of course excluding the optimisation tests. The idea behind
that is to design an estimator that can cope with highest possible fading
rate. This has led to a high jittering at lower fading rate. Therefore,
it is necessary to make the values of b and & vary in a sense such to
optimise the estimator according to the fading rate. Consequently b

and 8 must not be constants.

iv) Both estimators studied here are highly sensitive to delay.

v) Also both estimators, FFCE and MFBCE, converge quickly, since their

convergence constants, b, are relatively large in comparison with results
. (207-206)

obtained elsewhere . Furthermore, the larger the value of b the

more susceptible to the noise is the estimator. The values of 8, used

here, might also influence the convergence of the two estimators.

vi) At lower fading rates, both estimators are more tolerant to noise,

which indicates that both estimators have very narrow bandwidths.
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b 8 fD Hz
0:09 0.7 100
Q.08 0.85 50
0.07 0.7 25
Q.05 Q.85 10

Table 6.1 Optimum values of b and 8 under different

fading rates for the feedforward channel

estimator.

b 8 fD Hz
0.5 0.80 100
0.45 0.85 50
©.175 0.90 25
0.125 0.95 10

Table 6.2 Optimum values of b and 0 under different

fading rates for the modified feedback channel

*

estimator.
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SNR Channel n n
dB C = in FFCE in MFBCE
10 r 14 16
10 re - 13 15
38 : r 17 18
38 rc 16 17

Table 6.3 The values of delay n when MSE = O under
a Rayleigh fading with Doppler frequency
f =100 fer 10,38 dB signal-to-noise ratio

D
£ MSE in dB MSE in DB
D for FFCE for MFBCE
C=r C = r¢ C=r C = rc
Hz
100 -11.0 -10.6 -17.0 -17.0
S0 -13.6 -13.2 -23.0 -23.0
25 -18.0 -17.7 -32.0 -32.0
10 =25.0 =25.0 -38.0 -38.0

Table 6.4 Mean square error (MSE) measured at
38 dB signal-to-noise ratio (SNR) for
FFCE and MFBCE under different Rayleigh
fading rates, when rectangular shaped (C=r}

and raised-cosine shaped (C=rc) are used.



r
Data !
| .
Symbols . BSG | Linear
(s, | Modulator
DEPecfed received
Data samples (r. ]
Symbols Detector ! -
I t=iT
Sicnat! ] nT
PR Chuhnel
Estimator
Fig. 6.1 Model of data transmission systeﬁ

Rayleigh Fading Baseband Channel

Transmission
Path

Linear

Demodul ator

demodulated baseband signal [{(t)

BSG :

Baseband signal generator

hite|Gaussian

i
Notse

T T e e e e e T T . e e T T A e e e e e v mm TR e v e A e e e e o  — — = = e m o A o = e = ]

1te




RN S
b Adder
[ Y'i-1;o ] v'aﬂ‘(ég Vit 1
* x x
o -
5 dol T LT e

Fig. 6.2 Feedforward channel estimator

gt



e -1

(s'i)‘1_

+Ql-ﬂ -

i+1

UPDATE STORE
ESTIMATE Yi-y
BY INPUT-RAW
ESTIMATE ;
T0 GIVE Y;

Yi'o

L

Fig. 6.3

Feedback channel estimator

Ege



- ' _1 - .
(Si) o
rs )
— + '@ L.oop — I-nfegru’ror—!——’é—A b
h A Filter

T 1
X
T . | Digitat ControlSystem
T
N, ~®y’-_ 70 l
-1 i-1,2 i =11 | : hs
i
C b
d ! -
—cl T T oo T |--
| Static Filter

Dynamic Filter

(1-b)

Fig. 6.4 Modified feedback channel estimator



MSE

235

“4 Legend
A ©=0.7 fD=100
-6 X 6=0.85 fD=50
O e=0.7_ fD=25
-a-! | R 6=0.85 {D=10

1]
_10 —

_12 —

—14

—16
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-22 4

Fig. 6.5 FFCE optimisation tests for different fading
rates and different values of 8, SNR=10 8.
MSE: Mean ‘‘Square Error
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Legend

A ©=0.8 §D=100
X 6=0.85 fD=50
O ©=0.9 fD=25

& ©6=0.95 fD=10

=35 T T T T 1
0.0 0.1 0.2 0.3 0.4 0.5

b

Fig. 6.6 MFBCE optimisation tests for different fading
rates and different values of 6; snrR=1o0 d8.
MSE: Mean ::square Error
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Legend

A b=0.09 fD=100
X b=0.08 fD=50_
87 O b=0.07_fD=25
® b=0.05 fD=10

_10 -

_12_

-14 -

—16
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—24 T T T T
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0

Fig. 6.7 FFCE optimisation tests for different fading
rates and different values of b; SNR=10ds.
MSE: Mean :Square Error
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0=
Legend
_5- A b=0.5 fD=100
X b=0.45 fD=50 _
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K b=0.125 fD=10
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6

Fig. 6.8 MFBCE optimisation tests for different fading
rates and different values of b; sNR=i0 dB.
MSE: Mean Ziquare Error
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Legend
A fD=100Hz
X _fD=S0Hz_
[0 _fb=25Hz

® _fD=10Hz_

-~
--_—-_._..

45

~20 -
\
‘\
\
-22 \
] \/
—24 - '\
Ny -"'E
-26 T T T T T T 1
10 15 20 25 30 35 40
' SNR dB

Fig 6.9 Performance of FFCE in additive noise fof different

fading rates when C=r, 6=0.7 and b=0.09.
MSE: Mean “%quare Error
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Legend
A _1D=100
X _{D=50
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Fig 6.10 Performance of FFCE in additive noise for different
fading rates when C=rc, 8=0.7 and b=0.09.
MSE: “Mean “.$quare Error
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Legend
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Fig 6.11 Performance of MFBCE in additive noise for different
fading rates when C=r, 6=0.8 and b=0.5.
MSE: Mean :-Square Error
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Legend
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Fig 6.12 Performance of MFBCE in additive noise for different
fading rates when C=rc, 6=0.8 and b=0.5.
MSE: Mean '~Square Error
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Legend
A fD=100Hz
X fD=50Hz
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Fig. 6.13 Effect of delay on FFCE performace for different

fading rates when SNR=10 dB, C=r, 6=0.7 and b=0.09.
MSE: Mean "‘Square Error
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Fig. 6.14 Effect of delay on FFCE performace for different
fading rates when SNR=38 dB, C=r, 6=0.7 and b=0.09.
MSE: Mean > square Error :
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Fig. 6.15 Effect of delay on FFCE performace for different
fading rates when SNR=10 dB, C=rc, 8=0.7 and b=0.09.
MSE: Mean : :Square Error
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Legend
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Fig. 6.16 Effect of delay on FFCE performace for different
fading rates when SNR=38 dB, C=rc, 8=0.7 and b=0.09.
MSE: Mean .. Square Error
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Fig. 6.17 Effect of delay on MFBCE performace for different
fading rates when SNR=10 dB, C=r, 6=0.8 and b=0.5.
MSE: Mean ~;Square Error
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Fig. 6.18 Effect of delay on MFBCE performace for different
fading rates when SNR=38 dB, C=r, 6=0.8 and b=0.5.
MSE: Mean -Square Error
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Fig. 6.19 Effect of delay on MFBCE performace for different
fading rates when SNR=10 dB, C=rc, 6=0.8 and b=0.5.
MSER: Mean :Square Error
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Legend
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Fig. 6.20 Effect of delay on MFBCE performace for different
fading rates when SNR=38 dB, C=rc, 6=0.8 and b=0.5.

MSE: Mean “-“Square Error
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Fig.6.21 Comparison between the performances of FFCE
and MFBCE when  fD=100 and 50 Hz with C=r.

MSE: Mean -Square Error
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Fig.6.22 Comparison between the performances of FFCE
and MFBCE when  fD=100 and 50 Hz with C=rc.
MSE: .Mean "Square Error
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Fig. 6.23 Convegence tests for FFCE under different fading
rates when SNR=38 dB, C=rc, 6=0.7 and b=0.09.
SE: * Square Error
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Fig. 6.24 Convegence tests for FFCE under different fading
rates when SNR=10 dB, C=r¢, 8=0.7 and b=0.09.
SE: :»Square Error
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Fig. 6.25 Convegence tests for MFBCE under different fading
rates when SNR=38 dB, C=rc, 8=0.8 and b=0.5.

SE: 7 Square Error




SE dB

Legend
A MFBCE fD=100 Hz
X MFBCE_fD=50 Hz
O MFBCE fD=25 Hz _
® MFBCE fD=10 Hz _

n Time

Fig. 6.26 Convegence tests for MFBCE under different fading
rates when SNR=10 dB, C=rc, 6=0.8 and b=0.5.
SE:* Square Error
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7. SPACE DIVERSITY

7.1 Introduction

It is believed, from the preceeding Chapters, that the deep fade
occurrerice 1is rare(lo'll'll7), and of a short duration. However, when
it does occur, it will ruin all the built-up synchronisation. Also,
throughout this interwval, errorg are more likely to occur. Since

the chance of having two deep fades from two uncorrrelatéd signals at
any instant is unusual, then the effect of the fade can be reduced by

the application of diversity(lo'll).

Diversity is the technigue used

to develop the transmitted information from several signals received
independently over different fading paths. The objective of a diversity
scheme is to combine the multiple signals in order to combat the effects
of Rayleigh fading. As a result, the diversity scheme can minimize the
effect of fading since deep fades rarely occur simultaneously during the

same time interval on two or more paths. The following definitions are

used in diversity schemes:-

i) Coherent bandwidth: is the channel (freguency) spacing between
. . . - {117)

two signals with a correlation coefficient of les than 0.5 .

The coherence bandwidth is typically from 30 kHz to 1 MH=z. The

frequency selective properties of mobile radio makes it possible
for some system plans to employ freguency diversity in order to

combat the effect of fading(lo’ll'll7).
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ii) Coherent Time: 1is the difference in time between two samples

of signal with a correlation coefficient of less than 0.5(117).

The typical value of coherent time is 1.3 ms or more. The

frequency dispersive properties of the channel can be utilized

in a time diversity scheme to combat the effect of fading(lo'll'

113,117)

iii} Coherent distance: is the minimum distance between two points

(11,117)

at which the signals correlation is less than 0.5 The

, , . A : ,
typical coherence distance is nz in an urban location, where A

is radiated frquency wavelength and n is an integer, n > 1. This

property enables the use of space diversity.

Since the spectrum utilisation isvery important in cellular mobile radio,

. . . . : -12 - ’
space diversity is recommended in such an env:.ronme:nt(lo 12,117, 123-130

134-175). Hence, the objective of this chapter is to define the space
diversity and to discuss briefly the combining methods. According to the
above definitions, space diversity is achievable in the range of frequencies
used here, of around 900 MHz since % = 16 cm. Simple tests are carried

out here to show the variations of the signals level before and after

combining, for the case of an unmodulated carrier.
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7.2 The significance of space diversity

Space diversity is relatively simple to implement in comparison with

the other diversity schemes and does not-require any additional frequency

spectrum. Moreover.-ily, space diversity is strongly considered in
p : RN, P

mobile radio communication for the above and the following merits(lo_12

117, 123-136). According to the definition of coherence distance, the

basic requirement is to choose space between the antennas at the receiving
side or at both sides (transmitting and receiving) such that the

individual signals are uncorrelated. The practical spacing is found

(10,11,117,131,133)

to be A at mobile stations and 11X to 13X at base

2
(10,11,130)

staticons The diversity array can be located either at

mobile unit, the base station,or both depending on the successful
design of a combining technique and the degree of reguired enhancement
of the signal. Each of the M antennas in the diversity array must
provide an independent signal to an M-branch diversity combiner. Then,
the combiner operates on the assemblage of signals éo produce a
favourable result. In principle, there is no limitation on M, the
number of array elements, but the amount 0f improvement realized in

the fading condition decreases as M becomes large(ll). ' When M=2 the
improvement is 11.5 dB with 99% reliable signal level and when M=4 the

(11'117). Furthermore, the acceptable amount

of correlation is found ¢ 0.7 with good signal performance(l30). Also,

it has been proved elsewhere(lzs) that the channel spacing can be reduced

improvement is only 19.dB

to half by the use of space diversity under similar co-channel inter-

ference conditions.
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7.3 Combining Technigues

Since this chapter, as titled, deals with space diversity, therefore
it is unnecessary to discuss combining technigques used with other

diversity schemes. The following combiners used with space diversity

schemes are discussed in detail elsewhere(lo'll), and they are briefly
presented here:-—
i} Selective combiner: The function of this combiner is to select

the signal with.the highest signal-to-noise-ratio amongst all of
the received array. Of course, the system cannot calculate the
signal-to-noise ratioc but it selects logically the signal with
highest level. However, this combiner is an impractical technique
for mobile radio since it is very difficult to implement, due to

the requirement of a floating threshold level(lO).

ii) Switch combiner: This combiner depends on a switch-and-stay
strategy. In this technique, the signal is switched to the receiver
{ demcdulator) and stays on until its envelope drops below a
predetermined threshold, and then the combiner locks for a signal
from the M branches with highest level to switch it on to the

receiver.

iii) Maximal-ratio combiner: In this combiner, the M signals are
weighted for optimum performance and are co-phased before being
combined. The maximal-ratio—combiner can be applied with pre-
demodulation or post-demodulation techniques, where the co-phased

signals are combined before or after demodulation respectively.
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iv) Equal-gain Combiner: uses a simple phase-locked summing circuit
to sum all of the M signals. Also, it provides incoherent
summing of the various noise elements, but at the same time it

provides ccherent summing of all the individual signal branches.

However, it is difficult to combine two or more signals with different
phases relative to each other, in mobile radio communication, whatever
the difference between their amplitudes. The combiner used here is similar

to the equal-gain combiner.
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7.4 Algorithm for Space Diversity

The reguirements of the space diversity technique at the receiving

end are two antennas and a two branch combiner, where, in this case M=2.
A model of a receiver representing such a technique 1is illustrated in
Figure 7.1. This arrangement at the receiver does not depend on the
arrangement of the transmitter, whether the transmitter has a single
antenna or more used in a space diversity configuration. However, the
two received signals are received over two different paths, each
subjected to different Rayleigh fading. The receiver, Figure 7.1,
consists of two sets of demodulators,combiner and detector. The two
received signals are roughly demodulated, by the first set of demcdu-

lators, to give complex-valued baseband waveforms given by

r(t,d) = Z Si y{t - iT,d) + wi{t,d) 7.1
i

where, {y(t,d)} , for d=1,2, are the impulse responses of the channel

seen through the two paths and {w(t,d)} are the additive bandlimited

Gaussian noise components {see Chapters 3 and 4). Of course, both

received signals carry the same information S - It is assumed that

si = O for i £ 0, so that si is the ith transmitted data symbol. Also,
for 1 » 0O, the {si} are statistically independent and equally likely to

have any of K possible values defined in Chapters 2 to 4 for multilevel

signals.
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The received signals, Eguation 7.1, are sampled once per data symbol

at the same instant t = iT to give the received samples

L-1
= . . + .
*i,a !;Eo Si-2 ¥5,2,a " Yi,a 7.2

where {yi 2 d} are the sampled impulse responses of the two baseband

channels seen from the two branches and Wiag© w(iT,d) are the bandlimited
r

Gaussian noise components with zero mean and the same variance. Knowing

that: each of {yi o, {w

b, {r, .} ana s is complex-valued, of

'ﬂ,d i,d i,d

course, the two signals {ri }, for 4 = 1,2, are uncorrelated according

to the definition of coherent distance(lo'll'll7), therefore

,d

E{r. 3 = .
i,1 73,2 0 7.3

where E{x}) is the expectation of x, and subsequently

Clearly, each of {yi 2.4 thas common basis as described in Chapter 3
r r
and the following chapters. Furthermore, each of them has a finite

duration for practical purposes.

The second set of demodulators isused to remove separately, any frequency
offset and/or phase shift, caused by the transmission paths, from the

corresponding signal, so that they can be easily combined. The
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combination is performed irrespective of the signals fading. The dis-
advantage of this combining technique is when any one of the received signals
suffers a deep fade,more noise, in comparison with combined signal level,
will go through to the detector. But it is still better than selective
and switch combiners in regarding the performances of the synchronisation
systems which cannot cope easily with sudden jumps between different level
signals and will subsequently affect the performance of the detector
{Chapter 6), with the assumption that all combiners are using co-phased
signals. Th2 second set of demodulators uses a data aided digital phase
locked loop (DA-DPLL) (Chapter 5} to generate correction signals that are
used for the demodulation processes. The correction signals are given by
i,a ~ SEACH for d=1,2 7.6
where each cne of {¢i,ﬁ9 covers the phase and/or frequency shift caused
by the corresponding path and j = Vo1 Moreover, each of DA-DPLL's is a
second order system and has two inputs, the estimated signai that can be
obtained from the channel estimator and the demodulated received signal of
the corresponding path (Chapters 5,6), as shown in Figure 7.1. The tanlock
phase detector is used in each of the DA-DPLL to detect the phase difference

between the two input signals to the DA-DPLL (Chapter 5).

The impulse response of the channel corresponding to either path,

( {y. 2 } or {y. }), is now formed by the linear modulator, transmitter
i 2,1 i, 2,2

filter (by assuming single transmitting antenna), the corresponding trans-

mission path, the corresponding linear demodulator and the corresponding

receiver filter. Hence, from Equations 3.79 and 3.80, it is possible to

obtain
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Y, = H .
i,ad o] Ql,d

1l

[¥; 0,a Yi,1,4 Yi,2,a °°° Yi,1-1,a

where {from Equation 3.77)}

h ] 7.8

1 h2 Tt L1

H = [h_ h
o} o]

is the nonfading channel impulse response and (from Equation 3.81)

0 .. o
45,4 0
°© 9,4 ° - °
= .. 7.
9,4 © © 9i-2,a © °
© © 0 qi-L+l,d

"which are obtained from the Rayleigh fading simulators for the two paths.
Of course, the same demodulators and receiver filters are used in the two
branches at the receiving end. The modulator and the transmitter filter
at the transmitting end, and the demodulator and the receiver filter at

the receiving end together form the nonfading channel impulse response, H

The two transmission paths are represented by two Rayleigh fading simulators
designed in the same way as described in Chapter 3. The four noise
components are obtained from four different noise sources. Also, the four
neise components are uncorrelated Gaussian random variables with zero

mean and the same fixed variance. Hence, {Q‘1 d} are uncorrelated random

r
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variables with a Rayleigh distribution function to satisfy the condition

of space diversity(lo’ll'll7'l3o?.

Equation 7.2 can be rewritten as

= ) idi,d
Yi,a T Losyy Yi,e,a® ¥ Yi,a 7.10
2=0
where
Y = h |q -|ej¢i’d for &=0,1 L-1
i,e,d 1 i-0;4 rle eeer
~ o jé. 7.11
= yl,ﬁ,d e’ i,d

and {%H} are the phase shifts caused by the two transmission paths and
Iqi,dl is the modulus of qi,d' As a comparison bhetween Equaticn 7.11

and Equation 7.6, the generated correction signal phases are the same as
.the received signal phases. Ideally, this is regquired for such situations,
but is not true practically. The two received signals are co-phased by
the second set of demodulators as fulfilment of a successful combining

method. The signal at the output of the combiner is given by adding the

results of multiplying Equation 7.6 by Equation 7.10C

H-
:
o
+
R
(3]
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where
B~ hz(lqi-z,1| * Iqi-l,zl)
= By Py
- R T
and
v = W C, + W C,
1 lrl lfl lf2 1,2

eesy L1

7.13

7.14

Clearly {hi 2}are the components of the resultant channel impulse response
r

that are now given by

(5,0 BPi;0 D50 - - -

h'j p-1!

where H is given by Egquation 7.8 and P, is L xL

such as
Py O 0 .
Q : e} . e
Pia
Pl = o] 0 pi_2 . .
Q Q o] .

7.16

~diagonal matrix
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Now, all the compcnents of Pi are real valued representing the resultant
of the fading caused by the two transmission paths. vi is a complex-
valued noise component, whose real and imaginary parts are statistically

independent Gaussian noise with zerc mean and same variance.

The detector must have prior knowledge of Hi in order to be able to detect
the received data symbols si . si can have all possible values of S, -
Furthermore, Hi is assumed here to be correctly estimated by the channel
estimator (Chapter 6). The performance of channel estimator in space
diversity will be'further considered in Chapter 8. The carrier recovery
systems using DA-DPLL are briefly presented here but will also be discussed

concisely in Chapter 8. The estimated signal, that can be cbtained from

‘the channel estimator, can be given by:

z, = Z s! h! 7.18

The signals at the output of the phase detectors of the DA-DPLL's are given by

6. . = tant Tn'%i Ti,d 7.19
t.d Rz, o
e ii,d

where Im(x) and Re(x) refer to imaginary and real parts of the variable x.

These signals are used as inputs to the loop filters of the DA-DPLL's and
their output signals are employed to excite the voltage controlled

oscillators (VCO's). Let the transfer function of the loop filters and



269

and VCO's in series form be X(f) whose inverse Fourier Transform is x(t)

The generated correction signal phases are now given by

. = 8, * x .
¢1,d i,d (t) 7-20
where * means the convelution process. Since ri 1 and I, are
. ! r
uncorrelated, then the correction signals, ¢ 1 and S o that are
r r

obtained from the DA-DPLL's, (Equation 7.6 and 7.20), are alsoc uncorrelated.
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7.5 Computer Simulation Tests and Results

Simple tests have heen carried out to observe the variation in signals

level, in the mobile radioc environment. The tests are performed under

the assumption of an unmodulated carrier, where, in-this case, si =1+ j1
and j = /-1 (see Chapter 5). The reason behind such tests is to enable
close observation to the signal levels and phases before and after com-
bination. 0f course, the test can be carried out on a modulated carrier, but
it is difficult to observe the phase, since the phase of a phase-modulated
carrier is a function of the modulating signal and of the phase shift

caused by the transmission paths. As mentioned earlier, the chance of
having two deep fades from two uncorrelated signals at the same time is rare.
Such a situation is shown in Figure 7.2 as a result of the first test that

is consistent with the result obtained elsewhere(10,11) The results of

these tests are shown in Figures 7.2 io:. 7.6. The two received signals

level seen at the output of the first set of demodulators, Figure 7.1 are

plotted for a short interval of time in Figure 7.2. The signal level is

calculated as:

| fFading signal envelope I .

signal level = 20 l°g10(|nonfading signal envelope| a8
20 lo Lri’d [) a8 7.21
910 "¢, ;

where d is either 1 or 2, {ri d} are the two received fading signals as
r

were given by Equation 7.2, |xl is the modulus of x and
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-1
£ = s h 7.22
i =0 i-¢7 2
is the actual nonfading received signal. Bearing in mind that {hl} are the

impulse response components of the nonfading channel given by Equation 7.8.
Figure 7.3 shows the signal level at the output of the combiner. Clearly,
most of the time the level of the combined signal is above zerc dB. However,
Figure 7.4 compares between the levels of the two received signals and the

combined signal, those are shown in Figure 7.2 and 7.3.

The comparison between the two received signals phase at the output of
the first set of demodulators and the phase of combined signal is shown in
Figure 7.5. The phase of, for example, the received signals are calculated

as:-

phase of (ri,d) = tan (§_T;T__T
e 1,d

) degrees 7.23
Clearly, the phase of the signal at the output of the combiner is constant
{or it is a function of the modulating signal phase only in case of using
a modulated signal). Figure 7.6 [(an expanded form of Figure 7.5) 1is

presented to give a clearer view of how the phase of the received combined

signal is varying.

The performance of a 4-level PSK system emnploying space diversity will

be studied further in Chapter 8.

From this chapter, it is possible to conclude that the effect of the fade can

be reduced by the application of space diversity, since the chance of having
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two deep fades from two uncorrelated (or with small correlation coefficient)
signals is small. Moreover, the space diversity is recommended for use
in cellular mobile radio communications, because spectrum utilisation is

4 very important factor of the overall system design.
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8. OVERALL PERFORMANCE

- 8.1 Introduction

In'Chapter 7 a space diversity technique has been introduced and simple
tests were carried out to study the combined signal level and phase with
the use of a co-phased combiner. However, it is necessary to determine
the tolerance to additive white Gaussian noise of a receiver employing

space diversity, which is the objective of this chapter.

A 4-level PSK (phase-shift-keyed} signal with differential coding is

the only multilevel signal used here (Chapter 2). The assumed receiver
uses two sets of demodulators, a two branch combiner and a detector (see
Figure 7.1}. The two received signals are first demodulated to baseband
by the first set of demodulators without removing the fregquency offsets

or the phase shifts caused by the corresponding paths. Also, the first
set of demodulators use the same reference signal, whose fregquency is
equal to the transmitted signal carrier frequency. The second set of
demoddilators, whose functions are to remove any frequency offset and phase
shift from the corresponding signals, use two independent correction
signals generated by two DA-DLL's. At the ocutput of the second set

of demodulators, the signals are co-phased and can be combined (Chapter 7).
The resultant signal from the combiner is fed to a detector. A non-
linear equaliser, NLEQ, and a near-maximum likelihood, S2D3, detector are
used and their performances are compared fChapter 4). Moreover, the
modified feedback channel estimator, MFBCE, is associated with the

detector (Chapter 6). All the above equipment is described briefly here,
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whilst their details can be seen from the corresponding chapter.

The carrier recsovery systems {CRS1 and CRS2) described in detail in
Chapter 5 are employed in receivers with the use of space diversity.
Also, the co-phased combining method is used. The combined signal is

fed to a threshold level detector.

All the systems mentioned above are tested by computer.- simulat ion tests

(Appendix K).
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8.2 Model description

Figure 8.1 shows the model of data transmission channel in the mcobile
radic environment. This model depends on the models described in
Chapters 3 and 4 (Figures 3.1 and 4.1} and has the basic structure of

a receiver model employing space diversity that has been described in
Chapter 7 (Fiqure 7.1). Also this model may employ a near maximum
likelihood detector or a nonlinear egqualiser applied to a QPSK signal,
that are described in Chapter 4 as system S2D3 and NELQ, respectively.
Furthermore, this model uses the second-order data aided-digital phase
loked loop (DA-DPLL}) and the modified feedback channel estiamator (MFECE)
which are discussed in detail in Chapters 5 and 6 respetively. The way

of realizing these systems in the model is shown in Figure 7.1.

By assuming single transmitting antenna, there is only one linear modulator
and one transmitter filter. The signals are received via two antennas
corresponding to two independent paths. Consequently, each antenna

feeds the corresponding receiver filter and the linear demodulator. Each
of the transmission paths is represented by a multipath Rayleigh fading
simulator separately, so that thereceived singals are uncorrelated.
Hence,each transmission path andvthe corresponding demodulator and lowpass
filter {which is equivalent to the receiver filter, see Chapter 3}
together with linear modulator and lowpass filter (equivalent to the
transmitter £ilter) form the corresponding baseband channel. Accordingly,
the two baseband channels are uncorrelated, with Rayleéigh distribution
functions. The complex-valued impulse response of the two channels,

y(t,d), have a finite duration for practical purposes, where d = 1,2.
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Besides the fading, the other impairment is additive noise that may include
co—-channel interference and adjacent channel interference. However, the
assumed noise is staticonary white Gaussian noise, which is added to the
information bearing signal at the output of each transmission path. The
two complex-valued noise weveforms {wi{t,d)} at the output of the two
receiver filters are cobtained from two different noise source; and, hence,
they are uncorrelated. The resulting received signal at the output of

the receiver filters are then complex-valued baseband signals given by
Equation 7.1. Each of the received waveforms has a bandwidth extending
from -B to +B, where B = 4800 Hz, and both are sampled at the same time

instant, t = iT, once per data symbol to give the received samples,

L-1 .
Tia © RZO Si-g Yi,g,a T Yi,aq 8.1
where ri,d = r(iT,d), Yi,i,d =y {(iT,d) and wi,d = w(iT,d). The sampling

rate is close to the Nyquist rate, which is 9600 sample/second. The real
and imaginary parts of the noise components {wi d} in the received signals
’

{ri a }are statistically independent Gaussian random variables with zero

mean and have the same variance. The sampled impulse response of the

linear baseband channels are given by Equation 7.7.

The frequency and/or phase offsets are not yet removed from the received
signals, Equatioen 8.1, and removing them requires the generation of two
correction signals, having the same frequency and/or phase offset of

the corresponding signai. The system used to solve this problem is the



283

data aided digital phase lockéd locp (DA-DPLL) described in Chapter 5.
At the output of the second set of demodulators, the demodulated and
sampled signals are combined according to Equation 7.12, since they are
now co-phased. The resultant signal is fed to a detector which may be
a nonlinear channel equaliser with a threshold level detector or a near-
maximum likelihood detector, where both are described in detail in

Chapter 4 as systems S52D3 and NLEQ.

Since the modified feedback channel estimator (MFBCE) has shown a consider-
able improvement over the feedforward channel estimator (FFCE),‘the former
is used here. The estimator was described in Chapter 6. The MFBCE

uses the same feedforward transversal filter as that used by the nonlinear
equaliser. Such an arrangement (of NLEQ and MFBCE} reduces the whole

systems complexity.
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8.3 Radio-fregquency Signal Representation

This section is a continuation of Section 5.5, where the two carrier
recovery systems, CRS1 and CRS2, are explained briefly, in order to

avoid unnecessary repetition, with.use of space diversity. The corres-
ponding demodulation processes are described and detection is performed

by using a simple threshold level detector. A post-demoulation combining
method is used to combine the two demodulated signéls (see Figqures 8.2

and 8.3). From Equation 5.70, the two received signals are given by

= i + + + .
3,4 35,9008 1T+ 0 s+ 8 5.a T Yig 8.2

where a, for d = 1,2, are the envelopes of the two received signals

i,d’

{ri d} via two different paths.

r

V;T = 27 f

c o fc is the carrier frequency,

i is the time index,

Ts = T/32 ; T is the signal element duration (in seconds)
fs = 1/TS ; 1is the sampling frequency
L .
= + a0,) ;& =% led
¢s,i 5{1 l) i 1 is the samp data sequence,
{¢ } are the random phase shifts caused by two different transmission

q,i,d

paths (from Eguation 5.64) and {wi d} are the additive band limited noise
r

components. The modulation technigue used here is binary PSK (phase-

shift-keyed) and carrier frequency is reduced to 19.2 kHz for the use

of software program simulation. The baseband data rate is 9.6 kbit/s.
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The two received signals {ri d} are assumed uncorrelated and hence

{¢q,i,d} and {wi,d} are uncorrelated (Chapter 7). a, is equally likely
to have any of the two possible values. The noise components, {wi d}
r

are Gaussian with zero mean and same variance. The signal-to-noise ratio

is given by (from Equation 5.68)

2 15000 15000
)
10 o0 .oy i.d i=1 "i,a

8.3.1 System 1

The complete block diagram of a receiver employing CRS1 with the use of
space diversity is shown in Figure 8.2. The two regenerated carrier
signals, that are generated by squaring/filtering/frequency dividing by
2 method from the corresponding received signals, are given by (from

Equation 5.71}

= i ' am
;.4 cos(wclTs + ¢q,i,d) for 4 = 1,2 8.4

where {¢' . } are the estimate of{¢q

} . =1 .
q,i,d generated at time t=(i l)Ts

1,4,
For linear demodulation, each of the received signals is multiplied by
the corresponding regenerated carrier signals and the resultant is fed
tc an integrator circuit (or a lowpass filter) to form a time integral
from O to T as shown in Figure 8.2; The signal at the output of each
integrator is given by

K-1

1
99, T X REO Ci-k+k+1,d  Ti-K+k+1,d
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where 4 = 1,2, K = 'I‘/Ts = 32, T is the data element duration, TS is the
sampling period and % is the time index of thé data element such that
glrd = gd(ZT). Of course, the integrator should be reset to zeroc at
the end of each integration period. Now, the two signals are combined

by direct addition and the result is given by

' =
g2 gg"l + gl’z . 8‘6

The threshold level detector, at this stage, compares gi with zero
threshold and makes a decisicon on which element has been received, as

follows: -

] - - L
o = 1 when g2 > 0
A
8.7
o= =1 when g! <
o) 9, 0
where a' is the detected data element.
The differential coding is essential in order to overcome the phase
ambiguity in the recovered carrier signal phase caused by the squaring
processes. In a mobile radio environment, with or without differential

coding, there is always phase ambiguity in the recovered carrier signal
due to Rayleigh fading. Therefore, space diversity has been used here.
Since it is unlikely that the two signals will suffer a deep fade at the
same instant (Chaéter 7), it is possible to use the stronger signal to
correct the regenerated carrier corresponding to the weaker éignal. The

demodulated signals g and g suppose to have the same polarity and
£,1 2,2
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consequently their multiplication, G is always positive

g g1 g2
An observer can be assumed and operates according to the following

procedure:

If G, < 0 then

Look for the weaker signal (who suffered deep fade)

Iif b > 5 then
Shift the corresponding regenerated carrier signal phase

by 180° (or multiply the corresponding regenerated carrier signal

{ci,d} by ~1)

End lf2
Else
b =
. 0
End lfl

This procedure enables the two regenerated carrier signals to resume

their correct phase, throughout the test.

8.3.2 System 2

Figure 8.3 illustrates the block diagram of a receiver in which CRS2 is
employed with use of space diversity. Also, the format of CRS2 resembles
that of CRS1 with addition of2mixer. The two regenerated reference

signals are given in this case by
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= - i + &' = .
ci,d cos([wc wL) 1Ts ¢q,i,d) for d 1,2 8.8

4 . v .
t . = -
where {¢q i d} are the estimates of ¢q,1,d generated at time t (i l)Ts,

L r

and w_ = 2wa, f_ is the local oscillator frequency (see Equation 5.74).

L L

These signals are obtained by passing the output signals from the two
mixers through limiters, squarers, frequency dividers and all associated
filters (see Chapter 5). To demodulate the two received signals,
{Equation 8.2) they are first multiplied by the two regenerated reference
signals and bandpass filtered them. Then, the resultants are second
multiplied by the local oscillator signal and the multiplication results
are fed to the corresponding time integral circuits The output of each

integrator - is given by

Li—K+k+l ri-K+k+l,d for d = 1,2 8.9

where K = 32, Ll is the local oscillator signal (from Egquation 5.72)

=
[

iz COS(WIJITS) g8.10

and {ri d} are obtained from mutliplying the two received signals, {ri d}'

r r
and by the corresponding regenerated reference signals, Equation 8.8,
and bandpass filtering them {see Equation 5.75), cor

. = . iT + L) o+ oW .

rl'd al'd cos(leT ¢s,1) wl'd 8.11
where wi d is the additive noise components.
!’
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An identical procedure is used to correct the phase of the reference
signal corresponding to the signal which is suffering a deep fade, as that
used in case of employing CRS1. Furthermore, the identical detection

method is used, as that described by Equations 8.6 and 8.7.
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8.4 Computer Simulation Tests and Results

g8.4.1 Baseband QPSK signal

Computer simulation tests have been carried out on systems S2D3, using
near-maximum likelihood detection'schemes, and NLEQ, using nonlinear
equaliser, to determine their tolerance to aditive white Gaussian noise.
Both systems employ 4-level PSK signals with differential coding (encoding/
decoding) . Also, these tests are carried out using space diversity at the
receiving end as an array of two antennas. The enhancement of space
diversity is studied with or without the adaptation of channel estimation
and phase correction. Two channels are used here with Rayleigh distri-
bution functions. The nonfading channels are derived from the correg-
ponding ideal lowpass filters with rectangular and raised-cosine shapes
{see Chapter 3). The'signal—to—noise ratio is given by (from Eguation

4.40)
= Q
SNR 10 loglo (PS/Pn} dB 8.12

where (from Equation 4,38)

) 8.13

is the signal average power, {(from Equation 4,39)

) 8.14

is the noise average power and K = 50,000, While the bit error rate

is given by (from Egquation 4.41)
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Be
BER = o= " 8.15
t

where Be is the number of error bits in the received signal and Bt is the
total number of tran=smitted bits. The computer simulation tests have
been carried over the given channels according to the following sets of

tests: -

i) Set 1:
In Chapter 4, the tests have been carried out according to the

following assumptions:-—

a) Coherent demodulation

B} Correct estimation of sampled impulse response of the channel.

C) The sampled impulse response of the channel performs the
Rayleigh fading with appropriate fading rate throughout the
channel.

D) According to assumption C, the sampled impulse response carried
the Doppler frequency offset with rapidly fluctuating phase,

caused by the multipath propagation.

The tests carried out in Chapter 4 showabout 20 dB degradation in such

an environment.

However, space diversity is used here in order to achieve better perform-
ance, since it is unlikely that the two signals suffer deep fade at the
same time (Chapter 7). This set of tests is carried out with the above
assumptions. The results are shown in Figures B.4 and 8.5, for different
fading rates, where CCA means Coherent demodulation and Correct channel
estimation are Assumed. Figures B.6 and 8.7 compare between these results

with the use of space diversity (SD) when the Doppler frequency of 100 Hz
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(fD = 100 Hz) is used, and the corresponding results obtained from Chapter 4
without space diversity. C = r and C = rc mean rectangular and raised-
cosine shaped channels respectively. However, the application of space
diversity gives, on either channel, 1.5 dB enhancement only, which is much
less thag that expected. It is difficult to assess the causes now unless

all the sets are completed.

ii) Set 2:

In this set, coherent demodulaticn is alsec assumed and the sampled impulse
response of the channel is estimated by using MFBCE (modified feedback
channel estimator). The results are shown in Figures 8.8 and 8.9, where

CHE means only CHannel sampled impulse response is Estimated. The results
obtained in Set 1 at fD = 100 Hz for two systems, $2D3 and NLEQ, are used

as a reference for this and the following sets of tests for comparison.

It is evident from Figures 8.8 and 8.9 that the probability of error
decreases as the fading rate decreases, since the mean square error (MSE)

of the MFBCE decreases with decreasing of the fading rate as that is tangibly

visible in Chapter 6. Also, these results are worse than expected.

iii) Set 3:

As mentioned earlier (in Chapter 6), the MFBCE has a narrow bandwidth and
consequently cannct cope with rapidly fluctuating sampled impulse response
of the channels. If it is possible to remove the frequency offset and
phase shift caused by the transmission paths, the system's tolerance to

additive noise may become better.

In Set 1 and Set 2, coherent demodulation has been assumed throughout the

tests. This assumption is not exactly true, since all the frequency offset
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and phase shift, caused by the transmission paths, have not been removed
entirely from the demodulated and sampled received signals. The linear
demodulation assgmed in the preceding chapters was perforﬁed by simple
frequency transformation from the passband region to the baseband region
by using a signal having the same frequency as the transmitted carrier,
but in phase gquadrature to each other, as reference signal. Whilst the
reguired reference signal must cover all the frequency offset and phase
shift so as to match the received signal phase and frequency(lZ). In
Chapter 7, the demoddation was carried out by two sets of democdulators
for frequency transformation and phase correction’to resemble the aétion
of coherent demodulation. This method is used here. As a result all
the coﬁponents of the sampled impulse response now have zero frequency
and consequently narrow bandwidth can be accomplished. Figure 8.10 and
8.11 show the results of such tests, Clearly a much better performance
can be obtained as the fading rate decreases, where in Figures 8.10

and 8.11 BG means Both channel impulse responses and phase correcting
signals are Generated. Table 8.1 gives the enhancement of using space
diversity when the sampled impulse response of the channel is estimated
and phase correction signals are generated without delay. The results
listed in Table 8.1 are measured, from Figure 8.10 and 8.11, at bit error

rate of 10_4.

iv) Set 4:

The tests in this set are identical to the corresponding tests in Set 3
but with phase correction signals are only generated and the sampled impulse

rsponse of the channel is assumed correctly estimated (CHA.CG). The
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results are illustrated in Figures 8.12 and 8.13. Clearly, identical
results are obtained as in Set 3 but with much better improvement as

shown in Table 8.2.

v) Set 5:

In Sets 3 and 4 the sampled impulse response of the channel is supplied

to both detectors used here without a delay. The near-maximum likelihood
detector, S2D3, required a delay. However, the phase correction signals

are generated without delay, as in Set 4 while the sampled impulse response
of the channel is supplied to the nonlinear equaliser detector, NLEQ, without
delay and to the near-maximum likelihood detector, szb3, with a delay by
using least-square fading-memory prediction method. The results are

shown in Figure 8.14 and 8.15, Evidently, the delay degrades the perform-
ance of the near-maximum likelihood detector Severely at high fading rate

and the degradations gradually diminish as the fading rate decreases.

8.4.2 Passband binary PSK signal

Computer simulation tests have been carried out on the two receivers
employing either CRS1 or CRS2 (carrier recovery system 1 or 2) with a
threshold level detector to determine their tolerance to additive white
Gaussian noise under Rayleigh fading conditions. Both systems use binary
PSK (phase-shift-keyed) signal with differential coding and space diversity
techniqﬁe. The signal-to-noise ratioc is calculated according to Equation
8.3 . The results of the tests are shown in Fiqure 8.16. Clearly, the
receiver employing CRS2 gives about 3.5 dB better performance over the

receiver employing CRS1.
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From the above results it is possible to conclude that:

i) The application of space diversity leads to more than 10 dB tolerance
to additive noise in a mobile radioc environment, depending on the fading

rate.

ii) The nonlinear equaliser and near-maximum-likelihood detectors
detericrate with rapidly varying phase of the impulse response of the
channel (Set 1). Therefore, it is recommended to remove any phase shift
and frequency offset caused by the transmission path from the received
signal and subsegquently from the impulse response of the channel, in

order to achieve better performance.

iii) The channel estimator is also sensitive to the phase fluctuation
of the channel impulse response and consequently its deterioration degrades

the performance of the corresponding detector (Set 2).

iv) Since the delay degrades the performances of the data aided digital
.phase locked loop and the channel estimator (see Chapters 5 and 6) these
degrad;atioﬁs affect the performance of the near-maximum likelihood dectors,
even with less dispersive channels as those which were used here, but the
performance of near-maximum likelihood is improved gradually as fading

rate decreases.

V) The receivers in which the CRS1 and CRS2 (carrier recovery systems 1
and 2) show better tolerance to additive noise under Rayleigh fading
condition. Consequently, both CRS1 and CRS2 are capable of tracking

and generating the received signal carrier, of course, with the provision
of the phase correction leogic described here. Moreover, the receiver

employing the CRS2 gives 3.5 dB better performance over the receiver employing
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the CRS1l, since in the former the demodulation takes place using a stable

frequency for the local oscillator.
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Rectangular Raised-cosine
£ shaped shaped
D channel channel
in Hz C=r C = rc
in 4B in dB
100 indefinite indefinite
50 12 11.35
25 16.5 15.2

Table 8.1 Improvement of using space divers:ity when
the channel impulse response and the correction

signals are all generated.

Rectangular Raised-cosine
fD shaped shaped
channel channel

C=r C =rc

in Hz in dB in dB
100 12.1 8.5
50 15.1 13.8
25 17.8 17.25

Table 8.2 Improvement of using space diversity when the
correction signals are generated and the
channel impulse response is assumed correctly

estimated.
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Fig. 8.4 Performances of different systems under different Rayleigh
fading rates with use of space diversity by assuming correct
impulse response of the channel and linear demodulation
when C=r.
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Fig. 8.5 Performances of different systems under different Rayleigh
fading rates with use of space diversity by assuming correct
impulse response of the channel and linear demodulation
when C=rc.
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Fig. 8.6 Comparison between systems performances with and
without space diversity under Rayleigh fading
conditions, when fD=100 Hz and C=r.
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Fig. 8.7 Comparison between systems performances with and
without space diversity under Rayleigh fading
condition, when fD=100 Hz and C=rc.
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Fig. 8.8 Performances of different systems under different Rayleigh
fading rates with use of space diversity by estimating the
impulse response of the channel and by assuming linear
demodulation; C=r.
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Fig. 8.9 Performances of different systems under different Rayleigh
fading rates with use of space diversity by estimating the
impulse response of the channel and by assuming linear
demodulation; C=rec.
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Fig. 8.10 Performances of different systems under different Rayleigh
fading rates with use of space diversity by estimating the
impulse response of the channel and correcting the phase of
the received signals; C=r.
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Fig. 8.11 Performances of different systems under different Rayleigh
fading rates with use of space diversity by estimating the
impulse response of the channel and correcting the phase of
the received signals; C=rc.
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Fig. 8.12 Performances of different systems under different Rayleigh
fading rates with use of space diversity by correcting only
the phase and assuming correct channel impulse response
when C=r.
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Fig. 8.13 Performances of different systems under different Rayleigh
fading rates with use of space diversity by correcting only
the phase and assuming correct channel impulse response
when C=rc.
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Fig. 8.14 Effect of the delay on the performance of S2D3 under
Rayleigh fading conditions when the impulse response of
the channel is estimated before nT sec. with prediction,
and comparing it with the performance of NLEQ; C=r.
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Fig. 8.15 Effect of the delay on the performance of S2D3 under
Rayleigh fading conditions when the impulse response of
the channel is estimated before nT sec. with prediction,
and comparing it with the performance of NLEQ; C=rc.
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Fig. 8.16 Comparison between performances of receivers employing
CRS1 and CRS2 under Rayleigh fading conditions.
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9. CONCLUSIONS AND RECOMMENDATIONS

9.1 Conclusions

Since the given channels are not severely dispersive, the improvement
when using near-maximum likelihood detection, compared with the corres-
ponding nonlinear equaliser under the same conditions, is not very large.
The Rayleigh fading and noisy conditions have been found to degrade

the performance of the used detectors, by some 20 dB, in comparison with
nonfading conditions. Also, under Rayleigh fading conditions, differ-
ential coding degrades the detectors by 4 dB. However, the effect of
the fade can be reduced by the application of space diversity, since

the chance of having two deep fades from two uncorrelated (or with small
correlation coefficient) signals is rare. It is possible to obtain
about 10 4B or more tolerance to additive nocise in a mobile radio
environment depending on the fading rate, by the application of space
diversity with co-phased combining techniques, since the given aetectors
deteriorate with rapidly varying phase of the channel impulse response.
Therefore, it is recommended to remove any phase shift or frequency offset
caused by the transmission path from the received signal and subsequently
from the impulse response of the channel. Only near-maximum likelihood
detectors are recommended to be used ;ith l6-1level QAM signals under

Rayleigh fading conditions.

The narrow bandwidth and a good tracking performance are incompatible

in the first order digital phase locked locop (DPLL). " However, it is
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possible to achieve a narrow bandwidth and good tracking performance

with the use of second or third DPLL's. A new method has been developed
to design second or third order DPLL by using some of the rules employed
in designing a feedback digital control system. This method offers an
opportunity to use any digital filter as a loop filter, while the
available DPLL techniques in the literature are restricted to only one
type of filter. All the DPLL's designed by this method show good
tracking performance in mokile radio envircnment, where the received
signal has a rapidly varying envelope and phase. The data aided digital
phase locked loop (DA-DPLL) performs reasonably well with the Rayleigh
fad£ng channel, but its disadvantage is the inability to sustain the

same performance when erroneous seguences are received. A further dis-
advantage of DA-DPLL is its severe deterioriqtion with delay, when used

with a near-maximum likelihood detector.

The modified feedback channel estimator (MFBCE)} has shown surprising;y

much better performance over the feedforward channel estimator (FFCE),

since the former can subtract the intersymbol interference error signal
components and deoes not require a delay. The selection of convergence
constant (b) and the prediction weighting factor (g) at high fading

rate has led to a high jittering at low fading rate. As a result, b and

9 must not be constant. Both estimators, FFCE and MFBCE are highly
sensitive to delay under Rayleigh fading conditions. Also, both estimators
converge gquickly, since their convergence constants (b} are relatively

large. Furthermore, the larger the value of b the more susceptible the
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estimator will be to the noise. At lower fading rates, both es£imators
are more tolerant to noise which indicates that both, FFCE and MFBCE

have very narrow bandwidths. It has been found mathematically necessary
to multiply by the reciprocal of the data symbol value ip_order to achieve
a better estimate of the sampled impulse response of thé.channel, when

the FFCE is used with a multilevel QAM signal, with high order level

such as l6-level or more.

As mentioned above, the channel estimator has a very narrow bandyidth

and hence the discrepancy caused. by the phase fluctuation of the channel
impulse response degrades not only.the estimator itself but the corres-
ponding detector too. The degradations, in the performance of the
DA-DPLL and the used estimators due to the delay, affect the performance
of the near-maximum likelihood detector even with a less dispersive
channel. Therefore, it is possible to accept less improvement from

the near~maximum likelihood detector by generating the phase correction
and estimating the channel impulse response without delay. Moreover,

at relatively low signal-to-noise ratio the near-maximum likelihood
detector gives better tolerance than the nonlinear equaliser but they have
the same tolerance at high signal-to-noise ratio. The raised-cosine
shaped channel has a little wider bandwidth and hence more noise can pass

tc the detector, estimator or DPLL.

Throughout the investigation of carrier recovery systems (CRS1 and CRS2)
with the use of squaring/filtering/frequency dividing by 2 methods- are
applied to a binary PSK signal; differentialicodinq and space diversity
techhiques are found essential to regenerate the received signal carrier

under Rayleigh fading conditions. Consequently, their tests indicate
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that both CRS1 and CRS2Z are capable of tracking and regenerating the
received signal carrier, of course with the provision of the phase
correction logic (described in Chapter 8). Moreover, the receiver
employing the CRS2 gives 3.5 dB better performance over the receiver
employing the CRS1 under Rayleigh fading conditions, since in the
former, the demodulation takes place using a constant and s;able

frequency from a local oscillator.
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9.2 Recommendations for Further Investigations

Throughou; this work less dispersive channels are assumed. Thesge
Channels are derived from ideal lowpass filters by using Fourier
design methods. It is necessary, however, to carry out a work
similar to that described in Chapter 4 with the use of a practical
channel obtained from equipment used for an identical purpose and the

same range of frequencies.

The digital phase locked loop described in Chapter 5 has been designed
on the assumption of unity overall -loop gain. But it is necessary

teo investigate other values of the loop gain in order to determine to
what degree the relevant system might give better tolerance to additive

white Gaussian noise in a mobile radio environment.

The data aided digital phase locked loop deteriorates severely with
delay, where a simple prediction method has been used. Probably, a
better performance might be obtained with the use of much better
prediction methods (such as least-square fading-memory, see Chapter 6).
However, the insertion of a predictor might have an adverse effect on

the system stability. Hence such a matter requires further study.

The modified feedback channel estimator (MFBCE) has been designed with
insertion of a feedback digital control system and tested in a mobile
radio environment. It is necessary to investigate the performance of

this estimator in a high frequency (HF) radio link, with and without the

insertion of the feedback digital control system.
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A high jittering obtained at low fading rates, since both the FFCE
(feedforward channel estimator) and the MFBCE are designed at high
possible fading rate by choosing the values of the convergence constant
(b) and the prediction weighting facter (8). It is necessary to
investigate that either one or both of b and 8§ must vary in a sense

such as to optimise the corresponding system.

Also, it is necessary to investigate the performance of both the FFCE
and MFECE when any frequency offset and phase shift are removed
completely from the received signal by adaptive phase correction methods

or by other means.

The receiver, in which space diversity is used, employs 4-level PSK
signal only. Therefore, it is necessary to test B-level PSK or l6-level

OAM in an . identical receiver.
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APPENDIX A

SIGNAL ANALYSIS

aA.l Fourier Transform

Fourier transform is the interpretation of signal {(or communication
system) transfer function. Let f£(t) be a periodic function then its

Fourier transform is given by
0

F(w) = £(t) e I%E

-0

dt A1

Also f(t) is said to be the inverse Fourier transform that may
be given by

--]

£(t) = 5% rw) eVt g

-

W A.2

This is called a Fourier transform pair which may be represented by

£(t) > F(w) A.3

This transformation is proved elsewhere(1_8’99’101-107' 109’111).

Table A.l shows some properties of Fourier transform. However, it
is necessary to explain briefly the modulation and frequency shift

theorems used in Chapters 2 and 3.
If f(t) is used toc modulate cos(wot), then

1
£(t)cos(wgh) * 3 [F{w - wo) + F{w +'wo)} A.4



321

.1is the modulated signal Fourier transform pair as given by Equation 2.3
{(see also Figures 2.1 and 2.2). In order to shift f£(t} somewhere in
jw_t

the frequency domain it has to be hultiplied by a shifting signal e’ o,

hence
f(r)el¥et o p(w - w ) A.5

is applied to in Chapter 3 (see Eguation 3.4a, 3.4b, 3.8, 3.14,3.17).

A2 s-z-Transforms

Laplace transform (s-transform} is important in network theory not
only because it simplified the solution of the network eguations, but
mainly because it leads to the concept of the system function. The

basic properties of Laplace transform can be found elsewhere(2-7’24’102_lo7

111’166—170). For a given function £{t} the Laplace transform is

F(s) = J gieye St ae A.6
Q

The notation

£(t) + Fis) A.7

means the Laplace transform pair.

The Laplace transform is used to represent an analogue signal (system).

While the digital signal can be represented by z—transform(102'107,lo9

111'167_169). The function f(t) has predetermine values, at the

sampling instant t = iT, f{i), then
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F{z) <« f(i}

means zZ-transform pair.

Table A.2 shows some of the relationships

between f£(t), F{s) and F(z). The properties of z-transform can be

found elsewhere

(102-107,109,111,167~-169)
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F(w) = [ £(t)e "tat £(t) = 51; J Fw) el aw
F{t} - F(w)
£*(-t) - F* (W)
f(t)cos(w t) > 1 Flw-w )} + x F(w - w )
o 2 o 2 o
f(t)ejwo > Fi(w - wo)
J-mfl(x)fz(t—x)dx > Fl(w)Fz(w)
1 )
fl(t)f2(t) «r > J Fl(y) F, (w-y)dy
1l -B £ f B .
sinBw
£(t) = > 2 —

W

0O elsewhere

Table A.,1 Some useful properties of Fourier transform
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Time Function

Laplace Transform

z-Transform

f(t) >0 F(s)
u (t) 1 z
s 5 z -1
. 1 Ts
2 2
s {z - 1)
Jat 1 z
s +a Z - e—aT
1 (a~at bt) 1 1 [(—2 _
(b - a) & (s + A) (s + b) (b - a) -aT -bT
zZ - e z -
te-_at 1 ) Tze-aT
(s + a)2 fz - éaT)z
sin wt w z sin WT
2 2
5+ w . Z = 2z cos Wl + 1
cos wt 5 z(z cos wT)
2 2 2
s +w z" = 2z cos WwT + 1
Table A,2 Useful Laplace and z-transformations
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APPENDIX B

DIGITAL FILTER DESIGHN

This appendix deals with design o©f Recursive and Non-recursive filters

used throughout this work.

B.1 Recursive digital filter

The output of a recursive digital filter depends on the current input
and previous inputs and outputs. Different design methods can be
applied to one of the approxmation techniques(102_107’lll). Four
filters, first and second Butterworth lowpass filters, second Chebyshev
low pass filter, and fifth order Bessel lowpass filter, are designed
here. The first three filters are used to design digital phase

locked loop (DPLL) (Appendix H, Chapter 5), while the last is used in

the Rayleigh fading simulator (Chapter 3).

B.1.1 Butterworth lowpass digital filter

The first and second order analogue (prototype) Butterworth lowpass

filters tansfer functions are given by(102_107'lll)

1]
os]
’_‘

Gl(s)

]
[os]
o

Gl(s)
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To realise these filters digitally, for computer simulation use, they
have to be transformed to z-plane by using the appropriate z-transform

methods. Bilinear z-transform is selected to be used with these two -

filters by substituting

ST {z + l} B.3
in Equations B.1l and B.2(102_107], where
T = R 0.10416 ms B.4
9600 : :

The required filters must be designed so as to accommodate the maximum
possible frequency shift of the received signal carrier that may be
caused by the pransmission path in mobile radio communication. Hence,
the expected maximum Doppler frequency shift is 100 Hz when the vehicle .

carrying the mobile unit is moving with a speed of 75 mph. Thus

w o= ZWfD = 200m = 6£28.3185 rad./sec. B.S

Also, by substituting the values of T and w into the resulting eguations
of Equations B.l to B.3, then the general form can be written as

(Egquation H.B)

0 +a T +a 2
Dk(z) = —= 1 = 2_2 B.6
1 + 81 z 822
The values of ao, al, 82, Bl and 82 are given in Table H.1, when k= 1,2.
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B.1.2 Chebyshev lowpass digital filter

It is necessary to compare a DPLL with other types of filter such as the

Chenyshev lowpass filter. The details of the design of a Chebyshev

lowpass filter can be seen elsewhere(102-107'lll), here only a brief

description is introduced. Let the maximum allowable ripple amplitude

a = 0.05 dB, therefore the passband ripple = a + 1 = 1,05 dB. Then

2
.05 = +
1.05 10 loglo (1 e)
and hence
g = 0.523 B.7

From the following formula(102‘107) the order of (n) of the required

filter can be obtained by assuming stopband attenuation of -25 4B
= € i—
25 20 loglo + 6(n-1) + 20n loglO W

where We. = 2nfc and fc is the normalised cutoff frequency. Then,

by assuming fc = 1.1 Hz,

n = 1.37

and hnece

Now, the stopband attenuation, -xsp, can be calculated as

E
1]

. + - .
sp 20 loglO(O 523) 6(2-1) + 40 loglo (2.2m)

33.953 dB
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Having obtained the values of € and n the second order Chebyshev can

be approximated, by using Equation B.2 according to the procedure

described elsewhere(102_107), as

= 100.267 100.267 B.9
Gyls) = + .
s + 53.8 + jB88.85 s + 53.8 - -JB88.85

By using impulse-invariant design method(102-107'lll) and according

to Table A.2 with use of Equations B.4 and B.5, the transfer function
of this filter can be obtained in z-transform as in Equation B.6 and

the corresponding coefficient are listed in Table H.l, when k = 3.

B.1.3 Bessel lowpass digital filter

In order to avoid unnecessary auplication, the medified values of S5th
order lowpass analogue Bessel filter poles are given by Equation 3.58.
Since the maximum expected Doppler shift is 100 Hz then it is possible

to choose sampling frequency £=250 sample/sec. so as to aveid aliasing
errors. From Table A.2 the z-transform of the first pole Equation 3.5B8a
pi = -555.7 is given by

. _ 0.7675%

Py ~ 2-0.2325 B.10

while for Equation 3.58b is given by
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H;. (z) = 05835‘2 = 0.2) B.11
2,3 z° - 0.4z + 0.068

and that for Egquation 3.58.c is given by

B () = 151033(2 - 0.059) 512
Py,s z° - 0.118z + 0.395

Then the overall filter transfer function can be given by

H (2) = H  (z) +H, (z) +H , (2) B.13
P F2.3 Pg,s

0.959 - 0.574z © + 0.3622°% - 0.1054z > - 0.0131z 2
- I T—  B.13

1-0:7502'Z % + 0.63022 2 ~ 0.2844z ° + 0.0654z F ~ 6.24x10 2z

This transfer function can be written in general form like Equation 3.59.

Moreover, this filter can also be realised as

H =
5(z) HB_S(Z) Hyo(2) B.14
where
1
H {(z) = B.15
BS ¢ * - -2 -3 -4 -5
l+blz + bzz + b32 + b4z + bsz
= -1 -2 -3 -4
HAS(z) = ao + al z + a2 z + a3 z + a4 z B.1l6

and the values of ag., b for £ = 0 to 4, are listed in Table 3.1.

g+1’

The two parts of the filter can be represented in series as shown in

Figure 3.9.
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B.2 Nonrecursive Digital Filter

Two filters designated as F1 and F2 used in the receivers employing

carrier recovery systems (CRS1 and CRS2) that are described in

Chapters 5 and 8. Both filters are designed by using Fourier design

(102-107)

method , since the frequency response of a nonrecursive filter

is a periodic function of w with periods W it can be represented as

- 27 . . . . .
a Fourier series, W_ = == , N is integer and T is the sampling period.

s NT

The discrete Fourier transform (DFT) of the filter impulse response is

given by
N-1
-2
#o= § b e PN gor me0,1, .. nm1 B.16
n=o
where Hm and hn are complex-valued. Also, hn can be determined by

the application of the inverse discrete Fourier transform (IDFT) such

as (see also Equations A.1 and A.2)

N=-1

i N
gi2mnn/ for n=0,1,...,N-1 B.17

1
h = ﬁ Hm

n m=0
If H for m=0,1,...,N-1 are known then {hn} can be obtained. The next
step in the design process involves the modification of impulse response
of {hn} by multiplying it with a suitable window function such as a

. . ) 2-107
Hamming window function that is given by(l0 )

Wi = 0.54 + 0.46 cos{(wi/I) for i=0,1,...,I-1 B.13

The impulse response of the used nonfading channels Egquation 3.77 have
been designed by this method according to the information given in

Chapter 3.
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However, the transfer function of the required filter can be now given by

1-1 . :
hoWo+ L W (h_ 2" +hz)) B.19
T =1

H(z) = ‘z_(I-l)

where h . = hi’ for i=1,2,...,I-1.

i

B.2.1 Filter F1

The assumed data rate is 9.6 kbits/sec. and the carrier frequency

fc = 19.2 k Hz. Also, the assumed sampling frequency is fs = 16 fc
If_the frequency spectrum is divided (sampled) to 32 parts from O to f5
then N = 32. Hence the values of Hm, for m=0,1,...,N-1, can be given

as follows:-

11 m= 4,28
i
H -.——l B.20
m
l
! 0 elsewhere
Now hn can be calculated from Equation B.17. The number of taps of
this filter has been chosen as 43 the I = (43-1)}/2=22. Having obtained

the values of I and {hn}.H(z) can be calculated from Equation B.1l8 and

B.19. The taps (coefficients) of this filter are given in Table B.la.

The rcots of this filter are also listed in Table B.1lb. Any root which lies
outside the unit circle of the z-plane is replaced by a reciprocal of its
complex conjugate. An available program calculates the roots of a given
filter, looks for roots,; that lie outside the unit circle of the z-plane,

and replaces them by the reciprocal of their complex conjugate, Tables

B.la, B.lb, and B.lc.
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B.2.2 Filter F2

This filter has the same specifications of filter F)] except its centre
frequency is twice that of filter F; or 2x19.2 kHz = 38.4 kHz. Hence,

the values of Hm, for m=0,1,...,N-1, are given by

1 m= 8,24

0 elsewhere

and consequently {hn} can be calculated according to Equation B.17.
H(z) for filter Fl can alsoc be obtained from Egquation B.19 when I=22.
Tables B.2a, B.2b and B.2c¢c show the coefficients of this filter before

and after modification and its roots.
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Filter Fi results

Polynomial order y2
Coefficients of polynomial

Imaginary part

Table B.la

Real part
-0.191340E-02 0.000000E+0Q0C
0.00000Q00E+00 0.000000E+0QO0
0.280220E-02 0.000000E+0QO
0.554880E-02 0.000000E+00O
0.923480E-02 0.000000E+0Q0Q
0.126750E-01 0.000000E+00
0.146200E-01 0.000000E+00
0.137000E-01 0.000000E+00
0.889600E-02 0.000000E+00
0.000000E+00 0.000000E+00
-0.120930E-01 0.Q00000E+0Q0
-0.253840E-01 0.000000E+00
-0.370910E-01 0.000000E+00
-0.442540E-01 0.00000QE+0O
-0.444620E-01 0.000000E+00
-0.365400E-01 C.000000E+0Q0O
-0.209810E-01 0.000000E+00Q
0.000000E+00 0.000000E+00
C.228280E-01 0.00000CE+0Q0
0.432910E-01 0.000000E+Q0O
0.574460E-01 0.000000E+00
0.625000E-01 0.000000E+00
0.574460E-01 Q0.000000E+0QQ
0.432910E-01 '0.000000E+0Q0
0.22828B0E-01 0.000000E+00
0.000000E+00 0.000000E+00
-0.209810E-01 0.000000E+00
-0.365400E-01 0.000000E+0Q0
-0.444620E-01 0.000000E+0Q0
-0.4L42540E-01 0.000000E+00
-0.370910E-01 0.000000E+Q0
-0.253840E-01 0.000000E+00
-0.120930E-01 0.000000E+00O
0.000000E+0QQ 0.000000QE+0Q0
0.889600E-02 0.000000E+0Q0
0.137000E-01 0.000000E+00
0.1486200E-01 0.000000E+0Q0
Q0.126750E-01 0.000000E+0Q0
0.923480E-02 0.000000E+0Q
C.55u4880E-02 0.000C00E+0Q0
0.240220E-02 0.000000E+0Q0O
0.000000E+0Q0O 0.000000E+00
-0.191340E-02 0.000000E+00
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Roots of polynomial

Real part

.650486E+00
.650486E+00
.997294E+00C
.997294E+00

971495E+00

.313168BE+00
.313168BE+Q0
LUS9379E+00
.689580E+00
.689580E+00
.124459E+00
.408370E+00
.870146E+0Q0
.870146E+Q0
LU0B370E+QO
L1244S59E+Q0
L170033E+00
.S53779%E+00
LUU9UQ0E+ Q0
.708461E+Q0
L975724E+Q0O
.9950S1E+00
.HU9UO0E+QO
LA70033E+0Q0
LHTO293UE+ O
.975T24E +00
.263401E+QO0
L269401E+00
.788450E+00
LTTITHIESQO
.53779SE+00
.7B84S0E+Q0
.575761E+00
.708461E+00
.S7S761E+00
LA731W1ELQO
.933029E+00
.995051E+00
.933029E+00
L2317 134E-01
L231134E-O
.217685E +O1

Imaginary part

-0.
0.
-0.

0
0
0
-0
0

759518E+00
75951BE+00
735206E-01

.735206E-01
.Q00000E+0Q0
.949698E+Q0
.949698E+00
.000C00E+00O
.724210E+00C
. 7T2U4210E+00
.992225E+00
.912816E+00
.H92795E+00
.UH92795E+00
.912816E+00
.992225E+00
.985u438E+00
.Bu3076E+00
.893331E+00
.7T057S0E+00
.219003E+00
.9936U5E-01
.8%93331E+00
.985L3BE+CO
.CO00C0COE+QO
.219003E+00
.963028E+00
.963028E+00
.615098E+00
.634234E+00
.843076E+00
.615098E+00
.817618E+00
.705750E+00
.B17618E+00
.634234E+00
.359800E+00
.993645E-01
.359800E+00
.999733E+00
-999733E+00
.000000E +00

Table B.lh

s NeoNoNoRoNoloNeoNoRloNoNoNeoNoNoNeoNoNoReNeNololeNoReNoNoRoRoRoNoNoNoNeNoNoReReNe e No e

Modulus

.100000E+01
.100000E+01
.100000E+0O1
.100000E +0Q1
.971495E+00
.100000E +01
.100000E+01
.459379E+0QQ
.100000E+01
.100000E+01
.100000E+01
.100000E+01
.100000E+01
.100000CE+01
.100000E+01
.10000CE+01
.100000E+01
.100000E+0O1
.1000C00E+O"
.100000E+01
.100000E+01
.100000E+O1
.1000C0E+01
.100000E+O
.102934E+01
.100000E+01
.100000E+01
.10C0C0E+01
.10C000E+01
. 100000E +0O1
.100000E+01
.100000E+01
.100000E+01
.100Q00E+01
.100000E+01
.100000E+01
.100000E+01
.100000E +01
.100000E+01
.100000E+01
.100000E+01
.217685E4+01
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The polynomial after modification

Real part Imaginary part
0.687TUHE0E-0O1 Q.000000E+00Q
0.1220486E+00 0.000000E+CQ
0.181635E+00 0.000000E+0Q0
0.233021E+00 0 .000000E+0Q0Q
0.255064E+00 0.000000E+C0O
0.226036E+00 0.000000E+00
0.131449E+00 0.000000E+0Q0

-0.288867E-01 0.000000E+0Q0
-0.236893E+00 0.00000QE+Q0
-0.U57131E+00 0.000000E+0Q0
~-0.64299Y4E+00 0.000000E+00
-0.746939E+00 Q0.000000E+0Q0
-0.732501E+00 0.000000E+00
-0.584676E+00 0.000000E+00
-0.316131E+0Q0 0.000000E+0Q0
0.331779E-01 0.000000E+Q0
0.402978E+00 0.0Q0000Q00E+00
0.724961E+00 0.000000E+00
0.937638E+00 0.00000Q0E+0Q0
0.999997E+00 0.000000E+00
0.900769E+00 0.000000E+00
0.660896E+00 0.000000E+CO
0.328603E+00 0.000000E+CO
~-0.315960E-01 C.0000Q0E+0Q0
-0.353339E+00 C.000000E+0Q0
-0.582647E+00 0.000000E+00
-0.688556E+00 0.000000E+CO
-0.667879E+00 C.000000E+00
-0.543107E+00 0.000000E+CQO
-0.354652E+00 0.000000QE+00
-0.149649E+0Q0 0.000000E+0Q0
0.296472E-01 0.000000CE+QOQ
0.154618E+00 C.000000E+00
0.214627E+00 0.000000E+0Q0
0.215961E+00 C.00000CE+0Q0O
0.176609E+00 0.000000E+Q0
0.118722E+00 0.000000E+00
0.614522E-01 0.000000E+Q0
0.164015E-01 0.000C000E+00
-0.129527E-01 0.000000E+00
-0.274017E-01 0.000000E+0QQ
-0.2U3079E-01 0.0C00000E+00
0.136921E-01 0.000000E+0Q0

Table B.lc

Table B.1 Coefficients, roots and coefficients after
modification for Filter F1
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Filter F2 results

Polynomial order y2

Coefficients of polynomial

Real part Imaginary part
-0.,353550E-02 0.000000E+00
-0.532110E-02 0.000000E+00
-0.443870E-02 0.000000E+0Q0

0.000000E+00 0.000000E+00
0.706B00E-02 0.000000E+0Q0
0.126750E-01 0.000000E+00
0.111900E-01 0.000000E+0Q0
0.000000E+00 0.000000E+0Q0
-0.16U380E-01 0.000000E+00
-0.273530E-01 0.000000E+00
-0,223460E-01 0.000000E+00
0.000000E+00 0.000000E+00
0.28B3B90E-01 0.000000E+0Q0
O.442540E-01 0.000000E+00
0.340300E-01 0.000000E+00Q
0.000000E+00 0.000000E+00
-0.387670E-01 0.000000E+00
-0.575040E-01 0.000000E+0Q0
-0.421810E-01 0.000000E+00
0.000000E+0CO 0.000000E+Q0
0.439670E-01 0.000000E +00
0.625000E-01 0.000000E+Q0
0.439670E-01 0.000000E+00D
0.000000E+00 0.000000E+00
-0.421B810E-01 0.000000E+00
-0.575040E-01 0.000000E+0Q0
-0.387670E-01 0.000000E+Q0
0.000000E+00 0.000000E+00
0.340300E-01 0.000000E+00C
0.442540E-01 0.000000E+00
0.283890E-01 0.000000E+00
0.000000E+00 0.000000E+0Q0O
-0.223460E-01 0.000000E+00O
-0.273530E-01 0.000000E+00
-0.164380E-01 0.000000E+00
0.000000E+Q0 0.000000E+0QC
0.111900E-01 0.000000E+00
0.126750E-01 0.000000E+00
0.706B00E-02 0.000Q00E+00
0.000000E+0Q0 0.000000E+00
-0.443870E-02 0.000000E+00
-0.532110E-02 0.000000E+00
-0.353550E-02 0.000000E+00

Table B.2a
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Roots of polynomial

Real part Imaginary part Modulus

-0.997435E+00 0.715751E-01
-0.997435E+00 -0.715751E-01
0.843388E-01 0.99643T7E+Q0
0.843388E-01 -0.996437E+00
0.975600E+00 0.219556E+00
0.975600E+00 -0.219556E+00
-0.596339E+00 0.B02733E+00
-0.596339E+00 -0.802733E+00
-0.205643E+00 0.978627E+00
-0.205643E+00 -0.978627E+00
~-0.705002E+00 -~0.709205E+Q0
~-0.705002E+00 0.709205E+00
C.997314E+00 -0.732391E-01
0.924949E+00 0.380092E+00C
0.924949E+00 -0.380092E+00
-0.936511E+00 0.350638E+00
-0.936511E+4+00 -0.350638E+00
0.348653E+00 0.861003E+00
0.34B653E+00 -0.8B61003E+0Q0

-100000E+01
. 100000E+01
.100000E+Q1
. 100000E+01
. 100000E+01
. YQ0Q00E +01
. 100000E+01
.100000E+01
.100000E+01
.1000C0CE +01
. 100000E+0Q1
.1000C0E+0O1
.100000E+01
.1000C0E+01
.100000E+O1
.100000E+01
.100000E+Q1
.928916E+00
.928916E+00

-0.475242E+00 0.879855E+00 .100000E+01
-0.475242E+00 -0.879855E+00 .100000E+01
0.925946E+00 0.451789E+00 .103029E+01
0.9259L46E+00 -0.U517B9E+00 .103029E+01
~0.876843E+00 0.480776E+00 .100000E+01
-0.8768U3E+00 -0.u480776E+00 .100000E+01
0.235099E+00 0.971971E+00 .100000E+01
0.u454669E+00 -0.890660E+00 .100000E+01
0.454669E+00 0.890660E+00 .100000CE +01
-0.621153E-01 -~0.998069E+Q0 -.100000E+0Q1

-0.9769S94E+00 0.213265E+00
0.997314E+00 0.732391E-01

.100000E+01
.100000E+01

0.235099E+00 -0.971971E+00 .100000E+01
-0.344189E+00 0.938900E+00 .100000E+01
-0.976994E+Q00 -0.213265E+00 .100000CE+O
0.872308E+00 0.425618E+00 .970604E+00
0.40UOSSE+Q00 -0.997819E+0Q0 .107652E+01

-0.,799141E+00 0.601tU3E+QOQ
~-0.621153E-01 0.998069E+00
-0.344189E+00 -0.93B900E+00
0.872308E+00 -0.425618E+00
0.404055E+00 0.997819E+00
-0.799141E+00 -0.601143E+00

.100000E+01
.100000E+01
.100000E+01
.970604E+00
.107652E+01
.100000E+01

loNoNeoNoNeoNsNoNoNoNoRoNeoNoReReNoNoNoRoNoNoNoRoReNoRoooRoRoReNojoRaloNoNoRoNoRoNo e

Table B.2b
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The polynomial after modification

Real part Imaginary part
0.711349E-01 0.000000E+00
0.122575E+00 0.000000QE+0Q0
0.104450E+00 0.000000E+00

-0.124884E-01 0.000000E+C0O
-0.186795E+00 0.000000E+0Q0
-0.301317E+00 0.000000E+00
-0.232691E+00 0.000000E+00
0.419894E-01 0.000000E+0Q0O
0.387532E+00 0.000000E+00
0.568681E+00 0.000000CE+00Q
0.4066U1E+00 0.000000E+0Q0Q
~-0.697895E-01 0.000000E+0Q0
-0.599407E+00 "~ 0.000000E+00
-0.833U462E+0Q0 0.000000E+00
-0.569711E+0Q0 0.000000E+0C0O
0.844665E-01 0.00C000E+00
0.74B8151E+00 0.000000E+00
0.999035E+00 C.000000E+0Q0Q
0.654766E+00 C.000000E+00
-0.9135%03E-01 0.000000E+0Q0
-0.784028E+00 0.C00000E+00O
-0.100000E+01 “0.000000E+00
-0.622577E+00 0.000000E+0Q0C
0.915252E-01 0.000000E+00Q
0.693874E+00 0.00000QE+0QQO
0.8B40645E+0Q0 0.000000E+00
0.497760E+00 0.000000E+00
-0.727859E-01 C.000000E+0Q0Q
-0.511871E+00 0.000000E+0QO
-0.5944441E+0Q0Q 0.0000C0E+00Q
-0.341229E+00 0.0000C0E+0Q0
0.387116E-01 0.000000E+0O
0.307796E+00 0.000000E+00
0.344807E+00 0.000000E+0Q0
0.190175E+00 0.000C00E+Q0QO
-0.157210E-01 0.000000E+00
-0.141907E+00 0.000000E+00
-0.144944E+00 0.0000C00E+0O
-0.701452E-01 C.0C0000QE+0Q0
0.876473E-02 0.0000C0E+00
0.512439E-01 0.000000E+00
0.604958E-01 0.000000E+CQO
0.470064E-01 0.000000E+00
Table B.2c
Table B.2 Coefficients, roots and coefficients

after modification fer Filter F2
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APPENDIX C

Used Tables

c.1l Error Function

The cummulative distribution corresponding to Gaussian probability

density is given by

X
2 2
P(X € x) = F(x) = J e /%° c.1

This is directly related to the error function, tabulated values of

which are readily available in mathematical tables. The error function

of u [erf(u)] is defined as(4)
2 Lb% _ 2
erf{u) = — J e du c.2
170
erf(0) = O Cc.3
erf(® = 1 C.4

The complementary error function [erfc(u}] is given by

erfifu) =1 - erf(u)
2 -u
= = e
/o u du : Cc.5
w
Table C.1 gives the values of erfc(u). It is possible to relate the

integral of Eauation C.l to erfc-function as follows(4)



340

F{x) = i erfc(iil— )
2 /ZU

erfc{u) is referred to as Q(u) in Chapter 2, thation 2.28 and 2.29,

T2
-
erfc (x) = Q(x) =,"—2 Jxe du
/T
x Q(x) x 0(x)
0.0 1.000 2.0 7.21 x 10>
0.2 0.777 2.2 1.86 x 10 °
0.4 0.572 2.4 6.90 x 103
0.6 0.396 2.6 2.40 x 1073
0.8 0.258 2.8 7.90 x 10>
1.0 0.157 3.0 2.30 x 107>
-2 -6
1.2 8.97 x 10 3.3 3.20 x 10
-2 -7
1.4 4.87 x 10 3.7 1.70 x 10
-2 -8
1.6 2.37 x 10 4.0 1.50 x 10
1.8 1.09 x 1072 5.0 1.50 x 10 12
For larger values of X Q(x} = e /(x/?)

Table C.1 Complementary error function
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c.2 Gray Code

Gray Code is used throughout this work to generate data symbols in
ranking form such that any two adjacent symbols in the rank are
different only in one bit, as in Table C.2. The binary code is

converted to Gray code as follows
9 = b
= b + b Modulo-2 c.7

e k k-1

where Modulo-2 adder is described in Chapter 2 or it is exclusive -OR.

The order of the successive bits from most significant (bl) to the

least significant (bn) is given by

For Gray coded bits
gng g3' - - g

Conversion from the Gray code to binary code is easily accomplished

by reversing Equation C.7, or

by =9

B

+ -— -
K gk bk-l Modulo=-2 c.8

However Gray coding has been carried out directly in generating

symbols used in the computer simulation tests,
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Decimal binary code Gray code
0 coo0oO 0000
1 coo0o1l 001
2 o010 co01l1l
3 co01l1 0010
4 0100 0110
5 0101 0111
6 0110 0101
7 0111 0100
8 1000 1100
9 1001 1101

io 1010 1111
11 1011 1110
12 1100 10110
13 1101 1011
14 1110 1001
15 1111 1000

Table C.2 Dezimal-Binary-Gray Code Conversicn
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APPENDIX D NOISE CORRELATION

D.1 Noise Representations

The band limited noise may be represented by ( 2-9:22.23)

n{t) = nccos(wot) - ns(t)31n(mot) D.1

where nc(t) and ns(t) are the inphasé and quadrature components of n(t)
respectively, Figure D.1 shows this relation. This representation is
frequently used with great convenience in dealing with noise confined to
a relatively narrow frequency band in the neighbourhood of fo[= ;% J.
Likewise n(t), nc(t) and ns(t) are stationary random processes that are

represented in linear superpositions of the spectral components. Moreover,

nc(t) and ns(t) have a Gaussian distribution function with zero mean value,

and they are uncorrelated. The spectrum of the noise, n(t), extends over
B
the range from f0 - %-to fO + 3 Hz, while the specctrum of each of nc(t)

and ns(t) extends over the range from - % to % Hz and zero elsewhere, where
B is the bandwidth. The power spectral density for nc(t) and ns(t) are
given by (see Appendix A)

Gnc(f) = Gns(f) = Gn(f - fo) + Gn(f + fo) D.2

where Gn(f) is the power spectral density of n{t).

Let a white Gaussian noise (which is represented byn(t) ke filtered by
a rectangular bandpass filter with H(f) = 1 that has a bandwidth of B,

the power spectral density is given by
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(o] B B
2 £, -3 SIE|<f, + 3

Gn(f) = D.3
0 elsewhere

Hence the power spectral density of nc(t) of ns(t) can be determined as

Gn {(f) = Gn (f) Gn(f - fo) + Gn(f + fo)

c S
NO NO
= —2 + —2
- B
=N [£{< 3 D.4

This means the power spectral density of nc(t) or ns(t) is twice that of

n(t). Consequently, the power (variance) of n(t) is given by
2 0 2
0. =
L= e G (DY [H(E) | "af
= ° 5 eunat+ [° %e (f)af
-f - = f - =
o 2 o} 2
_—_N_OB+N_OB
2 2
= NB D.5
0
While that for nc(t) or ns(t) is given by
B
2 2 2
o} | -
n n [E G ) (f) df
2
= N B D.6
o

. . . : =7
Therefore, variance of nc(t) or ns(t) is equal to the variance of n(t)(3 )
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D.2 Noise Correlation in QAM or QPSK System

The noise cmponent of the received signal is given by (Equation 3.20)

-~ d(t) = n'(t)*hR(t) D.7
—jwct +36
where n'(t) = n{t)e
hR(t)’= C3(t)*h4(t)

n{t) is a stationary white Gaussian noise with zero mean and two sided-power
spéctral density of % No' c3(t) is the impulse response of the equivalent
lowpass filter representing the receiver bandpass filter and h4(t) is the

impulse response of the lowpass filtersF_ . and F in a complex form as shown

@ a4 b4
in Figure 3.1. Furthermore, fc(= 5%) is the carrier frequency and 9
is constant. n(t) is bandpass stationary white Gaussian noise with a

bandwidth of % over the positive frequencies, where % is the data rate.

It may be expressed as

n{t) = nc(t) cos(wct) - nS(t)sin(wct) D.8

where nc(t) and ns(t) are lowpass stationary white Gaussiaﬁ processes
each with zero mean and two-sided-power spectral density of NO over frequency
band of - %E to %E and zero elsewhere. Additionally, for the given H3(f),
the transfer function of the receiver filter whose impulse response is
'hg(t), the autocorrelation function of nc(t) and ns(t) are equal or

Rn {t) = Rn (1) D.9

C s

whereas their cross-correlation is zero, that is

R, , (1) =R (¢t} =0 D.10
c, s s, ¢



346

This means they are uncorrelated. Clearly n{(t) can be rewritten as

Jw t -Jjw_t

n(t) = 3ln (8) - dn(B)le © + Z{n () + In_(t)le  © .11
Hence
—j(mc t + @)
n'(t) = n{tle
= Ln_(t) - dn(t)1e7H? b.12

the higher frequency terms are eliminated by the lowpass filters Fa4

and Fb4 {see Figure 3.1), whose bandwidth is %E in the positive frequency.
Let

u(t) = ul(t) + Uz(t) 0.13

where ul(t) and u2(t) are the real and imaginary parts of u(t) respectively.

Thus
u (t) = %[n_c(t)*hR(t) cosp - n_(t)*h (t)sing] D.14.a
u (t) = v, +v.] D.14.b
1 241 2 ’
u2(t) = % [nc(t)*hR(t)sin¢ + ns(t)*hR(t)cosﬂ] D.15.a
1 .
u2(t)= §W3 +v4} D.15.b
where vy = nc(t)cos¢*hR(t)
v2 = -nét)sin¢*hR(t)
D.1lo6
vy = nc(t)sinﬁ*hR(t)
v, = ns(t)cosﬁ*hR(t)

Therefore the autocorrelation functions of ul(t) and uz(t) are given,

respectively, by

Rul(T) = %[va(r) + sz(T) + va’vz(r) + sz,vl(T}] D.17
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=1
RuI(T) - 4[Rv3(1) ¥ Rv4(T) * Rv3,v4(1) ¥ Rv4,v3(1)] D-18
and the cross-correlation function of ul(t) and uz(t) is given by

(t) = %[R D.19

Rai,u2 vi,val™ T Ry g (T T Rn 3(T) + Ry (T

Since nc(t) and ns(t) are uncorrelated, then the cross-correlation

functions
RVl,VZ(T) = Rv2,v1(T) = Rv3,v4(T) = Rv4,v3(T) =0
D.20
Ro1,wval™ = Ry (™) = Rop 3(T) = Rq p(1) = 0
The Fourier transform of hR(t) is HR(f), hence
1
- _ 2T 2 jwTt
R,1(T) = R o(7) = [1 N, [He (£)[%e”" af p.21
T 2T
i
- _ 2T 2 dwr
R (1) = R, (1) = f . N0|HR(f)[ e~ df D.22
T 2T
and
i
- _ 2T 2 jurt
Ry1,v3(T) = Ry o) = J NoIHR(f)I e” df D.23
T 2T

By appropriate substituting of Equations D.20-D.23 into Equations D.17-D.19,

then this leads to

1
N = .
_ o 27 2 jwt
R (T) = 5 I i |HR(f)| e’ df D.24
T
y 1L
_ o (2T 2 jwt
R,,(T) = > | . |HR(f)| e’ df D.25

2T
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1
N = :
_ o (2T 2 jwt
Ry 2™ =7 [ . |HR(f)| e” df D.26
T

It is also possibie to prove that (see ref.18)

R 2(-T) = - R (t) D.27

and, consequently,

(1) = R D.28

Rz, u1 aiu2™T T T Ryg Ll

The auvtocorrelation function of the complex valued u(t) is given by

RU(T) = E(u*(t).u(t + 1}]
= R (0 # Rpp(0) + IRy o) = Ry p (T
= 2Ru(1) + jZRul'uz(r)
1
= n 2T |H_(£) %14 at D.29
o] 1 R
T 27
 where u*(t) is the complex conjugate of u{t). Clearly, the autocorrelation

function of each of the real and imaginary parts of u(t) is given by half
the real part of Ru(T), whereas the cross-correlation function of these
parts is given by half the imaginary part of Ru(T). Furthermore, if

Rul,uZ(T) = 0 then ul(t} and uz(t) are uncorrelated,

ns(t)

f

nit)

> nc(t)

Fig. D.1 Noise representation in a complex-coordinate
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APPENDIX E

TRANSMISSION PATH LOSSES IN MICROWAVE COMMUNICATION

The field strength in the vicinity of a mobile station vary rapidly

with the time which gives'an indication of a highly variable structure

of the received signal, because of the existance of multipath between

the transmitter and the receiver of the microwave mobile communications.
As the vehicle carrying meobile unit moves through the service area, the
received signal envelope, phase and frequency fluctuate rapidly due to
multipath propagation and interference(g-lz’lg'21'72_86). These
fluctuations result in a received signal with a Rayleigh probability
density function (10'11'72_75). However, the path losses in a microwave
communication system, for a stationary station, are briefly discussed

here for better understanding of the corresponding losses in mobile radio

communications.

E.1 Propagation and path losses in microwave radio

The transmitter antenna radiates ultra-high frequency (UHF) electro-
magnetic (microwave) hhich travels in a straight line until it reaches
the receiver antenna. For this reason, it is called line-of-sight
radio propagation and hence is greatly influenced by obstructions and

multipath fading(lo'll'44—7l).

One of the simplest forms of propagation loss is that due to free-space,

which is normally called free-space loss, Lf(in dB) . In practice, the
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free-space loss is modified by the presence of the earth and imper-

fections of the atmosphere. Let P, (in Watts) be the power which

(43), then the power density (W/mz)

is radiated by an isotropic antenna
is given by

Py Pe
D  surface area 2

where R (in metres) is the radius of a sphere centred on the position
of the radiated antenna. If an isotropic aerial is placed anywhere
on the surface of this sphere with an effective aperture ({(collecting

area) A, then the received signal power is given by(lo'll'43i7l)

2 . . . .
where A = A7 /41 for an isotropic antenna and A is the wave-length (in
metres) . Knowing that the isotropic antenna power gain is unity (G = 1

or 0 dB), the free-space loss can be defined as

P

Lg = 10 log, 4 (Sf ) dB
= 20 loglO (4wR/}) dB
= 22 + 20 loglo(R/A) dB
= -147.5 + 20 loZC;F + 20 loglo fc dB E.3

where fc is the radiated signal carrier frequency in Hz anch\is the

distance between the transmitter and receiver antennas, in metfes.

Hence, the free-space loss depends on the applied frequency and on
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the distance separating the two antennas. Some examples are shown in

Table E.l for a distance of 10 Km.

Over a flat and smooth area, it is very important to adjust the height

of the receiver and transmitter antennas as well as the distance separating
. , : 1,25,28=-42

them in order to aveid a spherical earth loss(lo'1 P25 4 ). When

the earth curvature obstructs the direct line-of-sight this will cause

loss which is called a smooth spherical earth loss.

The obstruction (diffraction} loss is, however, due to an obstacle that

(10’11'25'26’33). Therefore, the path

blocks the direct line-of-sight

profile must be investigated before installation of the microwave

communication systems, so as to compromise for minimum loss and look

for best settlement. As a matter of practice, the tip of the obstacle
(25,40,41)

must be outside the first Fresnel zone , otherwise the attenuation

should be calculated in accordance with Knife-Edge diffraction method

{10,11,33) (10,11,33)

This is called contrelling obstruction . Con-
sequently, the radius of the first Fresnel zone is given by(25'40’4l)
D.D.A
_ 172 3
R, = { 5 ) E.4

where A is”the wavelength of the radiated signal, D = Dl + 02 is the

path length, D, and D2 are the distances between the cobstruction and

1

each of the two antennas of the transmitter and the receiver, as shown

in Figure 3.4, The units of Rf are in metfegs when D, Dl' D2 and X\ are
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in metaes. The ratio of R/Rf cught to be less than unity(zs) for good

performance, where R is the minimum distance between the tip of the knife

edge obstacle and the lower bcocundary of the first Fresnel zone.

The field strength of a diffracted radio wave associated with a knife

. 10,11
edge can be expressed, according to electromagnetic theory, by( )

ja

=M
|
]
m

where Eo and E are the free-space electromagnetic fields for direct

line-of-sight and the obstructed one, respectively, F is the diffraction

coefficient,A is the phase difference between the direct path wave and

the diffracted wave, and j = /-1 (10’11'42). The loss due to diffraction
is given by
= 20 .
Lr loglOF E.6
where
25+ 1
=z E.7
/8 sin(ap + %)
-1, 25+1 o
A = tan (2C+l) ~ 32 E.8
and C and S are the Presnel integrals that are formulated by
v
T2
cC = J' COS(—2 X%) dx E.9

(o]
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s = vs'(lr-2
= . in 5 X"} dx E. 10

where v is defined as

- 2 1 1
V= thix g v E.11
XD, "ot -

where h = R - Rf, see Figure 3.4, Moreover v is a dimensionless

parameter. The approximate solution to Equation E.7 » Which includes

0)

terms associated with Fresnel integral, is given by Lee(l :» Such as:-

i} 'OT..r = 0 4B v oz 1.
ii) i, = 20 log,, (0.5 +0.62v) dB 05 ¥ g1
r .

_ 0.95v
1ii) ZLr = 20 loglo (0.5e b} dB -1 Vv <0

iv) 3L = 20 log) (0.4 - (0.1184 - (0.1v + 0.38)37) as

- 2.4 ¢ vg -1
v} 4Lr = 20 log(-géggé) dB v g - 2.4

These egquations simplify the computation process. However, it is
possible to use Figure E.l1 (from ref. 10}, by projection methods to

obtain the diffraction loss, when v is calculated according to Equation F.11.
Clearly, when the tip of the knife-edge is above line-of-sight h is

positive (R » Rf) and hence v is negative, while, when h is negative

(R < Rf) then the tip of the knife-edge obstacle is below the line-of-sight and,

consequently, v is positive, as that illustrated in Figure-3.4.
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As the path length is increased, more reflected waves will be created and

will cause indirect paths. This phenomenon introduces the concept of
the multipath propagation, in stationary microwave communications, that
cause plane earth loss. Figure 3.2 shows an example of a reflected wave,
A complex analysis(ll'ZB’BZ), for a plane surface (flat earth) has shown
that the field intensity of the reflected wave is given by

E = reel? E.12

r o

Where EO is the field intensity of the received signal through the direct
path I' is the reflection coefficient of the ground and ¥ is the phase

difference between the direct path wave and the reflected wave. .

The reflection coefficient T' depends on the angle of incidence, 8, the polar-

ization of the wave and the reflector {ground} characteristics,l is given by

sinf - @
© sing @ B

2 . . .
where & = (eo - cos@)? €q for vertical polarization
2 % . . .
Q= (go - cOs §) for horizontal polarization
E, T € -j60OA
€ = dielectric constant of the reflector (ground} relative
to unity in the free-space
¢ = the conductivity of the reflector{earth) in mhos/m
;o= /A1

and A = wavelength in m
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When D, the distance between the two antenna, is much greater than

5 hlh2 {or D >> 5h1h2) then

hyhy .

D E.1l4

Y = 4

Therefore, the received field strength is now the vector sum of the direct

path and the reflected path (or paths), thus

E = E + TE ¥ {
o o :

Eo (1 + Fejw) E.1l5

Then, the received power is now given by

A
D = P. I ¢ grA . W E.16

n

LY

where A= (1 + 2|T| cosy + iFlz). ﬁy is the modules value of x, g,_ and 9,

t

are the transmitter and receiver antennas gain (gt = gr = 1 for isotropic

antennas). However, the received signal power may be given by

= P+ + - + + L, + E.17
Pr { £ Gt Gr) (%f Lr o Lc) dB
where Pt = 10 loglo(pt) © dB transmitted power
Gt = 10 1og10(gt) dB transmitter antenna power gain

G_ = 10 loglo(gr) dB receiver antenna power gain
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A
Lf = 20 log2(4“D) dB free-space loss
Lr = diffraction loss in dB (Equation E.6)
L¢ = 10 loglo(¢) dB reflection loss
Lc = feeders loss in dB

Furthermore, it is possible to improve the channel performance by making

use of the reflected wave to be inphase by adjusting the antenna's height
{(Equation 3.42) so that O g cosy ¢ 1. Consequently, if the direct path

wave is picked-up by an antenna and the reflected one by another antenna

and are then combined by a suitable combing method, this leads to the

(10,11, 35 )

concept of space diversity ‘as shown in Figure 3.3.
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fc(MHz) A (meter) Lf (dB}
1 300.0 42.5
50 6.0 86.5
100 3.0 92.5
500 0.6 106.5
900 0.333 111.6

1000 0.3 112.5

Table E.1 Typical free-space loss for
a separation distance of 10 Km
between the transmitter.and

receiver antennas
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Fig. E.1 Magnitude of relative field strength E/EO due

diffraction loss

[from Ref. 10]
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APPENDIX G

DIGITAL PHASE LOCK-LOOP MODELS ANALCGY

Before introducing the stabilised DPLL as a development of stabilised

digital control system, it is necessary to introduce the available model

<198’199). This model is shown in Figure G.1 whose

(171-183,198,199)

in the literature

loop filter transfer function is, in general, given by

: N Cn
F(2) = I — G.1
Nh n=1 (1-z l)n 1
where N is the order of the required DPLL and Cn is constant. Hence

the loop filter for first and second order DPLL's are given respectively

by
Flh(z) =1 G.2
_ 0z
th(z) =1 + e G.3
‘ where o is constant. Only the second order DPLL is considered here whose

transfer function is given by(lga)

. P = B(z-1) + Ba G.4

b 2-1)2 4 a(z-1) + aB

where B is the loop gain. Generally, the condition of stability is when

all the roots of the characteristic equation
2
(2z-1)" + B(z2-1) + a8 =0 G.5

must lie within the unit circle of the z-plane. The fulfilment of the

stability condition is, therefore, when(lga)

4
o+l

0 <8<«
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Also, when the frequency offset is less than the sampling frequency, then
o and B can be chosen such that @« < 1 and 8 < 1, for an optimum system

(128) s, s
. Furthermere, it is necessary to

and good tracking performance
achieve lowpass filtering action through the selection of the values of

o and B.

However the DPLL transfer function is related to LF and VCO transfer functions

as follows

Bz_lF(z)G(z)
1+ Bz F(z)G(z)

P, (2) =

Hence, the difference between this model and the model whose transfer

function is given by Equation 5.9 (Chapter 5); is the numerator of Equation
G.7 contains extra delay element (z_l). In other words this model contains
the delay element in its open loop transfer function and not in the feedback

path.

Finally this model is found unlikely to be applicable in mobile radio
systems. Moreover, this model is based on trial-and-error method.
Nevertheless, the trial-and-error method requires longer time to select
the values of the two parameters, o and B, seeking a stable system. Also,
only cne loop filter is associated with this model. While in the system,
that is studied in Chapter 5, any filter can be used and requires less

time in looking for stability.
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noise
(Z) . ) » . .
q‘ﬁ.)__u sin{ - ) 4 FNh(z)
VCO | Delay
Kz - t/2
z -1

Fig. G.1 DPLL available in the literature
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APPENDIX H

STABILISATION OF FEEDBACK SYSTEM

H.1l The ¢losed-loop Characteristic-Equation

The principle of the plant, which is represented by the transfer
function G(z), is to calculate the stepwise, uj, based on a finite
number of error measurements (ej, €j-1r ..., €j-g) and probably on the
past value of the controller output {(uj;_j3, uUj_3, ...) where i is the
time index such that uj; = ul{iT) and ej and e;= e(iT), ... etc. This
situation is illustrated in Figure H.1l. If a control algorithm in
the form of linear difference egquation with constant coefficients is
employed, then the entire system can be represented by a z-domain
transfer function. Therefore, the relation for the error sensor is

given by

E{z) = X{z) - Y(2) H.1

and for the controller is given by

U{z) = D(z)E(z) H.2

while that for the plant is given by
Y(z) = G(z}Uu(z) H.3
Substitution of Equation H.l into Egquation H.2 yields

Uz} = D(z)[x(z) - ¥Y(zX] H.4
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The closed-loop transfer function is given by the ratio of the system

output to the input, and can be obtained by substituting Egquation H.4

. ; (167-169)
into Equation H.3 or

- Y(z) _ G(z)D{z) H.5
M{z) X{z) T+ G(z)D(2)

The quantity 1 + G{z)D{z), which is a rational function of z, is called
the closed-loop characteristic equation. The roots location of this
equation in the z-plane determine the dynamic character of the closed-
loop. If one or more of these roots lie outside the unit cirecle in
the z-plane, the closed-loop system is unstable.(167_l69)

Finally, the order of the digital control system [M(z)) equal to the

sum of the plant [G(2)] order plus the controller [D({z}] order.

The plant will be considered hereafter as a simple digital integrator,
which will be used as voltage controlled oscillator (VCO) in case of

the phaselocked loop application. The function of this plant (integrator)
depends on the past value of the output plus the current value of the

input, that is
Yi = Yi-1 t uj . : H.6

Acceordingly, by applying z-transform, the transfer function of the plant
can be given, irrespective of the sampling rate, by
Yiz

= (z} _
G(z) = e - z H.7
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Also, the controller is considered as a recursive lowpass digital
fiiter. This filter should be designed to accommodate the maximum
possible frequency shift of the received signal (carrier). In a mobile
radio environment the expected maximum Doppler frequency shift, for a
vehicle moving with speed of 75 MPH, is * 100 Hz [Chapter 3}. Hence,
the filter bandwidth is 100 Hz, while the whole system will be sampled

at the data rate (i.e. 9.6 kHz).

To avoid aliasing error, the sampling frequency of the required digital
filter must be equal to or greater than Nyquist rate, which is twice
the maximum input fregquency. In this case, the sampling fregquency is

well above the Nyquist rate.

Under this assumption, the maximum cut-off frequency of the digital
lowpass filter, which is to be used as a controller, can be regarded as
100 Hz and the sampling frequency as 9.6 kHz. First and second order
Butterworth lowpass filters have been designed by using bilinear

ra
z-transform method (103-106} sn4 a second order Chebyshev lowpass filter
has been chosen using Impulse-invariant design method for comparison,

(see BAppendix B). The transfer function of the three filters can be

written in general as

-1 o] =2 -
O‘.O + D.lZ + 2Z H.8

1 + Bl Z-l + 822_2

where the values of k and the corresponding ag, ®;, ®3, By and B, are

given in Table H.1l. Now, by substituting Equaticon H.7 and Equation H.8
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into Equation H.5 three different systems can be obtained, that are

given by

ivxk(z> - H.9

where the values of k and the corresponding c and df, for £F =1 to 3

£-1

are given in Table H.2.

2ll these systems should pass the stability tests that will include

the following:-

i) Time-response test
ii) Characteristic equation root locus
iii) Frequency-response test.

The stability is the most important consideration when designing a
feedback system. Indeed, all the present day researches in control
are concerned with stability. That is not to say the methods for
determining stability do not exist, on the contrary, many methods

do exist. Unfortunately, they conly deal with certain aspects of
stability. For a linear system and even for a nonlinear system, it
is not always possible to determine analytically for what ranges of

relevant parameters the system remains stable(166).

H.2 Stability tests

Since the output of a digital control system is usually a function

of time, it is necessary to evaluate the performance of the system
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in the time domain. However, when the discrete-time state equation
is used, the output of the system is measured only at the sampling
instance. Depending on the sampling period and its relation to

the time constants of the system, the discrete-time representation
may or may not be accurate. In other words, there may be a large
discrepancy between the sampled output signal of the digital control
system, y{(iT), and the continuous output of an identical continuous-
data control system used for the same purpose, y(t}. Hence, the

former may be a wvalid representation of the system behaviour(leg).

The steady state error, which is the difference between the unit step and

the final state of the output, can be determined by applying the final

(167~169)
m

value theore , when a unit-step function is used as an input

z
l -2

signal (or when X{(z} = ). From Equations H.l and H.5, the error

signal is related to the input as

B(z) = X(z) .10

1 + G(z) D(z)

Hence, the steady state can be obtained as

e = lim e(kT) = lim (1 - z_l)E(z)
88 koo z>1
- lim 1
z>1

1 + G(z2)b(2)

= 0 H.11
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This means that the relevant system is capable of tracking a step

input signal without any steady state error.

In the time response test, the output signal is measured for appro-
. . : . . (167-170)
priate number of samples, when a unit-step is applied to the input,

or when x(iT) = us(iT) (Figure H.l), where

1l for i 2 ©
us(iT) = | H.12
lo for i < 0

The time-response tests are carried out by computer simulation and
the corresponding results are shown in Figures H.2 to 4, for different
values of the new damping factor, The new damping factor (e) is
inserted in the controller (filter) transfer function in order not

to change the function of the plant (VCO, for example}. From
Egquation H.8, the designed filters transfer function become, after

the insertion of the new damping factor, as

& +eaz T +ea, z 2
D7 {z} = L 2
9. } B
1+ sBlz + eB z
a + a z  + a 2_2
1 2
= 1 =5 H.13
1+ bl z + b2 2
. . . . . . lim _.
where g, is the unity gain factor which is obtained when z+1 Dk(Z) =1

which leads to
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l +eB, + €B
g = L 2 H.1l4

a + eda. + ega
o 1 2

and k=1, 2, 3. Equation H.14 defines the relationship between

the unity gain factor and the new damping factor and 9, = O when

1l

£ EO. Therefore eo confines the boundary limit of the damping

factor as

o

LY

E <€ H.1l5
o -

beyond this limit the close loop system becomes unstable.

One of the most important requirements in the performance of a feed-
back system is its stability(lGG—lBE). Many classical textbooks

on digital or continuous control (feedback) system describe in great
detail the stability methods such as Routh-Hurwitz criterion,
Nyquist criterion, roots-locus plot, Bode plot, Liapunou's direct

65—
method, Schur-Cohn criterion and Jury's critez:ion(l 6 170). It has

7-1
been established elsewrl'ler:e(16 62) that a linear digital control
system is stable if all the roots of the characteristic equation lie
inside the unit circle in the z-plane. However, computer programs

for numerical and graphical representation techniques are readily

available and more accurate. (Appendix K).

Since the time responses of all systems under consideration damp very
quickly when € = 0.5, then this value may be recommended in the tests
of the system performance in noise (Chapters 5 and 6}. The character-

istic equations become:-
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For System 1

1 -0.9532 z 5 +0.345745 z 2 = o 2.16
For System 2
-1 -2 -3
1l - 1.?540 z + 1.4100 2z - 0.4560 =z =0 H.17
and for System 3
-1 -2 -3 :
1 - 1.9944 Z + ©.4916 =z - 0.4972 =z =0 H.l8

Table H.3 shows the roots of all above equations that are clearly

inside the unit circle of the z-plane.

The insertion of the new damping factor, so far, results in a very
good advantage in the time domain as well as in the poles-zero-
configuration, of course within the provided boundary (Equation H.15).
Therefore, the insertion of the new damping factor must not have an
adverse effect on the system bandwidth. Accordingly, it is necessary
to investigate the frequency response (Bode plot(167_lwo)). The
frequency response diagram is a plot of the amplitude (in decibels,
dB) and the phase (in degrees) of the close-loop transfer function as
a function of frequency. By setting z = ejMT = exg(ij) in the
transfer function M{z), which obtained by substituting Egquations H,7

and H.14 into Equation H.5 , when ¢ = 0.5, and letting the frequency

vary from O to a very high wvalue, then

Mgy = M) - M(z) . H.19
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where j = ¥-1 , w = 21f, f is the frequency and T is the duration
of the sampling period (in seconds). The result of computer

simulation tests are shown in FPigures H.5 to 7 by using

M = 20 loglo [M(E) | H.20

where Ix] is the modulus of x.

All the systems discussed here are applied in the digital phase

locked loop DPLL techniques (Chapter 5} and only the second order

system is employed in the feedback chanﬂel estimator (Chapter 6).

Testing the system in environment such as mobile radio, gives an indication
that the system is capable of tracking the input signal fluctuations.
Also, it is possible to use damping factor directly in the z-domain,

rather than going to and fro between the s-plane and z-plane.

Furthermore, when a system is designed as stable in s-plane, it may not

(169)
be stable after transforming it to z-plane -
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X .
o a, a, Bl 62 filter
1 ©0.0317 0,0317 o -0.9366 o] 1st order Butt
-3 =3 -3
2 1.02321x10 2.04642x10 1.02321x10 -1.9075 0.9119 2nd order Butt.
3 1.0075 -1.002 0.0 -1.9887 0.9944 2nd order Cheb.

Table H.1l The orders and coefficients of the used filters

K .
. c0 cl c2 bl b2 b3
1 0.0307 0.0307 0 -1.8464 ©.9078 o]
=3 -3 -3
2 1.0222x10 2.0443x10 1.0222x10 -2.9045 2.8162 -0.9110

0.5019 -0.4990 o -1.9841 -1.4860 -0.4853

W

Table H.2 The coefficient of the digital contreol systems whose

corresponding filters are given in Table H.1l
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System Roots
1 -0.4766 * 30.3444
2 1.0

-0.477 * jO.478

3 -1.0
-0.4972 £ 30.4999

Table H.3 Root of the charactreristic equaticons

of feedback control systems when € = 0.5
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Error
Sensor
D(z) G(z)
Dlglfal ‘U(Z)l Plant Y{z) >
Controller |u(i) y{iT)

Fig. H.1 Digital Ceontrel System Algorithm
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APPENDIX I

CARRIER RECOVERY TECHNIQUES

I.l1 Unmodulated carrier synchronisation

The unmodulated carrier, such as pilot tone, has to be transmitted within
the same channel and at the same time in order to ensure the regenerated
carrier can have, as close as possible, the same phase and frequency

fluctuation as that of the received signal(Lglflgz)_

Moverover, any
separation between the received signal spectrum and the pilot tone, especially

in mobile radio environment, will result in irreducible error in the received

data.

However, the requirement of the carrier recovery of unmodulated tone .in
the presence of a white Gaussian noise is a bandpass filter (BPF) or a
phaselocked loop (PLL), which rejects as possible of the noise components
outside its bandwidth as shown in Figure I.1. Let r{t) be the received

signal, that is given by

je(t)

r{t) = a(tj)e I.1
where a(t} is the received signal envelope which may be given by
alt) = (@ +a 0+ 0" I.2

where nl(t) and n2(t) are the inphase and quadrature components of the
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additive noise each process zero mean and same variance, j = ¥-1 and 8(t)

is the received signal phase. It is merely a matter of convenience to

refer that the inphase and guadrature components of the noise and their

statistical properties, jointly, with respect to the signal phase are not

affected by the rotation of the coordinates.

Also, by assuming that the

transfer function of .the BPF {or PLL) is symmetric about fo' the central

frequency, and the lowpass equivalent impulse response is h(t), then the

output is given by

@©

r'(t) = J ‘h(T)r(t-T)4rT

[=-]

where h{(t) is assumed to be complex—valued.

as

. '91
(e = a(gel” (B

Then r'{t) can be rewritten

where a'(t) and B'(t) are the envelope and phase of the output signal

. respectively. Thus, the phase error e(t)

It

e(t) g'(t) - g(t)

_ Im(r'(t)r*(g))
= tan b Re(r'{t)r*{L)

is given by

where r*(t} is the complex conjugate of r(t), Im(x} and Re(x) refer to

the imaginary and real parts of the complex-valued x. In case of

time-invariant channel and high signal-to-noise ratioc, the phase error

is relatively small so that tan_l(x) = X.

The gain of the BPF (or PLL)

is always regarded as unity in the center of its passband. Therefore,

the variance of the phase jitter can be calculated as
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o
i

2
2NO J |H(f)| arf

bt + 3

var

where B is the two-sided equivalent noise bandwidth of BPF (or PLL)

that is given by

-0

B = J e | ? as .7

-0

No is the noise power spectral density and IH(f)l is the modulus of H(f)

which is tha RBPF (or PLL) *ransfer function,

The result cbtained in Equation I.6 represents a phase variance of point-
to-point communication of stationary stations where the only impairment
is the additive noise and probably long normal fading. While in mobile
radio environment, the received signal suffers from Rayleigh fading, so
it has rapidly faded envelope and rapidly fluctuated phase and time delay
with respect to their means(lo). In such circumstances the PLL will no
more cope with the signal unless it is provided with similar to hard
limiter/discrimator or tanlock techniques(lsl'lBZ). Furthermore, the
Rayleigh fading cannot be avoided by intreducing high signal-to-noise ratio
since it is independent on it(lZ). However, in this case Equation 1.5
can be determined according to the vector diagram, that is shown in
Figure I.2, as

‘ n. ft)
-1 4
e(t) = tan (a(t) n nl(t)

) I.8

where a(t) 1s the amplitude of the received signal before the addition

of the noise, nl(t) and n2(t) are the inphase and quadrature noise
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components that are uncorrelated with zero mean and power spectral
density % No. Moreover, a(t) is affected by Rayleigh fading through
the transmission path. The stagistical nature of the noise components
are not affected by the rotation of the coordinates even in mobile radio
commuﬁication. It is eventually clear from Figure I.2 that all vectors
rotate in the same angu;ar speed (UJc t md)’ where mc and md are the
carrier and Doppler shift angular frequencies respectively. The bandwidth
of the reguired BPF 1is, now, as wide as twice the Doppler frequency at
least. It is, however, difficult to analyse Equation I;8 in such
an environment, but it is likely to assume at high signal-to-noise ratio
-1

tan x = x for small value of x. Accoding to this assumption the

following inequality is valid

oD
J lact) |? at >> o2 I.9

where ozis the noise variance. Also, average power at input of the

transmission path is egual to the average power at its output taken for a
very long time (see Chapter 5). Therefore, the mean square value of the
signal amplitude at input and ocutput of the BPF approaches unity.
Consequently, the result of these assumptions leads, hopefully, to

Equation I.6.

In both cases described above, for carrier recovery of unmodulated signal,
an ideal channel has been assumed. Also, the minimum bandwidth of the
required BPF (or PLL) is, for example, twice the maximum Doppler frequency
{10 -12)

. Nevertheless, any bandwidth reduction beyond this limit leads

to:-
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i) Inability to track unstable received signal such as in mobile
radio enviroment.
ii) Distort the symmetry cgndition, that has been assumed as necessary

to obtain the result of equation:I.6.

The expression of the phase jitter variance in texms of signal-to-noise

ratio (), for data transmission is given by(2l7o' 199)

P = BT/2¢y I.10
var

where T is the sample duration.
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I.2 Carrier Recovery for a modulated signal

In the case of a carrier modulated by zero-mean signal, such as digital-

data, the received signal plus: noise can be expressed as(z)

) j8(t)

{a{t) + n(t))e

where

alt) [ si y{t - iT) gt I1.12

.y
|._-.=ua

.J=+-1, 6(t) covers the received signal phase and/or frequency, =N is
the data sequence and y{t) the baseband channel impulse response.

Moreover, n(t) is the additive noise which is given by

n(t) = ni(t) + 3 n2(t) I.13

where nl(t) and nz(t) are statistically independent Gaussian noise
components that process zero mean and the same variance with two-sided

- . 1 (1,109) ianal (a(t)) do
power spectral density of 3 NO . The baseband signa a es
not possess a carrier component, its mean value is zero, and, of course,

its mean square value is given by

E [a2 ()} = j az(t) dt I1.14

-
where E{x] is the expectation process of x. The transmission path together
with the filtering processes and linear modulator at the transmitter, and
filtering processes and linear demodulator at the receiver form the baseband
channel. This channel has a Rayleigh distribution function in mcbile.

radio communication (Chapter 3).
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Different methods are available for generating a reference carrier from

a suppressed carrier received signal, one of them 1s discussed here.

r.2.1 Squaring method

The ﬁethod is employed in carrier recovery where a pulse amplitude
modulated signal with suppressed .carrier (PAM} or a phase-shift-keyed
{PSK) signal is used. The popular carrier—pﬁase recovery circuit is
shown in Figure I.3, that consist of two band pass‘filters A(f) and B(f},
squaring device and frequency dividing by 2 circuits. The filter A(f)
is the receiver bandpass filter whose significant properties has been
discussed in Chapter 3. The received signal is squared to remove the
medulation, the ?esultant signal, which is double frequency term, is
tracked by a bandpass filter B(f) (or a phase-locked loop or otherwise

(12,197,198)y 1y pandwidth of filter B(f) is

(12)

a combination of them

"4 x maximum Doppler frequency in mobile radio environment

The reference carrier can be obtained by passing r'({t) through an infinite-

X
(2,12,20 ’202), or through zero threshold comparator that

gain clipper
can remove the amplitude fluctuations. The square-waveform at the

output of the clipper (or comparator) can derive a frequency devider

clrcuit, such as D-type flip-flop, which halves the frequency and the

. 2
phase (2'201'20“). Therefore, the phase error is given by
. 2
I (e"{t) (rx{t)) D
e(t) = L tan‘l( = )
2 Re(r'(t) (e*{t))2)
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- 8 (L) - B(D) I.15

where, in this case, r*(t) is the complex-conjugate of r{t),

el
r'(t) = J b(7)r2 (t-T)dT 1.16
-—r
and b(t) is the impulse response of the equivalent lowpass of the
bandpass filter whose transfer function is B(f). The data sequence s.

(in Equation I.12) can equally likely have any of the two possible values

tl. By assuming the channel is ideal with zero intersymbol interference,

then for high signal to noise ratio tan—l(x) = X. Hence the variance of

the phase jitter is given by(2,17o,199)

= 2 2
Poar = ((ZNO) + 2 No) Lmk{(f)l daf

= 2 N B{1 + 2N ) I.17
[s] s}

where B is the noise equivalent bandwidth of the bandpass filter (or PLL)

whose transfer function is B(f).

The application is assumed here for a digital data transmission at a rate
of 1/T symbols per second. The minimum {(Nyquist) bandwidth for a signal
of such nature, assuming double-sidebhand modulation of the carrier, is % Hz.
Therefore, the signal-to-nocise ratio can be given asy = T/4NO, and

Equation I1.17 becomes

~ -1
Poag = (BT/20)S 1.18

where
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n
fl

1 I.19
1/7(1 7 )

and is called the squaring loss. The difference between Equation I.18

and Equation I.10 is the factor S, where at high signal-to-noise ratio

S approach 1 and the same result can be obtained from the two equations.
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r(t) BPF or r(t)
PLL

Fig.

Imaginary

Fig.

-~

I.1l Carrier recovery system of unmodulated carrier

I.2 Vector diagram

BPF

r{t) ( - )2 BPF
PLL

Fig.

Or]

I.3 Squaring/filtering/dividing by 2 carrier

recovery system
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APPENDIX J

MATHEMATICAL AMNALYSIS OF CHANNEL ESTIMATORS

J.1l FFCE Step-Size

The FFCE has been presented in Chapter 6. It is necessary here to
induce the step-size by which the estimator controls its output. The
estimator generates the error signal by subtracting the estimated signal

ri from the received signal (Equation 6.8) or

Lfl
= w
rl =0 Si_gyir’q‘ * 1 7.2
and
L=1
r: = 5! ! J.3
i oo i-2 Yi-1,2

All parameters used here are defined in Chapter 6. The step-size needs

to be added to Yi-l to give Yi the estimate of Y, is given by

A = be, {33! }* for £=0, 1, .., L-1 J.4

be, (S!)*
it7i
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where

and (x)* means the complex-conjugate of x. Thus

Yi,e T Yieia tAy,,  for A70.l, ...Dol

In order to analyse the operation of FFCE, it is necessary to expand and

analyse Ai X by using Equation J.1 to J.3, as

L-1 Lil '
A, = b s, Y. + w, - s! Y. J(s'y*
i,0 020 i-g “i,% i 2=0 i-1 i-1,R i
= bIs'IZ (y - ¥ b+ ou + w! J.7
i i,0 i-1,0 i,0 i,0
" where, in general, si_z =8 from the basic assumption of Chapter 6,
‘s.‘ is the modulus of s,
i i
' *
. = b(s!) w, J.8
140 1 i

is the noise component in yi o’ and
r

Lil
u. = Y & - ] ' .
i,0 b(si) 4ot (si—z yi,g ;. yi-l,z) J.9
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is the intersymbol interference error signal component.

Similarly
A = bls' |2 (Y - v ) +u + w! J.10
i,1l i-1 i,1 i-1,1 i,1 i,1
m' = ' * Wy
i1 bis; ,}* ®i J.11
and
: Lzl
= v * - ' ] . 1
BT P BiYe TSt via ot 2 BSingYy iSO
For further analysis, the other components can be derived as
A = b[s' |2(y -y ) +u + w) J.13
i,k i-k i,k i-1,k i,k i,k
T = L o
Wl x b(s; )™ w, J.14
and [Lil
2 = 1 * - [ T
i,k bis; i) (Si_9 ¥i,9” Si-g Yi-1,0
=0
- - L) )
[(si_k yi,k 5!k Yi—l,k)] J.15

where k = 2,3, ..., L-1. The last three equations represent the general

solution, when

k = 0,1, ..., L-1 . J.1l6
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Clearly, from EquationsJ.?7 to J.15, the major impairments are the noise and the

intersymbol interference error signal components. In case of a constant

12 = 1sy_, 12

envelope signal such as (4 or 8-level PSK) |s.

= ¢, wWhere ¢
i-k !

t
Si-k

is constant for all values of i and k. Then the value of b can be selected

such that

But, in case of 16-points {(or more) QAM signal it is, however, necessary

to multiply by the reciprocal of s;_

ik to obtain the corresponding estimate

and not by (si Y*¥, for Kk = 0,1,..., L-1. Evidently, from Equation

L]
¥i,k -k
J.1l4 and J.15, multiplication by (si_k)* would increase the noise and the
intersymbol interference error signals, while multiplying by the réciprocal

of (dividing by) si_ might reduce the effect of the impairments. By

k

neglecting the noise and intersymbol interference error signals then

' - t - t = -
Yi e Yill,g + a(yi'E yi—l,l) for &= 0,1, ..., L-1 J.l8

or

1 a 1 _ ]
¥! v o+ aly, - ¥) J.19

where a is the step-size factor given by

a =bcgl J.20

and it is constant.
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J.2 Feedback Channel Estimator (FBCE)

By, also, neglecting the delay required by the detector, the feedback

estimator obtains for each sample r.o, @ "raw" estimate ¢i of Yi which

is used to update the stored estimate Yi—l'

When Y! Y, there is
i- i

1

negligible noise and wi = Yi, where = means approximately equal. Let

Pi be the {L+l)x{(L+1l) matrix given by(203'205)
°i i+l Si+2 Tt g
Si-1 °3 Si+1 0 Sidn-l
Pi T S Si-1 i 0 Sigp-2 J.21
Si-L i-L+1 Si-+2 "0 Sy

and let Di’ Ei and Fi be the (L+1)x(L+1l) matrices &ll obtained from Pj

and are given as follows

S. o 0 e o
1
. 0 S. O . e ¢
{diagonal 1
matrix) D, = | o 0 s .. o J.22
i i
o o Q .a- s,
i




{Upper

trian- E. =

gular
matrix)

(Lower

trian- Ff, =

gular 1

matrix)

Clearly

and Di is nonsingular as long as S5 # Q.

and

395

s1+1 Si+2
© A
0 O
Q O
[»] 0]
0 O
i-1 ©

r. r,
i+2 i+L

see W

i+l Vi+2 i+L

Now, suppose that

J.25
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then

o
It

P. Y, + W,
1 1 1

]

(D, + E, + F.) Y, + W. J.28
1 1 1 1 1

The essential procedure of the estimator is to make use of one or more
of previously obtained stored estimates of Yi’ together with a knowledge
of E, and F; originated from the {si} which are assumed to be correctly
detected to form an estimate Bi of (Ei + Fi) Yi. The estimator then

subtracts Bi from Ri to give

P, ¥. + (E, + E,) Y, - B, + W, J.29
i7i i i® 71 i i

. . . -1 . .
By multiplying Equation J.29 by Di to give the row estimate

_l __1
+ - D, , .
Y, [(Ei + Fi) Y, Bi] it WiDl J.30

s -1 . . , .
From the definition of Di ' Di is, also, a diagonal matrix with each

element along the main diagonal equal to the reciprocal of the corres-

ponding diagonal elements of the original matrix Di' Now,if

B, =(E, + F.) Y, J.31
i i it i

then
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The components of Wi are used to update Yi_ the stored estimate of Yi—

1 1

to give

<
]

(1-b)Y! + b V¥,
i-1 1

= v + (Y, - ¥l ) J.33

i-1 i-1

This equation is identical to Equation J.19 for FFCE. The factor b, in

Egquation J.33, represents the step-size of the estimator on the provision

0 <b << 1. b is assumed constant, but it is not necessarily 50(203’205

Champter 6)  powever, the smaller the value of b, the smaller is the

effect of the additive noise on Yi but the slower the rate of response

2
of Yi to changes of Yi( 05). The estimator generates the error vector Gi
such that
G, = Y, -Y J.34a
i i i-1
= 95,0 95,1 95,0 = 9,1 ] J.34b

and adds bG, to Y! to give Y!.
i i- i

1

The important differences between this estimator (FBCE) and the feed-

forward estimator (FFCE) are:

i) The delay, of LT seconds, required by FBCE to obtain Yi on the

receipt of r,

i+L’ while FFCE can give an estimation of Yi directly,

or more precisely, possible before one element duration delay (T),
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with simple prediction techniques. In mobile radio communi-
cation, any delay degrades the performance of either estimator.
Knowing that the detection delay is neglected, including it would

make the system inferior, in case of FBCE.

ii) At the same time the FFCE deteriorates- by the existence of the
interfering error (described above and is neglected in Equations
J.18 and J.19), while FBCE substracts it, as that is clear from
Equations J.29 to J.32.

The FBCE just described can be implemented in many different methods

(109, 203, 205), and is based on nonlinear (decision) feedback filter

shown in Figure 6.3. The complexity of the two FBCE estimates presented

(205)

elsewhere reguire a number of multiplication processes of

%(L + 1)(L + 2) + 2L+]1 for estimator 1 and 4L + 2 for Estimator 2.
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J.3 Modifications of FBCE

The FBCE, described in Section J.2, requires a delay of LT secconds which
degrades its performance (severly in case of mobile radio communications),
while the FFCE degrades by the existence of the intersymbol interference
error signal components. Where L is the number of components in the
sampled impulse response of the chanﬂel éndfris the duration in seconds.

Any one of them would be optimum if its degradation could be deducted.

The system about to be introduced uses the power of the FBCE in reducing
the intersymbol interference error signal components {ui k} {given by

r
BEquation J.1l5 in case of FFCE) and no delay is required here. Let Xi be

the L-component row vector given by

xi = [xi,O xi,l x]._'2 .o xi,L-l] J.35
th . .
whose k component is given by
= [ [ T
*i,x i T Si-k Yi-1,k 7.36
where ri is the estimated signal given by Eqaution J.3. Also, let Zi
be a (LxL) diagronal matrix given by
21,0 O o] . e . 0
. o . .
0 zl'l O
Zi = 0 0 zi’2 . .. o} J.37
o} 0 .
O zl,TJ 'l

. th , .
wiose K row component is given by
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Z. = Y, - X, J.38

where r. is the received signal given by J.2. The row estimate~¢i'0f

Yi can be obtained as
¥ = '{(Si) Z. r J.39

where (Si)-lia.L-cqmponentrowvectorderived from Si, Equaticon J.5, by

taking the reciprocal of the corresponding elements of Si. The components

of wi are used to update Yi—l the stored estimate of Yi L to give
T - -— ' +
! (1-b) ¥: . + by,
= ' + - '

Yi o tb W, -y ) _ J.40
where 0O < b < 1. The analysis of Equation J.39 gives the same result
that defined by Equation J.32 which is now

v, =y, +w p 1 J.41
i 1 i 74 v
where
s:7t 0 0 R 0
-1
]
o st 1 0 . 0
-1 |-l
D =] © 0 S5 ... 0 J.42
-1
]
0 ° ° Si-L+1
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Hence, the difference between wi in Equation J.23 and wi defined by
Eguation J.32 lies in the derivation of D;l.' D;l in this case, Equation
J.42, contains already detected symbols, while D;l in Equation J.32
{which is obtained by taking the reciprocal of the corresponding elements

of Di that has been derived from Pi in Equation J.21) contains symbols

which are still not yet detected.

This estimator needs L feedback filters each having (L-1) coefficients
{tap gain), all are taken from estimated sampled impulse response of

the channel (estimator outputs). The general form of these filters is
defined by Equation J.36. Therefore, the number of multiplication
processes employed in this estimator is (L+1)L. However, it is possible
to use two L-coefficient filters arranged in such away by a suitable
designing method to give a complete operation with 4L multiplication

processes.

The system is ‘further developed by using a dynamic feedforward filter,
feedback control system and static feedforward filter. The significance
of these systems are discussed in Section 6.4. The whole operation

can be analysed as follows:-

The output signal from the dynamic digital filter is given by

The equation i's multiplied by (s'i) l, thus
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-1
— T t ]
(Siog¥i, g7 Sieg Yioa, & * ¥ilSy)

J.44

This signal is fed to-the digital control system and its output beccmes

i i i J.45
where * means convolution process and <, is sampled impulse response of
the digital control system (see Equaticons 6.12 to 6.14). The sequence

obtained from equation J.45 is arranged in (LxL) component diagonal

matrix given by

qi 0 o] . e}
o] ql_l 0 . . C
Q) = 0 o Q) _, Co. 0 J.46
]
° ° © 9i-r+1

Finally, the row estimate ¢i can be given by

wi = _ HOQ? J.47

The components of wi are used to update Yi_ according to Equation J.40.

1
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APPENDIX K

List of Computer Programs

Reots Program

QAM signal simulation tests

QPSK signal simulation tests
8-phaées signal simulation tests
le-level QAM signal simulation tests

DPLL's tests

This program simulated DA-DPLL and can be modified

to test Unmodulated signal carrier synchronisation

Testing-FFCE
Testing—-MFBCE
Testing-QPSK signal with space diversity

Testing CRS1 and CRS2

page

404

406

414

422

430

440

447

453

460

470
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K.1

This program calculates the roots of a polynomial using the
available Subroutine(CQ2ADF). Then, it looks for roots with
values greater than t (or outside the unit circle of the z-
plane) and changes them with reciprocal of their complex-
conjugates. Rearranges the new (modified) polynomial.
integer t,nin,nout,ifail,n,nn,nof
real titlet(7)
double precision ar(é60),ac(60),rez(60),imz(60}),pq(60), .
yr(2),yim(2),rir(60),rtim(60), r2r{60) r21m(60) sr(60),sim(60),
pi,x01aaf,x02aaf,pl, a1p1,p15 zero,tol
data p1/0.1e0/,a1p1/1.1e0/,p15/0. 15e0/,zero/0.0e0/
open(2,file=*rsdftl’,status='old' ,form='formatted’ ,accesss=
'sequential’)
data nin /5/,nout /6/
open(nout,file='"FilterF1')
print#,'Please give a title to the polynomial’
print#*,*'Please input ; expo ;to. avoid over/under flow'
read (nin,99999) title
c write (nout,99998) (title(i),i=1,6)

pi=pt*x0taaf (p1)
- tol=x02aaf (p1)
c write (npout,99995)

00000

-

-

20 t=0
rez{1)=p15
imz(1)=zero
ifail=1

print*,'State howmany coefficients are there in the polynomial’
read (nin,99997) n
if(n.le.0) go to 280
nn=n-1
print*,'Then give the value of each coefficient’
print*,*Real part Imaginary part®
c read=, f(ar(i),ac(i),i=1,n)
read (2,#*) (arf(i),ac(i),i=1,n)
read(2,*)bcz
write (nout,99998) (title(i),i=1,6)
write (nout,99995)
write (nout,99991)nn
do 40 i=1,n

40 write (nout,99994) ar(i),ac(i)
write (nout,99990)
60 nof=n-1

call cO2adf (ar,ac,n,rez,imz,tol,ifail)
if(ifail.ne.0) go to 140
80 i=nof +1
100 i=i-1
if{(i.lt.n) go to 120
iftabs(rez(i)).lt.1.0e-8) rez(i)=0.
if(abs(imz(i)).1t.1.0e-8) imz(i)=0.
pql(il=sqrtirez(i)}*%2+imz(i)%%x2)
write (nout ,99994) rez(i),imz(i),pq(i)
go to 100
120 if(n.ne.1) go to 60
go to 180
140 write {(nout,99993)ifail
if(t.eq.20.0r. ifa11 ne.2) go to 160
t=t+1
rez(1)=rez(1)*a1p1*cos(float(t)*pi)—imz(1)*a1p1*
#sin(float(t)ixpi)
imz(1)=rez(1)+alpi*sin(float(ti#pid+imz(1)*alpl

o
0
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scos(float(t)*pi)
go to 80
160 n=n-1
write (nout,99992) n
180 write (nout,99989)
do 200 k=1,nn
if(pgf(kl).gt.1.)then
rez(kl=rez(k)/pq(k)xx2
imzik)=imz(k)/pqlk)*x*2
endif
200 continue
do 220 k=1,nn+1
sr(k)=0.0
s8im(k)=0.0
rir(ki=0.0
r1im(k)=0.0
r2r(k’)=0.0
r2im(k}=0.0
220 r2im(k)=0.0
sr{1)=1.0
yr{1)=1.0
yim(1)=0.0
do 260 k=1,nn
k1=k+1
yr(2)=-rez(k)
yim(2)=~imz (k)
do 240 1=1,k1i
11=1+1%
rir(l)syr(1)ssr(l)-yimtt)ssim(l)
rtim{l)=yr(1)*sim(l)+yim(t)#sr (1)
r2r(l1)=yr(2)xsr(l)-yim(2}*sim(l)
240 r2im{lt)=yr(2)#sim(ll+yim(2)%sr(l)
do 260 1:=1,k1
- sr{l)=rir(l)+r2r(l)
260 sim(l)=r1im(l)+r2im(1)
do 270 ik=1,nn+1
if (abs(sr(ik)).1it.1.0e-8) sr(ik)=0.0
if (abs(sim(ik})).1t.1.0e-8) sim(ik)=0.0
sr(ik)=sriik)/bcz
sim(ik)=sim(ik)/bcz
270 write (nout,99988) sr(ikl),sim(ik)
go to 20
280 stop
99999 format(6au,1ald)
99998 format{4(1x/),%th,S5ald,1ald,7hresults/1x)
99997 format(i2)
99996 format(1x,f10.7,7x,f10.7)
99995 format(1x//1x)
99994 formati(i1th,3(e13.6,2%))
99993 format(ih,12hError number,i3)
99992 format(ih,13hProgram fatl,uUx,1C0hPoly order,i3)
99991 format(17hOPolynomial order,i6/1h0,20hCoefficients of poly,
,6hnomial/1h0,3x,9hReal part,U4x,i4hlmaginary part/)
99990 format (20hORoots of polynomial/1h{,3x,9%hReal part,ix,
,14himaginary part,4x,7hModulus/)
99989 format (34h0OThe polynomail after modification/,1h0,3x,
,9hReal part,d4x,14himaginary part)
99988 format{ilh,2(et3.6,2x))
end
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K.2

/#J0OB SAM1B,EUELSM,ST=MFX,C=S,TI=1280,

/% PW=SEHR

FTNS ,DB=0/PMD,L=0.

LIBRARY,PROCLIB.

NAG(FTNS).

LGO.

HH#HS

PROGRAM QuUAM

THIS PROCRAM SIMULATES THE 4-LEVEL QAM SYSTEM . NEAR-MAXIMUM
LIKELIHOOD DETECTOR, KNOWN AS SYSTEM SiD1, IS COMPARED WITH
NON-LINEAR EQUALIZER. THE CHANNEL IS SUBJECTED TO A RAYLEIGH
FADING IN MOBILE RADIO ENVIRONMENT.

EXPLANATION OF IMPORTANT COMPLEX-VALUED PARAMETERS:

REAL PART IMAGINARY PART DETAILS

Y1 Y2 NONFADED CHANNEL IMPULSE RESPONSE

YR YIM FADED CHANNEL IMPULSE RESPONSE

Q1 Q2 RAYLEIGH FADING SIMULATOR OUTPUT
SIGNAL

SR SIM TRANSMITTED DATA SYMBOL

R1 R2 THE RECEIVED SIGNAL

V1 v2 THE ADDITIVE GAUSSIAN NOISE

EXPLANATION OF SOME OTHER PARAMETERS
C1: ASSOCIATED COST WITH EACH VECTOR
P : STANDERD DEVIATION OF THE NOISE
IQ: SEED INTEGER NUMBER

SN: SIGNAL-TO-NOISE RATIO IN dB

ERM: BIT ERROR RATE IN S1D1

ERE: BIT ERROR RATE IN NLEQ

KK: NUMBER OF BIT PER SYMBOL

aaoaoaoqQaaoaoaoaaoaaoaaaaaoaaoaaoaoaan

DIMENSION
MA(2),15(2),188(2),J8¢(2,2,2),JR(2,2,2),ISE(2),ISM(2),
SIM(-4:38),SR(-4:38),MXIM(-4:38),MXR(-4:38),JIS(2,-4:38),
WQ1(6),WQ2(6),RAY1(2),RAY2(2),AH(5),BH(5),MRT(4,4),
C1(4,-4:38),Q1(-4:38),Q2(-4:38),MMT(4,4),
Y1(4),Y2(4),YR(4,38),YIM(4,38),TC1(4,4),
ERM(22),5N(22),ERE(22)

DIMENSION
XRC(4),XRCt (4,4),XIC(4),XIC1(4,4),CCC(L),CC1(16),MIR(4)

JXR(Y,-4:38),XIM(Y4,-4:38), MM(4,-4:38),MR(4,-4:38),MJI (%)

,NXER(-4:38),NXEI (-4:38),KMNV(4),NKV(4)
,FQ1(0:4),FQ2(0:4),FDQ1 (4),FDQ2(4)

DIMENSION INMS(2),IENS(2),JMS(0:3,2)
OPEN(1,FILE="'OUTPUT')
DATA JS/1,1,-1,-1,1,-1,1,-1/,
¥ JR/-1,-1,1,1,-1,1,-1,1/
DATA JMS/0,0,1,1,0,1,0,1/

*x K K X K K

¥ ok X X

IMPULSE RESPONSE OF THE NONFADING CHANNEL

DATA Y1/1.0,0.222579,-0.11086,0.538306E-2/

DATA Y2/0.0,-0.218666,-0.981492E~-1,0,646351E-2/
DATA Y1/1.0,0.552991,0.559095E-1,-0.395242E-2/
DATA Y2/0.0,-0.101986,-0.100619,-0.875349E-2/
DATA Y¥1/1.0,0.0,0.0,0.0/

DATA Y2/0.0,0.0,0.0,0.0/

aaoann

aaon
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FIFTH ORDER LOWPASS BESSEL DIGITAL FILTER COEFFICIENTS

DATA AH/0.959,—0.57Q,0.362,—0.1054,0.0131/
DATA BH/0.7502,-0.63015,0.28443,-6 .,54E-2,6.24E-3/

DATA NOUT/1/

iq=38

I1I=22

I1=0

KK=2
KK MUST NOT EXCEED THE VALUE OF 2
FD=100

KJ1=38

THE VALUE OF FD=100,50 OR 25 HZ AND THERE 1S ESPECIAL
TREATMENT WHEN FD=75 HZ

JJ=1+INT(10EL4/KJ1)
MFD=INT(100/(FD-0.005))
MFD=3

JJ=INT(JJ/MFD)

LL=Y4

LM=4

Mu=16

PI=4.%ATAN(}.0)

INITIALIZE NAG-ROUTINES (GOS5DAF AND GOSDDF) WITH SEED INTEGER

CALL GOSCBF(IQ)

NUMBER=0

DO 1 INM=1,2

DO 1 MNI=t%,2
NUMBER=NUMBER +1
MJR(NUMBER)=JS(INM,MNI, 1)
MJI (NUMBER)=JS(INM,MNI,2)

INITIALIZE ALL PARAMERTERS FOR EACH VALUE OF THE SNR
(SIGNAL-TO-NOISE RATIO)

DO 300 I=1,II
bo 3 I0=-4,LL
JIS(1,10)=-1
JIS(2,10)=-1
Q1(I0)=1.0
Q2(101=0.0
NXER(IO)=1
NXET(I0)=1
SR(I0)=1.0
SIM(IO)=1.0
MXR(IQ)=1
MXIM(IO)=1

b0 3 MV=1,LM
Ct(MV,I0)=1.0eb
C1(1,10)=0
MR(MV,I0)=1
MM(MV,I0)=1
AR(MV,10)=1.0
XIM(MV,I10)=1.0
QF11=1.0
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QF21=0.0
RAY1(2)=1.0
RAY2(2)=0.0
DO 4 KQ=2,6
FQt (KQ-2)=1.0
FQ2(KQ-2)=0.0
WQ1(KQ)=1.0
WQ2(KQ1)=0.0

WP=-0.,05%{(17.0+1.5%(1-1))
P=1.41U4%10.==WP
IEE=0

IEM=0

1E=0

ICR=0

LD2=0

NIM2=0

NIE2=0

TSP=0.0

TNP=0.0

GENERATE A BLOCK OF DATA SYMBOLS FOR EACH SAMPLE OF THE
RAYLEIGH FADING SIMULATOR OUTPUT. LINEAR INTERPOLATION
METHOD IS USED TO GENERATE Q1 AND Q2

DO 250 J=1,JJ

GENERATE TWO NOISE RANDOM VARIABLES AS INPUTS TO THE
FIFTH ORDER LOWPASS BESSEL DIGITAL FILTER

QF1=GOS5DDF(0.0,1.0)
DFQ1=(QF1-QF11)/MFD
QF2=GOSDDF (0.0,1.0)

'DFQ2= (QF2-QF21)/MFD

SPECIAL TREATMENT WHEN FD=75 HZ

DO 20 KF=1,MFD

FQ1 (KF)=GOSDDF (0.0,1.0}

FQ2 (KF)=GO5DDF (0.0,1.0)

CONTINUE

DO 25 KF=1,MFD

KF1=KF-1

FDQ1 (KF)=FQ1 (KF1)+0.25% (4-KF)* (FQ1 (KF)-FQ1 (KF1))
FDQ2 (KF)=FQ2(KF1)+0.25# (4-KF)* (FQ2(KF)-FQ2(KF1))

SAMPLE THE INPUT SIGNAL OF THE FILTER
DO 200 NFD=1,MFD
FIFTH ORDER LOPASS BESSEL DIGITAL FILTER

DO 31 KQ=1,5
KQ1=KQ+1

WQ1 (KQ)=WQ1 (KQ1)
WQ2 (KQ)=WQ2 (KQ1)
RAY1 (1)=RAY1(2)
RAY2(1)=RAY2(2)
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WQ1(6)=QF11+DFQ1#NFD
WQ2(6)=QF21+DFQ2%NFD
WQ1(6)=FDQ1 (NFD)

WQ2(6)=FDQ2Z (NFD)

RAY1(2)=0.0

RAY2(2)=0.0

DO 33 KQ=1,5

KQ1=6-KQ
WQ1(6)=WQ1(6)+BH(KQ)*WQ1 (KQ1)
WQ2(6)=WQ2(6)+BH(KQ)»WQ2(KQ1)
DO 35 K@=t,5

KQ1=7-KQ

RAY1(2)=RAY1 (2)+AH(KQ)#WQ1 (KQ1)
RAYZ (2)=RAY2(2)+AH(KQ)»WQ2{KQ1)
DRQ1=(RAY?1 (2)-RAY1 (1)) /KJ1
DRQ2Z2=(RAY2(2)-RAY2(1))/KJ1

DO 100 J1=1,KJ1
J11=4d1-1

DATA GENERATION AS BIT BY BIT RANDOMLY

DO 40 K=1,KK
55=GOSDAF(-1.0,1.0)
IS(K)=INT(SIGN(1.05,55))
JIS(K,J1)=1S(K)
MA(K)=(1+IS(K))/2
CONTINUE

DIFFERENTIAL ENCODING AND DATA MAPPING TO GENERATE SYMBOLS

L1=1+MA(1)

L2=1+MA(2)
LD1=MA(2)+2xMA (1)
LDt1=LD1-LD2
IF(LD1.LT.O)LDI=LD1+4
LD2=LD1
L1=1+JMS(LD1,1)
L2=1+JMS(LD1,2)
SR(J1)=JS(L1,L2,1)
SIM(J1)=J5(L1,L2,2)

LINEAR INTERPOLATION IN RAYLEIGH FADING SIMULATION

Q1(J1)=RAY1(1)+J1#*DRQ1
Q2(J1J)=RAY2(1)+J1#DRQ2
Q1(J113=1.0
Q2(J13=0.0

CALCULATE THE TRANSMITTED SIGNAL POWER
PR=(SR{J1)#Q1 (J1)-SIM{J1)%*Q2(J1))%x%x2
PIM=(SR{(J1)#Q2{J1)+SIM(J1)»Q1(J1 ) )%%2
TSP=TSP+PR+PIM

RAYLEIGH FADING CHANNEL

b0 50 L=1,LL

L1=J1-L+1
YR(L,J1)=Y1 (L)*Qt(L1)-Y2(L)*Q2(L1)}
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YIM(L,J1)=Y1(L)*Q2(L1)+Y2(L)*Q1(L1)
START-UP TRANSMISSION

R1=0.0

R2=0.0

DO 60 L=1,LL

L1=J1-L+1
R1=R1+YR(L,J1)*SR(L1)-YIM{(L,J1)*5IM(L1)
R2=R2+YR(L,J1)*SIM(L1)+YIM(L,J1)*SR(L1)

ADDITIVE GAUSSIAN NOISE WITH O MEAN AND VARIANCE Px%2

V1=GO5DDF(0.0,P)
V2=GOSDDF (0.0,P)

CALCULATE NOISE POWER

TNP=TNP+V1#V1+V2*V2
R1=R1+V1
R2=R2+V2

DETECTION PROCESSES
FIRST...NONLINEAR EQUELISER (NLEQ)

XRE=0.0

XIE=0.0

DO 65 L=2,LL

L1=J1-L+1 -
XRE=XRE+YR(L,J1)Y*NXER(L1)-YIM(L,J1)*NXEI(Lt )
XIE=XIE+YR(L,J1)#NXEI (L1)+YIM(L,J1)#NXER(L1)
ERX=R1-XRE

EIX=R2-XIE

YY=SQRT(YR(1,J1)#%2+YIM(1,J1 )%%2)
IF{YY.LT.0.01)YY=0.01
XER=(YR{1,J1)=ERX+YIM(1,Jd1I)1+E1X)/YY
XEI=(YR(1,J1)*EIX-YIM(1,J1)*ERX)/YY
NXER(J1)=INT(SIGN(1.05,XER})
NXEI(J1)=INT(SIGN(1.07,XEI))

THE NEAR MAXIMUM-~LIKELIHOOD DETECTOR (StD1)

CACULATE THE INTERSYMBOL INTERFERENCE FOR EACH OF THE M STORED
VECTORS. ALSO SUBTRACT THE LOWEST MINIMUM COST FROM THE OTHER
MINIMUM COSTS AND GIVE ZERO VALUE TO THE LOWEST COST.

EXPAND THE M STORED VECTORS TO u4M VECTORS AND CALCULATE THE
COST FOR EACH EXPANDED VECTOR.

SELECT M VECTORS ASSOSIATED WITH MINIMUM COST.

DISCARD THE NONSELECTED VECTORS BY SETTING THEIR COSTS TO VERY
HIGH VALUE.

STORE THE SELECTED VECTORS IN TEMPORARY STORES, SO THAT

NONE OF THEM COULD BE SELECTED MORE THAN ONCE, AND RETRIEVE
THEM WITH A RANKING METHOD SO THAT THE VECTOR ASSOCIATED WITH
THE LOWEST MINIMUM COST TAKES THE FIRST POSITION IN THE RANK.
TAKE THE FIRST COMPONENT OF THE FIRST VECTOR IN THE RANK TO

BE THE DETECTED DATA SYMBOL.

MNK=0

4
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CXzZ=C1(1,J113

po 71 Mv=1,LM

C1(MV,J11)=C1(MV,J11)-CXZ

XRC(MV)=0.0

XIC(MV)=0.0

DO 70 L=2,LL

L1=Jd1-L+1
XRC(MV)=XRC(MV)+YR(L,J1)*MR(MV,L1)-YIM(L,J1)*MM(MV,L1)
XIC(MV}=XIC(MV)+YR(L,J1)*MM(MV,L1)+YIM(L,J1)*MR(MV,L1)
DO 71 NV=1,LM

MNK=MNK+1i

XRC1 (MV,NV)=YR(1,J1)*MJR(NV)I-YIM(1,J1)*MJI(NV)
XRC1 (MV,NV)=R1-XRC(MV)-XRC1 (MV,NV)

XIC1T (MV,NV)=YR(1,J1)*MJT(NVI+YIM(1,J1)%#MJR(NV)
XIC1 (MV,NV)=R2-XIC(MV)-XIC1 (MV,NV)

CCt1 (MNK)=C1{(MV,J11)+XRC1 (MV ,NV)*#2+XIC1 (MV,NV)*»2
CONTINUE

DO 80 Kv=1,LM

CCC(KV)=1.0Eé6

DO 75 MNK=t,M4

CCC(KV)=AMIN1 (CCC(KV),CC1 (MNK))

MNK=0

DO 77 Mv=1,LM

DO 77 NV=1,LM

MNK=MNK+1

ACC1=ABS(CCC(KV)-CC1{MNK))
IF(ACC1.LT.1.0E-9)THEN

KMN1t =MNK

KMNV (KV)=MV

NKV (KV)=NV

ENDIF

CONTINUE

DO 80 MV=1,LM

KMN1=KMN1+4* (MV-1)

IF(KMN1.GT.MY4) KMN1=KMN1-My

CC1 (KMN1)=1.0E§

. CONTINUE

DO 85 Kv=1,LM

DO 85 L=2,LL

L1=J1-L+1
MRT(KV,L)=MR(KMNV(KV),L1)
MMT(KV,L)=MM{KMNV(KV),L1)
TCY (KV,L)Y=Ct (KMNV(KV),L1)
DO 90 KV=1,LM

DO 90 L=2,LL

Lt=J1-L+1

MR (KV,L1)=MRT(KV,L)
MM(KV,L1)=MMT(KV,L)

C1 (KV,L1)=TC1 (KV,L)

DO 95 Kv=1,LM
C1(KV,J1)¥=CCC(KV)
MR(KV,J1)=MJR(NKV(KV))
MM(KV,J1)=MJI (NKV(KV))
MMR=MR(1,J1-LL)
MMI=MM(1,J1-LL)

MAPPING BACK THE SYMBOLS TO REGENERATE THE TRANSMITTED BITS

LMi=(3-MMR)/2
LM2=(3-MMI)/2
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LS=(3-NXER(J1}}/2
L6=(3-NXEI(J1)13/2

DIFFERENTIAL DECODING

aaan

DO 97 N=1,KK
INMS(N)=(1+JR(LM! ,LM2,N))/2
97 IENS(N)=(1+JR(L5,L6,N))/2
NIMt=INMS(2)+2»INMS (1)
LM1=NIM1+NIM2
NIM2=NIM1
IF(LM1.GT.3)LM1=LMI-4
NIE1=IENS(2)}+2*#1ENS(1)
LEt=NIE1+NIE2
NIE2=NIE}
IF(LE1.GT.3)LE1=LE1-4

€
C BIT ERROR CALCULATIONS
c
ICR=ICR+1
DO 100 N=1,KK
C ISM(N)=JR(LM1,LM2,N)

ISM(N)=2+#JMS (LM1,N)-1
ISNM=ISM(N}-JIS(N,J1-LL)
IF(ISNM.NE.O) IEM=IEM+1
c ISE(N)=JR(L5,L6,N}
ISE(N)=2»JMS(LEY ,N) -1
ISTE=ISE(NI-IS(N)
IF(ISIE.NE.O) IEE=IEE+1

100 CONTINUE

c

c STORE THE REQUIRED INFORMATION TO INITIALIZE NEXT
C BLOCK OF DATA.

c

KJL1=KJ1-LL+1

DO 200 M=KJL1 ,KJ1
M1=M-KJ1

Q1 (M1 )=Q1 (M)
Q2{(M1)=Q2(M)

MXR (M1 )=MXR (M)
MXIM(M1 )=MXIM(M)
JIS(1 , M1)=JIS(1,M)
JIS(2,M1)=JIS{(2,M)
NXER (M1)=NXER(M)
NXEI (M1 )=NXEI (M)
SREM1)=SR(M)
SIM(M1)=S5IM(M)

DO 200 MV=t%t,LM
C1(MV,M1)=C1(MV,M)
MR(MV,M1)=MR(MV,M)
MM(MV,M1)=MM(MV,M)
XR(MV,M1)=XR(MV,M)

200 XIM(MV,M1 )=XIM(MV,M)
QF11=QF1
QF21=QF2
FQ1(0)=FQ1 (MFD)
FQ2(Q}=FQ2 (MFD)

250 CONTINUE

c

C CALCULATE BIT ERROR RATE
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TOTAL=FLOAT(KK#*ICR)
ERM(I)=FLOAT(IEM)/TOTAL
ERE(I)=FLOAT(IEE)/TOTAL

CALCULATE SIGNAL-TO-NOISE RATIO (SNR) IN dB

SN(I)=10.0+#LOG10(TSP/TNP)

CONTINUE

WRITE(1,9997)
WRITE(1,9999)(SN(I),ERM(I),1=1,1I1)
WRITE(1,9998)

WRITE (1,9999)(SN(1),ERE(1),1=1,11)
STOP

FORMAT (uX,*NMLD RESULTS')
FORMAT(4X, ' EQUALISER RESULTS')
FORMAT(1X,2(F12.8,8X))

END
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C

*9
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*’

PROGRAM QPSK

THIS PROGRAM SIMULATES THE 4-LEVEL PSK SYSTEM . NEAR-MAXIMUM
LIKELIHOOD DETECTOR, KNOWN AS SYSTEM S52D3, 1S COMPARED WITH
NON-LINEAR EQUALIZER. THE CHANNEL IS SUBJECTED TO A RAYLEIGH
FADING IN MOBILE RADIO ENVIRONMENT.

EXPLANATION OF IMPORTANT COMPLEX-VALUED PARAMETERS:

REAL PART IMAGINARY PART DETAILS

Y1 Y2 NONFADED CHANNEL IMPULSE RESPONSE

YR YIM FADED CHANNEL IMPULSE RESPONSE

Q1 Q2 RAYLEIGH FADING SIMULATOR OUTPUT
SIGNAL

SR S5IM TRANSMITTED DATA SYMBOL

R1 R2 THE RECEIVED SIGNAL

V1 V2 THE ADDITIVE GAUSSIAN NOISE

EXPLANATION OF SOME OTHER PARAMETERS
C1: ASSOCIATED COST WITH EACH VECTOR
P : STANDERD DEVIATION OF THE NOISE

[Q: SEED INTEGER NUMBER

SN: SIGNAL-TO-NOISE RATIO IN dB

ERM: BIT ERROR RATE IN S52D3

ERE: BIT ERROR RATE IN NLEQ

KK: NUMBER OF BIT PER SYMBOL

IMPLICIT DOUBLE PRECISION (A-H,0-2Z)

DIMENSION
MA(2),1I8(2),ISE(2),I5M(2),FQ1(0:4),FQ2(0:4),FDQ1(4),FDQ2(4),
SIM(-4:38),SR(-4:38),MXIM(-4:38),MXR(-4:38),J15(2,-4:38),
WQ1(6),WQ2(6),RAY1(2),RAY2(2),AH(5),BH(5),
C1(4,-4:38),Q1¢-4:38),Q2(-4:38),KMNV(4),NKV(Yy),
Y1(4),Y2{4),YR{14,38),YIM(4,38),

ERM(22),5N(22) ,ERE(22),JSR(4,2),1IB(2,2)

DIMENSION

XRC(4),XRC1(4,4),XIC(H) ,XIC1(4,4),CCC(4),CC1(16)
XR(4,-4:38),XIM(4,-4:38),MM(4,-4:38),MR(4,-4:38)
NXER(-4:38),NXEI(-4:38),LB(0:38),KBM(0:38),KBD(0:38)
KBE(0:38),MRT(4,4),MMT(4,8),TC1(4,4)
OPEN{(1,FILE='0OUTPUT')

DATA JSR/V,-%,-1,1,1,1,-1,-1/,1B/0,1,3,2/

IMPULSE RESPONSE OF THE NONFADED CHANNELS

RECTANGULAR SHAPED RESPONSE

DATA Y1/1.0,0.222579,-0.11086,0.538306E-2/

DATA Y2/0.0,-0.218666,-0.981492E-1,0.646351E-2/
RAISED-COSINE SHAPED RESPONSE

DATA Y1/1.0,0.552991,0.559095E-1,-0,395242E-2/
DATA Y2/0.0,-0.101986,-0.100619,-0.875349E-2/
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DATA Y1/1.0,0.0,0.0,0.0/
DATA Y2/0.0,0.0,0.0,0.0/

FIFTH ORDER LOWPASS BESSEL FILTER COEFFICIENTS

DATA AH/0.959,-0.574,0.362,-0.1054,0.0131/
DATA BH/0.7502,-0.63015,0.28443,-6.54E-2,6.24E-3/

1Q=38

I1=22

KK=2
KK MUST NOT EXCEED THE VALUE OF 2
LL=4k

LM=4

M4=16

THE VALUE OF FD=100,50, OR 25Hz,
WHEN FD=75Hz.

FD=25

KJ1=38

KJL1=KJ1-LL+1

JJ=1+INT{10E4/KJ1)
MFD=INT(100/(FD-0.005))

THE VALUE OF MFD=3 WHEN FD=75 Hz
MFD=3

JJ=INT(JJ/MFD)

PI=4,#ATAN(1.0)

BIT RATE =19.2 KBITS/S.

SYMBOL RATE =9.6 KBAUDS/S.

AND THERE 1S5 ESPECIAL TREATMENT

INITIALIZE NAG-ROUTINES (GOSDAF AND GOSDDF) WITH SEED INTEGER 1IQ

CALL GOSCBF(IQ)

THE MAIN LOOP

INITIALIZE ALL PARAMETERS FOR EACH VALUE OF THE SIGNAL-TO-NOISE-

RATIO (SNR)

DO 300 I=1,11I
bo 3 I10=-4,LL
Q1 (Ie)=1.0
Q2(10)=0.0
JIS{1,10)=1
JIS(2,10)=1
NXER(IO)=1
NXEI(10)=1
SR(I0)=1.0
SIM(I0)=1.0
MXR(IO)=1
MXIM(IO)=1

DO 3 MV=1,LM
C1(MV,I0)=1t,0E6
C1(1,10)=0
MR(MV,I10)=1
MM(MV,I0)=1
XR(MV,10)=1.0
XIM(MV,10)=1.0
LB(0)=0Q
KBM(0)=0
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KBD(01}=0
KBE(0)=0
QF11=1.0
QF21=0.0
RAY1(2)=1.0
RAY2(2)=0.0

DO 4 KQ=2,6
FQ1(KQ-2)=1.0
FQ2(KQ-2)=0.0
WQ1 (KQ>=1.0
WQ2(KQ)=0.0
WP=-0.05%(17.0+1.8%#(1-1))
P=1.414%10.,.0%%WP
IEE=0

IEM=0

IE=0

COUN=0

TSP=0.0

TNP=0.0

GENERATE A BLOCK OF DATA SYMBOLS FOR EACH SAMPLE OF THE
RAYLEIGH FADING SIMULATOR OUTPUT. LINEAR INTERPOLATION METHOD IS
USED TO GENERATE Q1 AND Q2 (THE REAL AND IMAGIMARY VALUES OF Q)

DO 250 J=1,4J

GENERATE TWO NOISE RAMDOM VARIABLES AS INPUTS TO THE
FIFTH ORDER LOWPASS BESSEL FILTER

QF1=G0S5DDF(0.0,1.0)
DFQ1=(QFt-QF11)/MFD
QF2=GOSDDF(0.0,1.0)
DFQ2=(QF2-QF213}/MFD

ESPECIAL TREATMENT WHEN FD=75 Hz

DO 20 KF=1,MFD

FQ1 (KF)=GO5DDF(0.0,1.0)

FQ2(KF)=GO5DDF (0.0,1.0)

CONTINUE

DO 25 KF=1,MFD

KFt=KF -1 ’
FDQ1 (KF)=FQ1 (KF1)+0.25% (4-KF)* (FQt (KF)-FQ1 (KF1))
FDQ2 (KF)=FQ2(KF1)+0.25# (4-KF)» (FQ2(KF)-FQ2(KF1))

SAMPLE THE INPUT SIGNAL OF THE FILTER
DO 200 NFD=1,MFD
FIFTH ORDER LOWPASS BESSEL FILTER

DO 31 KQ=1,5
KQ1=KQ+1

WQ1 (KQ)=WQ1 (KQ1)
WQ2(KQ)=WQ2 (KQ1)
RAY1 (1 )=RAY1(2)

RAY2 (1)=RAY2(2)

WQt (6)=QF11+DFQ1 #NFD
WQ2(6)=QF21 +DFQ2#*NFD
WQ1 (6)=FDQ1 (NFD)
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WQ2(6)=FDQ2 (NFD)

RAY1(2)=0.0

RAY2(2)=0.0

DO 33 KQ=1,5

KQ1=6-KQ

WQ1(6)=WQ1 (6)+BHIKQ)*WQ1 (KQ1)
WQ2(6)=WQR2(6)+BHIKQ)»*WQ2 (KQ1)
DO 3% KQ=1,5

KQ1=7-KQ )

RAY1 (2)=RAY1 (2)+AH(KQ)*WQ1 (KQ1)
RAY2 (2)=RAY2(2)+AH(KQ)=WQ2 (KQ1)
DRQ1=(RAY1 (2)-RAY1(1))/KJ
DRQ2=(RAY2(2)-RAY2(1))/KJ1

DO 100 J1=1,KJ1
J11=J1-1

DATA GENERATION AS BIT BY BIT RANDOMLY

DO 40 K=1,KK

SS=GOSDAF (-1.0,1.0)
IS(K)=INT(SIGN(1.05,SS))
JIS(K,J1)=IS(K)
MA(K)=(1+1I5(K))/2
CONTINUE

DIFFERENTIAL ENCODING AND DATA MAPPING TO GENERATE SYMBOLS

L1=(3-I5(1))/2

L2=(3-15(2))/2
LB(J1)=IB(L1,L2)-LB(J11)
IF(LB(J1).LT.O}) LB(J1)=LB{J1)+4
L3=LB(J1)+1

L3=IB(Lt1,L2)+1

SR(J1}=JdSR(L3,1)
SIM(J1)=JSR(L3,2)

LINEAR INTERPOLATION IN (RAYLEIGH FADING SIMULATION)
Q1(J1)=RAY1 (1)+J1*DRQ1
Q2(J1)=RAY2(1)+J1%DRQ2

Q1{J1)=1.0

Q2(J11)=0.0

CALCULATE THE TRANSMITTED SIGNAL POWER
PR=(SR{(J1)#Q1 (J1)~-SIM(J1)%Q2(J1))=%2
PIM=(SR(J1)#Q2(J1)+SIM(J1I%Q1(J1))%%2
TSP=TSP+PR+PIM

RAYLEIGH FADING CHANNEL

bo 50 L=1,LL

L1=J1-L#1
YR{L,J1)=Y1(L)*Q1(L1)-Y2(L)*Q2(L1)
YIM(L,J1)=Y1(L)*Q2(L1)+Y2(L)*Qt (L1}
START-UP TRANSMISSION

R1=0.0
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R2=0.0

DO 60 L=1,LL

L1=J1-L+1
R1=R1+YR(L,J1)#SR(L1)-YIM(L,J1)*5IM(L1)
R2=R2+YR(L,J1)*SIM(L1)+YIM(L,J1)*SR(L1)

" ADDITIVE GAUSSIAN NOISE WITH O MEAN AND VARIANCE P#*»2

V1=GOSDDF (0.0,P)
V2=GOSDDF(0.0,P)

CALCULATE THE ADDITIVE NOISE POWER

TNP=TNP+V1*V1+V22V2

R1=R1+V1
R2=R2+V2

DETECTION PROCESSES
FIRST...NONLINEAR EQUELISER (NLEQ)

XRE=0.0

XIE=0.0

DO 65 L=2,LL

L1=Jt-L+1
XRE=XRE+YR{(L,J1)*NXER(L1)-YIM(L,J1)=NXEI (L1}
XIE=XIE+YR(L,J1)*NXETI (L1)+YIM(L,J1)*NXER(L1)
ERX=R1-XRE

EIX=R2-XIE

YY=SQRT(YR(1,J1)%*2+YIM(1,J1)%%2)
IF(YY.LT.0.011}YY=0.01
XER=(YR(1,J1)*ERX+YIM(1,J1)=*EIX)/YY
XEI=(YR(1,J1)*EIX-YIM(1,J1)#ERX)/YY
NXER(J1)=INT{(S5IGN(1.05,XER))}

NXEI (J1)=INT(SIGN{1.07,XEI))

THE NEAR MAXIMUM-LIKELIHOOD DETECTOR (5S2D3)

CACULATE THE INTERSYMBOL INTERFERENCE FOR EACH OF THE M STORED
VECTORS. ALSO SUBTRACT THE LOWEST MINIMUM COST FROM THE OTHER
MINIMUM COSTS AND GIVE ZERO VALUE TO THE LOWEST COST.

EXPAND THE M STORED VECTORS TO uM VECTORS AND CALCULATE THE
COST FOR EACH EXPANDED VECTOR.

SELECT M VECTORS ASSOSIATED WITH MINIMUM COST.

DISCARD THE NONSELECTED VECTORS BY SETTING THEIR COSTS TO VERY
HIGH VALUE.

STORE THE SELECTED VECTORS IN TEMPORARY STORES, SO THAT

NONE OF THEM COULD BE SELECTED MORE THAN ONCE, AND RETRIEVE
THEM WITH A RANKING METHOD SO THAT THE VECTOR ASSOCIATED WITH
THE LOWEST MINIMUM COST TAKES THE FIRST POSITION IN THE RANK.
TAKE THE FIRST COMPONENT OF THE FIRST VECTOR IN THE RANK TO

BE THE DETECTED DATA SYMBOL.

MNK=0

CXZ=Ct (1,J11)

DO 71 MV=1,LM
C1(MV,J11)=C1(MV,J11)-CXZ
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XRC(MV)=0.0

XIC(MV)=0.0

DO 70 L=2,LL

L1=J1-L+1
XRC(MV)=XRC(MV)+YR(L,J1)*MR(MV,L1)-YIM(L,Jt )*MM(MV,L1)
XICMV)=XIC(MV)+YR(L,J1)*MM(MV,L1}+YIM(L,J1)*MR{MV,L1)
DO 71 NvV=1,LM

MNK=MNK+1

XRC1 (MV,NV)=YR(1,J1)*JSR(NV,1)-YIM(1,J1)%JSR(NV,2)
XRCt (MV,NV)}=R1-XRC(MV)-XRC1 (MV,NV)
XIC1T (MV,NV)=YR(1,J1)#JSR(NV,2)+YIM(1,J1)%JSR(NV,1)
XIC1(MV,NV)=R2-XIC(MV)-XIC1(MV,NV)
CC1 (MNK)=C1 (MV,J11)+XRC1 (MV,NV)»#2+XIC1 (MV,NV)*x2
CONTINUE

DO 80 Kv=1,LM

CCC(KV}=1.0Eé6

DO 75 MNK=1,Mi

CCC(KV)=AMIN1 (CCC(KV),CC1 (MNK))
MNK=0

DO 77 Mv=1,LM

bo 77 NV=1,LM

MNK=MNK+1
ACC1=ABS(CCC{KV)-CC1 (MNK))
IF(ACC1.LT.1.0E-9)THEN

KMN1 =MNK

KMNV (KV)=MV

NKV (KV)}=NV

ENDIF

CONTINUE

DG 80 MV=1,LM

KMN1=KMN1+4*(MV-1)

TF(KMNt.GT.M4) KMNt=KMNI1-MYy

CC1 (KMN1)=1.0E6

CONTINUE

DO 85 Kv=1,LM

bo 85 L=2,LL

L1=J1-L+1
MRT(KV,L)=MR(KMNV(KV),L1)
MMT(KV,L)=MM(KMNV(KV), L1}

TC1 (KV,L)=Ct (KMNV(KV),L1)

DO 90 KV=1,LM

DO 90 L=2,LL

L1=J1-L+1

MR(KV,Lt)=MRT(KV,L)
MM(KV,L1)=MMT(KV,L)

C1(KV,L1)=TC? (KV,L)

DO 95 KvV=1,LM

C1(KV,dJ1)=CCC(KV)
MR(KV,J1)=JSR(NKV{(KV),1)
MM(KV,J1)=JSR(NKV(KV),b2)
MMR=MR(1,J1-LL)

MMI=MM(1,J1-LL)

MAPPING BACK THE SYMBOLS TO REGENERATE THE TRANSMITTED BITS

LD1=(3-MMR)/2
LD2=(3-MMI)/2

DIFFERENTIAL DECODING FOR S2D3
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KBD(J1)=1B(LD1,LD2)
LBBD=KBD(J1)+KBD(J11)
IF(LBBD.GE.4) LBBD=LBBD-4
LBBD=LBBD+1

c LBBD=IB(LD1,LD2)+1
LE1=(3-NXER(J1))/2
LE2=(3-NXEI(J1))/2

DIFFERENTIAL DECODING FOR NLEQ

aaao

KBE{(J1})}=IB(LE1,LE2)
LBBE=KBE (J1)+KBE(J11)
IF(LBEBE.GE.4) LBBE=LBBE-4
LBBE=LBBE +1
LBBE=1B(LE1,LE2)+1

BITS ERROR CALCULATIONS

aaaa

COUN=COUN+1
DO 100 N=1,KK
ISM(N)=JS5R(LBED,N)
ISE(N)=JSR(LBBE,N)
Cc WRITE (NQUT,99) ISM(N),JIS(N,J1-LL},IS(N),J1
Cc99 FORMAT (2X,4(I4,6X))
ISNM=ISM(N)-JIS(N,J1-LL)
[F(ISNM.NE.O) IEM=IEM+1
ISIE=ISE(N)-IS(N)
IF(ISIE.NE.Q) IEE=IEE+!
100 CONTINUE

STORE THE REQUIRED INFORMATION TO INITIALIZE THE NEXT
BLOCK OF DATA

R Ne NP

LB{O)=LB(KJ1)
KBD(Q)=KBD(KJ1)
KBM(0)=KBM{KJ1)
KBE(0Q)=KBE(KJ1)
DO 200 M=KJL1,KJd1
M1=M-KJ1
Q1 (M1)=Q1 (M)
Q2(M1)=Q2 (M)
MXR (M1)=MXR (M)
MXIM(M1)=MXIM{M)
JISCT , M1 )=JIS(1,M)
JIS(2,M1)=JIS(2,M)
NXER (M1 )=NXER (M)
NXEI (M1)=NXEI (M)
SR(M13}=SR(M)
SIM(M1)=SIM(M)
Do 200 MV=1,LM
Ct (MV,M1)=C1(MV,M)
MR(MV,M1 )=MR{MV,M)
MM(MV,M1)=MM(MV,6M)
XR(MV,M1)=XR(MV,M)
200 XIM(MV,M1 )=XIM(MV,M)
QF11=QF1
QF21=QF2
FQ1(0)=FQ1 (MFD)
FQ2(0)=FQ2 (MFD)
250 CONTINUE



421

TOTAL=2.0%COUN

c

c CALCULATE BIT ERROR RATE

C
ERM(I)=FLOAT(IEM)/TOTAL
ERE(I)=FLOAT(IEE)/TOTAL

c

c CALCULATE SIGNAL-TO-NOISE-RATIC {(SNR) IN dB

C

SN(I)=10,0%LOGI1O(TSP/TNP)

300 CONTINUE
WRITE(1,9997)
WRITE(1,9999)(SN(I)},ERM(I),I=1,I1)
WRITE(1,9998)
WRITE(1,9999)(SN(I),ERE(I),I=1,I1)
STCOP

9937 FORMAT (4X, ' NMLD RESULTS')

9998 FORMAT (4X,'EQUALISER RESULTS')

9999 FORMAT(1X,2(F12.8,7X))
END

#EHHS
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PROGRAM PSK8

THIS PROGRAM SIMULATES THE 8-LEVEL PSK SYSTEM . NEAR-MAXIMUM
LIKELIHOOD DETECTOR, KNOWN AS SYSTEM S$3D3, IS COMPARED WITH
NON-LINEAR EQUALIZER. THE CHANNEL 1S SUBJECTED TO A RAYLEIGH
FADING IN MOBILE RADIO ENVIRONMENT.

EXPLANATION OF IMPORTANT COMPLEX-VALUED PARAMETERS:

REAL PART IMAGINARY PART DETAILS

Y1 Y2 NONFADED CHANNEL IMPULSE RESPONSE

YR YIM FADED CHANNEL IMPULSE RESPONSE

Q1 Q2 RAYLEIGH FADING SIMULATOR OUTPUT
SIGNAL

SR - SIM TRANSMITTED DATA SYMBOL

R1 R2 THE RECEIVED SIGNAL

Vi vz THE ADDITIVE GAUSSIAN NOISE

EXPLANATION OF SOME OTHER PARAMETERS
C1: ASSOCIATED COST WITH EACH VECTOR
P : STANDERD DEVIATION OF THE NOISE
IQ: SEED INTEGER NUMBER

SN: SIGNAL-TO-NOISE RATIO IN dB

ERM: BIT ERROR RATE IN S3D3

ERE: BIT ERROR RATE IN NLEQ

KK: NUMBER OF BIT PER SYMBOL

DIMENSION
MA(3),15¢(3),I8D(3),ISE(3),ISM(3),TXR{(4,4), TXI (4,4},TC1(4,4),
SIM(-4:38),SR(-4:38),ERN(22),5N(22),ERE{(22),JIS5(3,-4:38),
WQ1(6),WQ2(6),RAY1(2),RAY2(2),AH(5),BH(5),C1{4,-4:38),
Y1(u),Y2(4),YR(4,38),YIM(4,38),Q1(-4:38),Q2(-4:38)
,FQ1(0:3),FQ2(0:3),FDQ1(3),FDQ2(3)

DIMENSION
XRC(4),XRC1(4,0:7),XIC{4),XIC1(4,0:7),CCC(H),CC1(64)
XR(4,-4:38),XI(4,-4:38),NML(4,-4:38),PHO(B)
BXER(-4:38),BXEI(-4:38),LB(0:38),KBM(0:38),KBD(0:38),

LKBE(0:38),JSR(0:7,3),IB(0:7),KMNV(4),NKV(Y)

1,-
7“171:1r1r1v“1p_1p_1/,IB/0,1,7,2

OPEN(1,FILE="0QUTPUT")
DATA JSR/-1,-%,-1,1,1,1,1,- 1,-1,4,1,-1,-1,1,1,
y2,4,6,3/

IMPULSE RESPONSE OF THE CHANNEL

DATA ¥1/1.0,0.222579,-0.11086,0.538306E-2/

DATA Y2/0.0,-0.218666,-0.981492E-1,0.646351E-2/
DATA Y1/1.0,0.552991,0.559095E-1,-0.395242E-2/
DATA Y2/0.0,-0.101986,-0.100619,-0.875349E-2/
DATA ¥1/1.0,0.0,0.0,0.0/

DATA Y2/0.0,0.0,0.0,0.0/

FIFTH ORDER LOWPASS BESSEL FILTER COEFFICIENTS
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DATA AH/0.959,-0.574,0.362,-0.1054,0.0131/

DATA BH/0.7502,-0.63015,0.28443,-6.54E-2,6,24E-3/

DATA NOUT/1/
IQ=38

I11=7

ITi=1

I1=0

KK=3

KK MUST NOT EXCEED THE VALVUE OF 3

LL=4

THE VALUE OF FD=100,50 OR25 HZ AND THERE IS ESPECIAL

TREATMENT WHEN FD=75 HZ

FD=25

KJ1=38

KJL1=KJ1-LL+1
JJ=1+INT(15E4/KJ1)
MFD=INT(100/(FD-0.005))
MFD=3

JJ=INT(JJ/MFD)}

MB=32

LM=4

PI=4.*ATAN(1.0)
VL=1/SIN(PI/8)

Do 1 Lg&=1,8
PHO(L8)=PI#((LB-1)#%2+1)/8

BIT RATE =28.8 KBITS/S.

SYMBOL RATE =9.6 KBAUDS/S.

INITIALIZE NAG-ROUTINES (GOS5DAF AND GOSDDF)

CALL GOSCBF(IQ)

WITH SEED INTEGER

INITIALIZE ALL PARAMETERS FOR EACH VALUE OF THE SNR

DO 300 I=111,1I1
DO 3 I0=-4,LL
J15¢1,10)=-1
JIS(2,10)=-1
JIS(3,I0)=-1
Q1(1Id)=1.0
Q2(I0)=0.0
SR(IO)=VL
SIM(I0)=0.0
BXER(IQ)=VL
BXEI (I0)=0.0
DO 3 MV=1,LM
C1(MV,I0)=1.0E6
Ct(1,103=0
NML(MV,10)=0
XR(MV,I10)=VL
XI(MV,10)=0.0
LB(0)=0

KBM(0 =0
KBD(0)=0
KBE(0)=0
QF11=1.0
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QF21=0.0
RAY1(2)=1.0
RAY2(2)=0.0

DO 4 KQ=2,6
FQ1(KQ-2)=1.0
FQ2(KQ-2)=0.0
WQ1(KQ)=1.0
WQ2(KQ)=0.0
WP=-0.05%(20.0+1.55%(1-1))
P=2.613#10.0%xyP
IEE=0

IEM=0

IE=0

TSP=0.0

TNP=0.0

ICR=0

GENERATE A BLOCK OF DATA SYMBOLS FOR EACH OF THE
RAYLEIGH FADING SIMULATOR OUTPUT. LINEAR INTERPOLATION
METHOD USED TO GENERATE Q1 AND Q2

DO 250 J=1,J4d

GENERATE TWO RANDOM VARIABLES AS INPUTS TO THE
FIFTH ORDER LOWPASS BESSEL DIGITAL FILTER

QF1=GO5DDF(0.0,1.0)
DFQ1=(QF1-QF11)/MFD
QF2=GOS5DDF(0.0,1.0)
DFQ2=(QF2-QF21)/MFD
DO 20 KF=1,MFD

SPECIAL TREATMENT WHEN FD=75 HZ

FQ1 (KF)»=GO5DDF (0.0,1.0)

FQ2 (KF)=GO5DDF (0.0,1.0Q0)

CONTINUE

DO 25 KF=1,MFD

KF1=KF-1

FDQ1 (KF)=FQ1 (KF1)+0.25+ (4-KF}* (FQ1 (KF)-FQ1 (KF1))
FDQ2 (KF)=FQ2(KF1)+0.25» (4-KF)* (FQ2{KF)-FQ2(KF1))

SAMPLING THE INPUT SIGNAL OF THE FILTER
DO 200 NFD=1,MFD
FIFTH ORDER LOWPASS BESSEL DIGITAL FILTER

b0 31 KQ=1,5
KQ1=KQ+1

WQ1 (KQ)=WQ1t (KQ1)

WQ2 (KQ)=WQ2(KQ1)
RAY1 (1)=RAY1(2)

RAYZ2 (1) =RAY2(2)
WQ1(6)=QF11 +DFQ1*NFD
WQ2(6)=QF21 +DFQ2#*NFD
WQ1(6)=FDQ1 (NFD)
WQ2(6)=FDQ2 (NFD)
RAY1(2)=0.0
RAY2(2)=0.0
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DO 33 KQ=1,5

KQ1=6-KQ

WQ1 (6)=WQ1 (6)+BH(KQ)*WQ1 (KQ1)
WQ2(6)=WQ2(6)+BH(KQ)I»WQ2(XQ1)
DO 35 KQ=1,5

KQ1=7-KQ

RAYt (2)=RAY1 {2)Y+AH(KQ)*WQ1 (KQ1)
RAY2 (2)=RAY2(2)+AH{KQ)*WQ2(KQ1)
DRQ1=(RAY1 (2)-RAY1 (1)) /KJ1

" DRQ2=(RAY2(2)~-RAY2(1))/KJ1

DO 100 J1=1,KJ1
Ji1=J1-1

DATA GENERATION

DO 40 K=1,KK
S55=GOSDAF(-1.0,1.0)
IS(K)=INT(SIGN(1.05,5S5))
JIS(K,J1)=15(K)
MA(K)=(1+1IS5(K))/2
CONTINUE

DATA MAPPING

LB8=4xMA(1)+2xMA(2)+MA(3)
PLB8=0.,25%IB(L8)*PI]

DIFFERENTIAL ENCODING

LB(J1)=1IB(L8)-LB(J11)
IF(LB(J1).LT.O) LB(J1)=LB(J1)+8
PL8=0.25*LB(J1)%PI
SR(J1)=VL+COS(PLB)
SIM(J1)=VL*SIN{(PL8)

LINEAR INTERPOLATION IN RAYLEIGH FADING SIMULATION

Q1 (J1)=RAY1(1)+J1+DRQ1
Q2(J1)=RAY2(1)+J1*DRQ2
Q1(J1)=1.0
Q2(J1)=0.0

CALCULATE THE TANSMITTED SIGNAL POWER
PR=(SR(J1)*Q1(J1)-SITM(J1)%Q2(J1) ) %x2
PIM=(SR(J1)*Q2(J1}+SIM(J1)%Q1 (J1)) %2
TSP=TSP+PR+PIM

RAYLEIGH FADING CHANNEL

DO 50 L=1%,LL

L1=J1-L+1
YR(L,J1)=Y1(L)*Q1(L1)-Y2(L)#*Q2(L1)
YIM(L,J1)=Y1(L)#Q2(L1)+Y2(L)*Q1(L1)

START-UP TRANSMISSION
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R1=0.0

R2=0.0

DO 60 L=1,LL

L1=Jt-L+1
R1=R1+YR{(L,J1)*SR(L1)~YIM(L,Jd1)%SIM(L1)
R2=R2+YR(L,J1)#SIM(L1)+YIM(L,J1)#*SR(L1)

ADDITIVE GAUSSIAN NOISE WITH ZERO MEAN AND VARIANCE Pxx2

V1=GOSDDF (0.0,P)
V2=GOSDDF(0.0,P)

CALCULATE THE ADDITIVE NOISE POWER

TNP=TNP+V1#V14+V22V2
R1=R1+V1
R2=R2+V2

DETECTION PROCESSES
FIRST...NONLINEAR EQUELISER (NLEQ)

XRE=0.0

XIE=0.0

DO 65 L=2,LL

L1=J1-L+1
XRE=XRE+YR(L,J1)*BXER(L1)-YIM(L,J1)#BXEI (L1)
XKIE=XIE+YR(L,J1)*BXEI(L1)+YIM(L,J1)*BXER(L1)
ERX=R1-XRE

EIX=R2-XIE

YY=YR(1,J1)#%x2+YIM(] ,J7 )%%2

IF(YY.LT.0.01) YY=0.01
XER=(YR(1,J1)*ERX+YIM(1,J1)*EIX)/YY
KEI=(YR(1,J1)*EIX-YIM(1,J1)*ERX)/YY

PH=ATAN2 (XETI, XER)

IF(PH.LT.0.0) PH=2*PI+PH

IPH=INT(PH/PHO(11})

NPH=INT(PH/PHO(8))
KBE(J1)=INT((IPH+1)/2)-8%NPH
PE8=0.25*KBE(J1)#Pl

BXER(J1)=VL*COS (PH)

BXEI (J1)}=VL*SIN(PH)

THE NEAR MAXIUM-LIKELIHOOD DETECTOR (S3D3)

CACULATE THE INTERSYMBOL INTERFERENCE FOR EACH OF THE M STORED
VECTORS. ALSO SUBTRACT THE LOWEST MINIMUM COST FROM THE OTHER
MINIMUM COSTS AND GIVE ZERO VALUE TO THE LOWEST COST.

EXPAND THE M STORED VECTORS TO u4M VECTORS AND CALCULATE THE
COST FOR EACH EXPANDED VECTOR.

SELECT M VECTORS ASSOSIATED WITH MINIMUM COST.

DISCARD THE NONSELECTED VECTORS BY SETTING THEIR COSTS TO VERY
HIGH VALUVE.

STORE THE SELECTED VECTORS IN TEMPORARY STORES, SO THAT

NONE OF THEM COULD BE SELECTED MORE THAN ONCE, AND RETRIEVE
THEM WITH A RANKING METHOD SO THAT THE VECTOR ASSOCIATED WITH
THE LOWEST MINIMUM COST TAKES THE FIRST POSITION IN THE RANK.
TAKE THE FIRST COMPONENT OF THE FIRST VECTOR IN THE RANK TO
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BE THE DETECTED DATA SYMBOL.

MNK=0

CXZ=C1(1,J11)

DO 71 Mv=1,LM
C1(MV,J11)=C1(MV,J11)-CX2Z
XRC(MV)=0.0

XIC(MV)=0.0

po 7¢ L=2,LL

L1=J1-L+1

XRC(MV)=XRC(MV)+YR{(L ,J1)*XR(MV,L1)-YIM(L,J1)*XI (MV,L1)
XIC(MV)=XIC(MV)+YR(L,J1)*XI(MV,LY1)+YIM(L,J1)#XR(MV,L1)

DO 71 K8=0,7,1

MNK = MNK +1

P8=0.25#K8*P1I

XRC1 (MV,K8)=YR(1,J1)*COS(P8)-YIM(1,J1)*SIN(P8)
XRC1 (MV,KB)=R1-XRC(MV)-VL*XRC1 (MV,K8)

XIC1 (MV,KB8)=YIM(1,J1)%COS{(P8)+YR(1,J1)%SIN(P8)
XIC1 (MV,KB8)=R2-XIC(MV)-VL*XIC1 (MV,K8)

CC1 (MNK)=C1 (MV,J11)+XRC1 (MV,KB8)*#%2+XIC1 {MV,KB)*x2
DO 80 KV=1,LM '
CCC(KV)=1.0E6

DO 75 MNK=1,M8

CCC(KV)=AMIN1 (CCC{KV),CC1 (MNK) )
MNK=1

ACC1=ABS (CCC(KV}-CC1 (MNK))
IF(ACC1-1.0E-9)79,79,78
MNK=MNK+1

GO TO 77

MNK1=MNK

KMNV(KV)=1+INT(0.125% (MNK-0.3))
NKV (KV)=MNK+8% (1 -KMNV(KV))-1

DO 80 MV=1,LM

MNK1=MNK1+8% (MV-1)
IF(MNK1.GT.M8) MNK1=MNK1-MB
CC1(MNK1)=1.0E®6

CONTINVUE

DO 85 KV=1,LM

DO 85 L=2,LL

L1=J1-L+1
TXR(KV,L)=XR(KMNV(KV),L1)
TXI(KV,L)=XI (KMNV(KV),L1)
TC1 (KV,L)=C1 (KMNV(KV),L1)
DO 90 KV=1,LM

DO 90 L=2,LL

Li=J1-L+1
XR(KV,L1)=TXR(KV,L)
XI(KV,L1)=TXI(KV,L)
C1(KV,L1)=TC1{(KV,L)

DO 95 Kv=1,LM
Ci1(KV,J1)=CCC(KV)

NML (KV,J1)=NKV(KV)
PMB=0.25%NML (KV,d1)*PI
XR(KV,J1)=VL»*COS(PM8)
XI(KV,J1)=VL#*SIN(PM8)
KBM(J1)=NML(1,J1-LL)

MAPPING BACK THE SYMBOLS TO REGENERATE THE TRANSMITTED BITS
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c AND DIFFERENTIAL DECODING

LBE=KBE (J1)+KBE(J11)

IF(LBE.GE.8) LBE=LBE-8
C L8B8E=KBE (J1)
LMN=KBM(J1})+KBM(J11)
IF(LMN.GE.8) LMN=LMN-8
LMN=KBM(J1)

BIT ERROR CALCULATIONS

aaQaon

ICR=ICR+1
DO 100 N=1,KK
ISE(N}=JSR(LBE,N)
ISM(N)=JSR(LMN,N)
ISNM=ISM(N)-JIS(N,J1-LL)
IF(ISNM.NE.O) I[EM=IEM+1
ISIE=ISE(N)-IS(N)
IF(ISIE.NE.O) IEE=IEE+1
100 CONTINUE

STORE THE REQUIRED INFORMATION TO INITIALIZE THE NEXT
BLOCK OF DATA

aoaa

LB(O)Y=LB(KJt)
KBD(0)=KBD(KJ1)
KBM(0)=KBM(KJ1)
KBE (0) =KBE (KJ1)
DO 200 M=KJL1,KJ1
M1 =M-KJ1
Q1 (M1)=Q1 (M)
Q2 (M1 )=Q2(M)
JIS(1,M1)=JIS(1,M)
JIS(2,M1)=JIS(2,M)
JIS(3,M1)=JIS(3,M)
BXER (M1 )=BXER(M)
BXEI (M1 )=BXEI (M)
SR (M1 )=SR (M)
SIM(M1)=SIM(M)
DO 200 MV=1,LM
C1(MV,M1)=C1 (MV,M)
NML (MV, M1 )= NML (MV, M)
XR (MV, M1)=XR (MV, M)
200 XI(MV,M1)=XI (MV, M)
QF11=QF1
QF21=QF2
FQ1(0)=FQ1 (MFD)
FQ2(0)=FQ2 (MFD)
250 CONTINUE

c
C . BIT ERROR RATE CALCULATIONS
c
TOTAL=FLOAT (KK%ICR)
ERN(I)=FLOAT(IEM)/TOTAL
ERE(I)=FLOAT(IEE)/TOTAL
C
c SIGNAL-TO-NOISE RATIO (SNR IN dB) CALCULATIONS
c

SN(I)=10.0%LOGI0O(TSP/TNP)
300 CONTINUE
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WRITE (1,9997)

WRITE(1,9999) (SN(I),ERN(I),I=1,11)
WRITE(1,9998)
WRITE(1,9999)(SN(I1),ERE(I),I=1,1I1)
STOP

FORMAT(4X, *NMLD RESULTS')

FORMAT (4X,'EQUALISER RESULTS')
FORMAT(1X,2(F12.8,7X})

END
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PROGRAM QAM16

THIS PROGRAM SIMULATES THE 16-LEVEL QAM SYSTEM . NEAR-MAXIMUM
LIKELIHOOD DETECTORS, KNOWN AS SuD1 AND S4D2, ARE COMPARED WITH
NON-LINEAR EQUALIZER. THE CHANNEL IS SUBJECTED TO A RAYLEIGH
FADING IN MOBILE RADIC ENVIRONMENT.

EXPLANATION OF IMPORTANT COMPLEX-VALUED PARAMETERS:

REAL PART IMAGINARY PART DETAILS

Y1 Y2 NONFADED CHANNEL IMPULSE RESPONSE

YR YIM FADED CHANNEL IMPULSE RESPONSE

Q1 Q2 RAYLEIGH FADING SIMULATOR OUTPUT
SIGNAL

SR SIM TRANSMITTED DATA SYMBOL

R1 . R2 THE RECEIVED SIGNAL

LA V2 THE ADDITIVE GAUSSIAN NOISE

EXPLANATION OF SOME OTHER PARAMETERS
C1: ASSOCIATED COST WITH EACH VECTOR
P : STANDERD DEVIATION OF THE NOISE
IQ: SEED INTEGER NUMBER

KK: NUMBER OF BIT PER SYMBOL

aQaoaaacaoaaaooaaoaoaaoaooaaaoann

DIMENSION
* MA(4),IS(4,-4:38),ISD(4),ISE{(4),ISM(4),N5(0:3,0:3,2),
# SIM(-4:38),SR{(-4:38),MXIM(-4:38), MXR(-4:38),JR(0:3,0:3,4),
* WQ1(6),WQ2(6),RAY1(2),RAY2(2),AH(5),BH(5),CC2(64),
* C1(4,-4:38),Q1(-4:38),Q2(-4:38),NXER(-4:38),NXEI(-4:38),
* Y1 (4),Y2(4),YR(4,0:38),YIM(4,0:38),XRC2(4,16),XIC2(4,16),
* ENML(2,44),ERE(44),SN{uL) NXR(38),NXI(38),15A(4),ISN(Y)
DIMENSION
* XRC(U4),CXR(L4),CXI(4),XIC(H),MM{(4,-4:38),MR(4,-4:38)
#,XRC1 (4,4),XICt1(4,4),CC1(16),CCC(YH),JJ5(2,4),MJR(16),MJI(16)
*,XR(4,-4:38),XIM(4,-4:38),NR(4,-4:38),NI(4,-4:38),C2(4,-4:38)
* KMNV(Y),NKV(4),MRT(4,4),MMT(4,4),TC1(4,4)
*,FQ1(0:4) ,FQ2(0:4),FDQ1(4),FDQ2(4),KD(2,0:3)
DATA NS/-t,-t,1,%,-1,-1,14,1,-3,-3,3,3,-3,-3,3,3,-1,1,-1,1,
y =3,3,-3,3,-1,1,-1,1,-3,3,-3,3/
DATA JR/1,1,-1,-1,1,1,-1t,-1,1,1,-1,-1,1,1,-1,-1,1,1,1,1,1,1,
] 1:1t“‘1s"1:'1-'1'“1!'1’-1:'191'“1’-1'1719"1:"1,’1p1’-1 r'1 11: ]
s=1,-1,1,1,1,1,1,-1,-1,-1,-1,-t,-1,-1,-1,1,1,1,%/
DATA JJS/1,1,1,-1,=-1,1,-1,-1/
DATA KD/-%1,-1,-1,1,1,-1,1,1/ )
OPEN(UNIT=1,FILE='Q16AM4P"' ,FORM='FORMATTED"' )
OPEN(1Y,FILE='OUTPUT")

IMPULSE RESPONSE OF THE NONFADED CHANNELS

DATA Y¥1/1.0,0.222579,-0.11086,0.538306E-2/
DATA Y2/0.0,-0.218666,-0.981492E-1,0.646351E-2/
DATA ¥1/1.0,0.552991,0.559095E-1,-0.395242E-2/
DATA Y2/0.0,-0.101986,-0.100619,~-0.875349E-2/

aaoaaa
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DATA Y¥1/1.0,0.0,0.0,0.0/
DATA Y2/0.0,0.0,0.0,0.0/
DATA AH/0.959,-0.574,0.362,-0.1054,0.0131/

FIFTH ORDER LOWPASS BESSEL FILTER COEFFICIENTS

DATA BH/0.7502,-0.63015,0.28443,-6.54E-2,6.24E-3/
DATA NOUT/1/

1Q=38

I11=22

It1=0

KK=4
KK MUST NOT EXCEED THE VALUE OF 4
LL=4

Muy=16

Mt&=64

LM=Y4

THE VALUE OF FD=100,50 OR 25 AND THERE IS SPECIAL
TREATMENT WHEN FD=75 HZ

FD=100

KJ1=38

KJL1=KJ1-LL+1
JJ=1+INT(50000/KJ1)
MFD=INT(100/(FD-0.005})
MFD=3

JJ=INT(JJ/MFD)

PI=4,=ATAN(1.0)

F=38.4E3

BIT RATE =9.6 KBITS/S.
SYMBOL RATE =4.8 KBAUDS/S.
NUMBER=0

DO 1 INM=0,3,1

DO 1 MNi=0,3,1
NUMBER=NUMBER +1

MJR (NUMBER)=NS (INM,MNI,1)
MJI (NUMBER)=NS(INM,MNI,2)

INITIALIZE NAG-ROUTINES (GOSDAF AND GOS5DDF) WITH SEED INTEGER

CALL GOSCBF(IQ)
THE MAIN LOOP

INITIALIZE ALL PARAMETERS FOR EACH VALUE OF THE SNR

bo 300 I=1%1,1I1I
po 3 10=-4,LL
Q1(IC)=1.0
Q2(I0)=0.0
SR(I0)=1.0
SIM(I0)=1.0
NXER(I0)=1
NXEI(I0)=1
MXR(IO)=1
MXIM(IO)=1

bo 3 MV=1,LM
IS(MV,I0)=JR(1,1,MV)
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NR(MV,I0)=1
NI(MV,I0)=1
MR(MV,I0)=1
MM(MV,I0)=1
C1(MV,1I0)=1.0eb
C10(1,10)=0.0
C2(MV,10)=1.0e6
C2¢(1,10)=0.0
AR(MV,I0)=1.0
XIM(MV,I10)=1.0
QFt11=1.0
QF21=0.0
RAY1(2)=1.0
RAY2(2)=0.0

DO 4 KQ=2,6
FQ1(KQ-2)=1.0
FQ2(KQ-2)=0.0
WQ1(KQ)=1.0
WQ2(KQ)=0.0
WP=-0.05%(23.0+2.0%x(I-1))
P=3.162279+10.0#%*WP
LI3=0

LNQ3=0

LMO3=0

LEQ3=0

IEE=0

IEM=0

IEN=0

ICR=0

TSP=0.0

TNP=0.0

GENERATE A BLOCK OF DATA SYMBOLS FOR EACH SAMPLE OF THE
RAYLEIGH FADING SIMULATOR QUTPUT. LINEAR INTERPOLATION
METHOD USED TOGENERATE Q1 AND Q2

DO 250 J=1,JJ

GENERATE TWO NOISE RANDOM VARIABLES AS INPUTS TO THE
FIFTH ORDER LOWPASS BESSEL DIGITAL FILTER

QF1=GOSDDF (0.0,1.0)

DFQ1={(QF1-QF11)/MFD

QF2=GOSDDF (0.0,1.0)

DFQ2= (QF2-QF21)/MFD

DO 20 KF=1,MFD

FQ1 (KF)=GOSDDF (0.0,1.0)

FQ2 (KF)=GOSDDF(0.0,1.0)

CONTINUE

DO 25 KF=1,MFD

KF1=KF-1

FDQ1 (KF)=FQ1 (KF1)+0.25% (4-KF)* (FQ1 (KF)-FQ1 (KF1))
FDQ2 (KF)=FQ2 (KF1)+0.25% (4-KF ) * (FQ2 (KF ) -FQ2 (KF1))

SAMPLING THE INPUT SIGNAL OF THE FILTER
DO 200 NFD=1,MFD

5TH ORDER BESSEL FILTER IN RAYLEIGH FADING SIMULATOR
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DO 31 KQ=1,5
KQ1=KQ+1
WQ1 (KQ)=WQ1 (KQ1)
3 WQ2(KQ)=WQ2(KQ1)
RAY1 (1)=RAY1(2)
RAY2 (1)=RAY2(2)
WQ1 (6)Y=QF11+DFQ1*NFD
WQ2(6)=QF21+DFQ2*NFD
C WQ1 (6)=FDQ1 (NFD)
C WQ2(6)=FDQ2 (NFD)
RAY1(2)=0.0
RAY2(2)=0.0
PO 33 KQ=1,5
KQ1=6-KQ
WQ1(6)=WQ1(6)+BH(KQ)*WQ1 (KQ1)
33 WQ2(6)=WQ2(6)+BH(KQ)I)*WQ2(KQ1)
DO 35 KQ=1,5
KQ1=7-KQ
RAY1 (2)Y=RAY1(2)+AH(KQ)»WQ1 (KQ1)
35 RAY2 (2)=RAY2(2)+AH(KQ)»WQ2 (KQ1)
DRQ1=(RAY1(2)-RAY1 (1)) /KJ1
DRQ2= (RAY2(2)-RAY2{(1))/KJ1

DO 110 J1=1,KJ1
J11=41-1

DATA GENERATION

aaco

DO 40 K=1,KK
55=GOSDAF (-1.0,1.0)
IS(K,J1)=INT(SIGN(1.05,85))
MA(K)=(1+I5(K,di1))/2

0 CONTINUE

DIFFERENTIAL ENCODING AND DATA MAPPING TO GENERATE SYMBOLS

aoqQar

LIT=MA(2)+2+MAC1)
LAMA=LI1

LI1=LI1-LI3
IF(LIT.LT.O0)}LI1=LI1+4
LI3=LI1
LI2=MA(Y4)+2%xMA(3)
SR(J1)=NS(LI1,LI2,1)
SIM(J1)=NS{LI?",LI2,2)

LINEAR INTERPOLATION IN RAYLEIGH FADING SIMULATION

aoao

Q1 (J1)=RAY1 (1)+J1%DRQ1
Q2(J1)=RAY2(1)+J1%DRQ2
Q1(J1)=1.0
Q2(J1)=0.0

SIGNAL POWER CALCULATIQNS

aaanaaon

PR=(SR(J1)*Q1 (J1)-SIM(J1)#Q2(J1))%x2
PIM=(SR(J11#Q2(J1)}+SIM{J1)%Q1 (J1)) %2
TSP=TSP+PR+PIM

RAYLEIGH FADING CHENNAL

aao
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DO 50 L=1,LL
L1=J1-L+1
YR(L,J1)=Q1(L1)#Y1 (L)+Q2(L1)*Y2(L)
YIM(L,J1)=Q1(L1)*Y2(L)-Q2(L1)*Y1 (L)

START-UP TRANSMISSION

R1=0.0

R2=0.0

DO 55 L=1,LL

L1=J1-L+t
R1=R1+YR(L,J1)#SR(L1)-YIM(L,J1)*SIM(L1)
R2=R2+YR(L,J1)}*SIM(L1)+YIM(L,J1)*SR(L1)
TSP=TSP+R1*%2+R2#%%2

ADDITIVE GAUSSIAN NOISE WITH ZERO MEAN AND VARIANCE P#*x2

V1=GO5DDF{0.0,P)
V2=GOSDDF(0.,0Q,P)

NOISE POWER CALCULATIONS

TNP=TNP+V1%%2+V2x»2
R1=R1+V1
R2=R2+V2

DETECTION PROCESSES -
NONLINEAR EQUALISER (NLEQ)

XRE=0.0

AIE=0.0

DC 60 L=2,LL

L1=J1-L+1
XRE=XRE+YR(L,J1)}»NXERCL1}-YIM(L,J1)*NXEI(L1)
XIE=XIE+YR(L,J1)=NXEI (L1)+YIM(L,J1)*NXER(L1)
ERX=R1-XRE

EIX=R2-XIE

YY=YR(1,J1)222+YIM(1,J1 ) %22
IF(YY.LT.0.01) YY=0.01
XER=(YR(1,J1)#ERX+YIM(1 ,J1)%EIX)/YY
XEI=(YR(1,J1)#EIX-YIM(1,J1)*ERX)/YY
IF(XER.LT.-2.0) THEN

NXER(J1)=-3

ELSE IF(XER.GT.-2.0.AND.XER.LT.0.0) THEN
NXER(J1)=-1

ELSE IF(XER.GT.2.0) THEN

NXER(J1)=3

ELSE

NXER(J1)=1

ENDIF

IF(XEI.LT.-2.0) THEN

NXEI (J11)=-3

ELSE IF(XEI.GT.-2.0.AND.XEI.LT.C.0) THEN

NXEI(Jd1)=-1

ELSE IF(XEI.GT.2.0) THEN
NXEI(Jt1)=3

ELSE

NXEI(J1)=1

ENDIF
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THE NEAR MAXIMUM-LIKELIHOOD DETECTORS {Su4D1 AND SuD2}

CACULATE THE INTERSYMBOL INTERFERENCE FOR EACH OF THE STORED
VECTORS. ALSO SUBTRACT THE LOWEST MINIMUM COST FROM THE OTHER
MINIMUM COSTS AND GIVE ZERO VALUE TO THE LOWEST COST.

EXPAND THE STORED VECTORS AND CALCULATE THE

COST FOR EACH EXPANDED VECTOR.

SELECT ALL VECTORS ASSOSIATED WITH MINIMUM COST.

DISCARD THE NONSELECTED VECTORS BY SETTING THEIR COSTS TO VERY
HIGH VALUE.

STORE THE SELECTED VECTORS IN TEMPORARY STORES, SO THAT

NONE OF THEM COULD BE SELECTED MORE THAN ONCE, AND RETRIEVE
THEM WITH A RANKING METHOD SO THAT THE VECTOR ASSOCIATED WITH
THE LOWEST MINIMUM COST TAKES THE FIRST POSITION IN THE RANK.
TAKE THE FIRST COMPONENT OF THE FIRST VECTOR IN THE RANK TO
BE THE DETECTED DATA SYMBOL.

SYSTEM SuD1

MNK=0
CXZ1=Ct1(1,d11)

CXZ2=C2(1,J11)

DO &5 MV=1,LM

C1(MV,J11)=C1(MV,J11)-CX21
C2{MV,J11)=C2(MV,J11)-CX2Z2
CXR(MV)=0.
CXI(MV)=0.
XRC(MV) =0,
XIC(MV)=0.

(o Nole N

CALCULATE THE VALUES OF {Z} FOR SuD1 AND S4D2

DO 63 L=2,LL

L1=J1-L+1
CXR(MV)=CXR(MV)+YR(L,J1)*NR(MV,L1)-YIM(L,J1)*NI(MV,L1)
CXI(MV)=CXI(MV)+YR(L,J1)*NI(MV,Lt)+YIM(L,J1)*NR(MV,L1)
XRC(MV)=XRC(MV)+YR(L,J1)*MR(MV,L1)-YIM(L,J1)=MM(MV,L1)
XIC(MV)=XIC(MV)+YR(L,J1)*MM(MV,L1)+YIM(L,J1)«MR(MV,L1)
DO 65 NV=1,Mi

MNK=MNK+1
XRCZ2(MV,NV)=MJR(NV)*YR(1,J1)-MJI(NV)»YIM(1,J1)

XRC2 (MV,NV)=R1-CXR(MV)-XRC2 (MV,NV)
XIC2{MV,NV)=MJI(NV)*YR(1,J1)+MJR(NV)I*YIM(1,J1)
XIC2(MV,NV)=R2-CXI (MV)-XIC2(MV,NV)
CC2(MNK)=C2(MV,J11)+XRC2(MV,NV)#%2+XIC2(MV, NV)Ix»2

SELECT THE VECTORS WITH MINIMUM COST AND DI.SCAR .D THE
NONSELECTED VECTORS

DO 70 KV=1,LM

CCC(KV)=1.0E&6

DO 66 MNK=1,M16

CCC(KV)=AMIN1 (CCC(KV),CC2 (MNK))
MNK=1

ACC1=ABS (CCC(KV)-CC2 (MNK))
[F{ACC1-1.0E-9)69,69,68
MNK=MNK+1

GO TO 67



69

QOO

72

73

aaoa-s

Qoo aoan

80

82

83

a5

86

436

KMN1=MNK -
KMNV(KV)=1+INT(0.0625% (MNK-0.5))
NKV{KV)=MNK+16* (1 -KMNV(KV))

Do 70 Mv=1,LM
KMN1=KMN1 +16% (MV-1)
IF(KMN1.GT.M16) KMN1=KMN1-Mi6
CC2(KMNt)=1.0E6

CONTINUE

TRANSFER THE SELECTED VECTORS {P} BACK TO VECTORS {Q} BY
RANKING METHOD

DO 72 KV=1,LM

DO 72 L=2,LL

Lt=J1-L+1
MRT(KV,L)=NR(KMNV(KV),L1)
MMT(KV,L)=NI (KMNV(KV),L1)
TCt1 (KV,L)=C2 (KMNV(KV),L1)
DO 73 Kv=1,LM

DO 73 L=2,LL

L1=J1-L+1
NR(KV,L1)=MRT(KV,L)
NI(KV,L1)=MMT(KV,L)
C2(KV,L1)=TC1 (KV,L)

DO 74 KV=1,LM
C2(KV,J1)=CCC(KV)
NR(KV,J1)=MJR(NKV(KV))
NI(KV,J1)=MJI (NKV(KV))

SELECT THE FIRST COMPONENT AS THE DETECTED DATA SYMBOL

NNR=NR{1,Jt1-LL)
NNI=NI(1,Jt-LL)

~ SYSTEM SuD2

MNK=0

iZ} IS ALREADY DETERMINED FOR SyD2 . GIVE DIFFERENT VALUES
OF {+-2+-j2} TO THE LAST COMPONENTS AND CALCULATE THE COSTS

DO 80 MV=1,LM

DO 80 NV=1,LM

MNK=MNK+1

XRC1 (MV,NV)=JJS(1,NV)*#YR(1,J1)-JJS(2,NVI*YIM(1,J1)
XRC1 (MV,NV)=R1-XRC(MV)-2%XRC1 (MV,NV)

XIC1 (MV,NV)=JJS(2,NV)=*YR{1,J1)4+JJS (1 ,NVI*YIM(1,d1)
XICI(MV,NV)=R2-XIC(MV)-2%XIC1(MV NV}

CC1 (MNK)=C1 (MV,J11)+XRCt (MV,NV)*%2+XIC1 (MV,NV)*xx2
DO 87 Kv=1,LM

CCC(KV)=1.0E6

DO 82 MNK=1,Mu

CCC(KV)=AMIN1 (CCC(KV),CCt (MNK))

MNK=1

ACC1=ABS (CCC(KV)-CC1 (MNK))

IF(ACC1-1.0E-9)86,86,85

MNK=MNK +1

GO TO 83

KMN1=MNK

KMNV(KV)=1+INT(0.25% (MNK-0.5))
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NKV (KV)=MNK+4»* (1 -KMNV(KV))
DO 87 MV=1,LM

KMN1 =KMN1 +4% (MV-1)

IF (KMN1.GT.M4) KMN1=KMN1-My
CCt (KMN1)=1.0E6

CONTINUE

MNK=0

DO 88 MV=1,LM
MR(MV,J1)=2#JJS5 {1 ,NKV(MV))
MM(MV,J1)=2%JJS(2,NKV(MV)})

ADD TO THE SELECTED VALUE OF THE LAST COMPONENTS 4 DIFFERENT

VALUES {+-1+-j}

DO 88 NV=1,LM

MNK=MNK+1

KUR=MR(MV,J1)+JJS(1,NV)

KUI=MM{MV,J1)+JJS(2,NV)

XRC1 (MV,NV)=R1-XRC{(MV)-KUR#YR(1,J1)+KUI*YIM(1,J1)
XIC1 {(MV ,NV)=R2-XIC(MV)-KUI*YR(1,J1)-KUR*YIM(1,J1)
CC1 (MNK)=C1 (MV,J11)+XRC1 (MV,NV)**#2+XIC1 (MV,NV)Ix%2

SELECT THE VECTORS WITH MINIMUM COST AND Di SCAR D THE
NONSELECTED VECTORS

DO 93 Kv=t,LM

CCC(KV1)=1.0Eb

DO 89 MNK=1,Mu

CCC(KV)=AMIN1 (CCC(KV),CC1 (MNK))
MNK=1
ACC2=ABS(CCC(KV)-~-CC1 (MNK))

IF (ACC2-1.0E-9192,92,91
MNK=MNK+1

GO TO 90

KMN1=MNK

KMNV(KV)=1+INT(0.25% (MNK-0.51})
NKV (KV)=MNK+4% (1 -KMNV{KV))

DO 93 MV=1,LM
KMN1=KMN1t +4* (MV-1)

IF(KMNt .GT.M4) KMN1=KMN1-My
CC1 (KMNt)=1.0E®6

CONTINUE

TRANSFER THE SELECTED VECTORS {P} BACK TO VECTORS {Q} BY

RANKING METHOD

DO 94 KV=1,LM

DO 94 L=2,LL

L1=J1-L+1
MRT(KV,L)=MR(KMNV(KV),L1)
MMT (KV,L)=MM(KMNV(KV),L1)
TC1(KV,L)=C1 (KMNV(KV),L1)
DO 96 KvV=1,LM

DO 96 L=2,LL

L1=J1-L+1
MR(KV,L1)=MRT(KV,L)
MM(KV,L1)=MMT(KV,L)
C1(KV,L1)=TC1 (KV,L)

DO 97 KV=1,LM

C1 (KV,J1)=CCC(KV)
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MR(KV,J1)=MR(KV,J1}+JJS5(1,NKVI(KV)]
7 MM(KV,J1)=MM(KV,J1)+JJS(2,NKV(KV))

SELECT THE FIRST COMPONENT AS THE DETECTED DATA SYMBOL

Qo

MMR=MR(1,J1-LL)
MMI=MM(1,J1-LL)

MAPPING BACK THE RECEIVED SYMBOL TO REGENERATE THE TRANSMITTED
BITS

aoaoan

LN1=(3-NNR)/2
LN2=(3-NNI)/2
LM1=(3-MMR)/2
LM2=(3-MMI)/2
.LE1=(3-NXER(J1))/2
LE2=(3-NXEI(J1))/2

DIFFERENTIAL DECODINC

aaqaq

ICR=ICR+1
DO 100 N=1,KK
ISN(N)=JR(LN1,LN2,N)
ISM(N)=JR(LM?,LM2,N)
ISE(N})=JR(LE1,LE2,N)
100 CONTINUE
DO 101 N=1,2
ISN(N)=({ISN(N)+1)/2
ISM(N)=(ISM(N)+1)/2
101 ISE(N)=(ISE(N)+1)/2
LIN=ISN(2)+2%I5N(1)
LN1=L1N+LNO3
LNO3=L1N :
IF(LN1.GT.3)LN1=LN1-4
L1M=ISM(2)+2%ESM(1)
LM1=L1M+LMO3
LMO3=L1M
[IF(LM!1.GT.3LM1=LM1-4
L1E=ISE(2)+2*ISE(1)
LE1=L1E+LEO3
LEQ3=L1E
IF(LET1.GT.33)LE1=LE1-4
DO 105 N=1,2
ISN(N)=KD(N,LN1)
ISM(N)=KD(N,LM1)

105 ISE(N)=KD(N,LE1)

Cc

Cc BIT ERROR CALCULATION
C

DO 110 N=1,KK
ISNS=ISN(N)-IS(N,J1-LL)
IF(ISNS.NE.O) IEN=IEN#+1
ISNM=ISM(N)-IS(N,J1-LL>
IFC(ISNM.NE.O) IEM=IEM+1
ISIE=ISE(N)-IS(N,J1)
IF(ISIE.NE.O) IEE=IEE+!
10 CONTINUE

STORE THE REQUIRED INFORMATION TO INITIALIZE THE NEXT
BLOCK OF DATA

Qo=
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Do 200 M=KJL1,KJ1
M1=M-KJ1
Q1 (M1)=Q1(M)
Q2 (M1 )=Q2(M
MXR (M1)=MXR(M)
MXIM(M1)=MXIM(M)
NXER (M1 )=NXER (M)
NXEI (M1 )=NXEI (M)}
SR(M1)=SR(M)
SIM(M1)=SIM(M)
DO 199 MV=1,LM
IS{MV,M1)}=I5(MV, M)
C1(MV,M1)=C1 (MV, M)
C2{MV,M1)=C2{MV,M)
NI (MV,M1)=NI(MV,M)
NR(MV,M1)=NR(MV,M)
MM(MV,M1)=MM(MV,M)
MR(MV,M1)}=MR(MV,M)
XR(MV,M1)=XR(MV,M)
199 XIM(MV, M1 )=XIM(MV,M)
200 CONTINUE
QF11=QF1
QF21=QF2
FQ1(0)=FQ1 (MFD)
FQ2(0)=FQ2 (MFD)
250 CONTINUE

c

c BIT ERROR RATE CALCULATION

c
TOTAL=FLOAT(KK*ICR)
ENML(1,I)=FLOAT(IEN)/TOTAL
ENML (2,I)=FLOAT(IEM)/TOTAL
ERE(I)=FLOAT(IEE)/TOTAL
IF(TNP.EQ.0.0) TNP=1.0E-5

c

c SNR IN dB CALCULATION

c

SN(I)=10.0«LOG1O(TSP/TNP)
300 CONTINUE
WRITE(1,9996)
WRITE(1,9999) (SN(I),ENML(1,I),I=1,1I1)
WRITE(1,9997)
WRITE(1,9999) (SN(I),ENML(2,I),I=%,11)
WRITE(1,9998)
WRITE(1,9999) (SN(I),ERE(I),I=1,1II)
STOP
9996 FORMAT (4X,*NMLD SYSTEM 1 RESULTS')
9997 FORMAT (4X,*NMLD SYSTEM 2 RESULTS')
9998 FORMAT (4X,*'EQUALISER RESULTS')
9999 FORMAT(1X,2(F12.8,8X))
END
H#EBES
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tsipll.fortran -nhe -ppl 72 -pl 60 -no_vertsp -ind 8
C/%«JOB JOBA1,EUELSM,ST=MFY,C=5,TI=1280,
~C/» PW=SEHR
CFTNS,DB=0/PMD,L=0.
CLIBRARY,PROCLIB.
CNAG(FTN5).

CLGO.
CRERSS
PROGRAM TS1PLL
C
Cc - THIS PROGRAM SIMULATES DIGITAL PHASE LOCKED-LOOPS (DPLL'S)
C USING 4-LEVEL PSK OR QAM SIGNAL. THE ASSUMED CHANNEL IS
c SUBJECTED TO A RAYLEIGH FADING.
C .
C
DOUBLE PRECISION- P,GO5DAF,GOSDDF
DIMENSION 1IS5(2),IB(2,2),J8R((4,2)
DIMENSION S5R{(-21:38),SIM(~-21:38)
DIMENSION WQ1(6),WQ2(6),RAY1(2),RAY2(2),AH(S),BH(5)
DIMENSION Q1(-21:38),Q2(-21:38),QQ(-21:38)
DIMENSION RR1(-21:38),RR2(-21:38),Rt1M1(-21:38),R1M2(-21:38)
DIMENSION R2M1(-21:38),R2M2(-21:38),R3IM1(-21:38)
DIMENSION R3M2(-21:38),RUM1(-21:38),R4M2(-21:38)
DIMENSION Y1(4),Y2(4),YR{(4,38),YIM(4,38),YER(4,38),YEI (4,38)
DIMENSION V1PLL(22),V2PLL(22),V3PLLB(22),VU4PLLC(22),5N(22)
DATA JSR/1,-1,-1,1,1,1,-1,-1/,1B/0,1,3,2/
C :
DATA Y1/1.0,0.222579,-0.11086,0.538306E-2/
DATA Y2/0.0,-0.218666,-0.981492E-1,0.646351E-2/
c DATA Y1/1.0,0.552991,0.559095E~-1,~-0.395242E-2/
C DATA Y2/0.0,-0.101986,-0.100619,-0.875349E-2/
c
DATA AH/0.959,-0.574,0.362,-0.1054,0.0131/
DATA BH/0.7502,-0.63015,0.28443,-6.54E-2,6.24E-3/
c
OPEN(1,FILE='0UTPUT")
IQ=30
I1=21
KK=2
c KK MUST NOT EXCEED THE VALUE OF 2
LL=Y4
KJ1=38
c KJL1=KJ1-LL+1
KJL1=KJ1-20
JJ=INT{(11400/KJ1)
FD=100
MFD=INT(100/(FD-0.005))
JJ=INT(JJ/MFD)
ND=0
c

PI=4 . .»ATAN(1.0)

PI2=2#PI

BIT RATE =19.2 KBITS/S.

SYMBOL RATE =9.6 KBAUDS/S.

INITIALIZE NAG-ROUTINES (GOSDAF AND GO5DDF) WITH SEED INTEGER
CALL GOSCBF(IQ)

THE MAIN LOOP

aaoao oo



441

DO 300 I=1,I1

Do 3 10=-20,LL

Q1(I0)=1.0

Q2(I0)=0.0

QQ(I0)=1.0

SR(I0)=1.0

SIM(I0D)=1.0

R1M1(I0)=0.0

R1M2(10)=0.0

DO 2 L=1,LL

RIMI(IO)=RIMI (I0)+Y1(L)*SR(IQ)-Y2(L)*SIM(10Q)
RIM2(I0)=RIM2(I0)+Y1(L)*SIM(IO)}+¥Y2(L)*SR(IQ)
RZM1(I0)=R1M1(I0)

R2M2(I0)Y=R1M2(10)

RIMI(IQ)=RTM1(I0)

R3IM2(I0})=R1M2{(10)

R4MI (I0)=RITM1(I0)

RUM2(I0)=R1M2(10)

RR1(I0)=R1M1(10)

RR2(I0)=RI1M2(10)

QF11=1.0

QF21=0.0

RAY1(2)=1.0

RAY2(2)=0.0

DO 4 KQ=2,6

WQ1 (KQJ)=1.0

WQ2(KQ)=0.0

ND=1-1

THQ=6.0%(I-1)-60.0

THQ1=PI*«THQ/180

DD=1.0/(ND+1)

bD1=1.0-DD

WP=-0.05%(10.0+1.8%(I-1))

WP=-0.05%33.5 '

P=1.414%10.0%%*WP

ICR=0

T5P=0.0

TNP=0.0

EEE1=0.0

EEE2=0.0

EEE3=0.0

EEE4=0.0

CiR=1.
C11=0.
C2R=1.
C21=0.
C3R=1.
C31=0.
CURrR=1.
CU4I=0.
TH1=0.
TH2=0.
TH3=0.
TH4=0.
EP1=0.
EP2:=0.
EP3=0,
EP4=0.
PH1I2
PH1H2

COO0OQOCOOOOO0OO0OCOOOC0

o0
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PH213=0.
PH113=0.
PH2H3=0.
PH1H3=0.
PH1I4=0.
PH2HuU4=0.
PHtH4=0.

[eNeoloRoloNoRa

RAYLEIGH FADING SIMULATOR

DO 250 J=1,Jd
QF1=GOSDDF(0.0D0,1.0D0)
DQF1=(QF1-QF11)/MFD
QF2=GOSDDF(0.0D0,1.0D0)
DQF2=(QF2-QF21)/MFD

DO 200 NFD=1,MFD

DO 31 KQ=1,5

KQ1=KQ+1

WQ1 (KQ)=WQ1 (KQ1)
WQ2(KQ)=WQ2 (KQ1)

RAY1 (1 )=RAY1(2)

RAY2 (1 )=RAY2(2)
WQ1(6)=QF11+DQF1*NFD
WQ2(6)=QF21 +DQF2#NFD
RAY1(2)=0.0
RAY2(2)=0.0

DO 33 KQ=1,5

KQ1=6-KQ

WQ1(6)=WQ1(6)+BH{KQ)I*WQ1 (KQ1)
WQ2(6)=WQ2(6)+BH(KQ}*WQ2 (KQ1)

b0 35 KQ=1,5
KQ1=7-KQ

RAY1 (2)=RAY1 (2} +AH(KQ)*HWQ1 (KQ1)
RAY2 (2)=RAY2(2)+AH(KQ)*WQ2 (KQ1)

DRQ1=(RAY1 (2)-RAY1 (1))} /KJ1
DRQ2=(RAY2(2)-RAY2(1))/KJ1
DO 100 Jt=1,KJ1

J11=J1-1

DO 40 K=1,KK

DATA GENERATION

55=GO5DAF (-1.0DC,1.,0D0)
IS(K)=INT(SIGN(1.03,5%5))
L1=(3-15¢(13)/2
L2=(3-158(2))/2
L3=IB(L1,L2)+1
SR(J1)=JSR(L3,1)
SIM(J1)=JSR(L3,2)
SR(J1)=1.0 -
SIM(J1)=1.0

LINEAR INTERPOLATION IN RAYLEIGH FADING SIMULATION

Q1 (J1)=RAY1 (1)+J1+*DRQ1
Q2(J1)=RAY2(1)+J1*DRQ2
Q1 (J1)=COS(THQ1)
Q2(J1)=SIN(THQ1t)
Q1(J13=1.0

Q2(J1)=0.0
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QQ(Jt)=SQRT(Q1 (J1)*%2+Q2(J1)%x2)
PCY1=Q1(J1)/QQ(J1)

PCY2=Q2(J1)/QQ(J1)
PR=(SR(J1)*Q1(J1)-SIM(J1)#Q2(J1))%x2
PIM=(SR(J1)#Q2(J1)+STIM(J1)I*Q1 (J1 ) }#ex2
TSP=TSP+PR+PIM

RAYLEIGH FADING CHANNEL

D0 50 L=1,LL

L1=J1-L+t

YER(L,J1)=Y1 (L)#QQ(L1)

YEI(L,J1)=Y2(L)*»QQ(L1)

YR(L,J1)=Yt1{L)*Q1 (L1)-Y2(L)*Q2(L1)
YIM(L,J1)=Y1(L)*Q2(L1)+Y2(L)*Q1(L1)

R1=0.0

R2:=0.0

RR1(J1)=0.0

RR2(J1)=0.0

DO 60 L=1,LL

L1=J1-L+1

RR1(J1)=RR1{(J1)+YER(L,J1 )#SR(L1)-YEI(L,Jt)%«SIM(L1)
RRZ2(J1)=RR2(JI1)+YER(L,J1)=SIM(L1)+YEI(L,J1)%SR{(L1)
R1=R1+YR(L,J1)#SR(L1)-YIM(L,J1)*SIM(L1)
R2=R2+YR(L,J1)%*SIMCL1)+YIM(L,J1)*SR(L1)

ADDITIVE GAUSSIAN NOISE WITH ZERO MEAN AND VARIANCE P#*#*2

V1=GOS5DDF (0.0D0O,P)
V2=GOSDDF(0.0DC,P)
TNP=TNP+V1 V1 +V2#V2
R1=R1+W1

R2=R2+V2

PHASE DETECTION

JD=J1-ND

Ri1M1 (J1)=Ci1R*R1+C1I%R2
R1IM2(J1)=CIR*R2-C1I*R1

R1IR1=RR1 (JD)#*R1M1 (JD)+RR2(JD)*R1M2(JD)
R1R2=RR1 (JD)Y*R1M2(JD)-RR2 (JD)=*R1M1 (JD)
Ri1M=SQRT(RIR1 *%#2+R1R2%%2)
IF(R1IM.LT.0.001) R1M=0.001
RIR1=R1R1/R1M

R1R2=R1R2/R1M

R2M1 (J1)=C2R*R1 +C2I *R2

R2M2 (J1)=C2R*R2-C21*R1

R2ZR1=RR1 (JD)*R2M1 (JD)+RR2{(JD)*R2M2 (JD)
R2R2=RR1 (JD)*R2M2 (JD)-RR2 (JD)*R2M1 (JD)
R2M=SQRT(R2R1#%2+R2R2%%2)
IF(R2ZM.LT.0.001) R2M=0.,001
R2R1=R2R1/R2M

R2R2=R2R2/R2M

R3M1 (J1)=C3R*R1+C3I*R2
R3IM2(J1)=C3R*#R2-C3I*R1

R3R1=RR1 (JD)*R3M1 (JD) +RR2(JD)*R3M2{(JD)
R3R2=RR1{JD)*R3M2 (JD}-RR2 (JD)*R3M1 (dD)
R3IM=SQRT(RIR1 #%2+R3R2#%2)
IF(R3M.LT.0.001) R3M=0.001
R3R1=R3R1/R3M
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R3R2=R3R2/R3M

R4UMT (J1)=CHUR*R1+CUHI*R2

RUM2 (J1)=CYR*R2-CHI*R1

R4YR1=RR1 (JD)#RUMi (JD)+RR2 (JD)*RLM2 (JD)
RUR2=RR1 (JD)*RUM2 (JDI-RR2 (JD}#RUM1 (JD)
RUM=SQRT(RYR1 ##2+RYR2%%2)
IF(RUM.LT.0.001) R4M=0.001
RUR1=R4R1/RUM

R4R2=R4R2/RUM

FIRST ORDER PLL F(Z2)=0.1
PHI1=0.1#ATAN2 (R1R2,R1R1}
PHI1=0.,1*Ri1R2

EEEt=EEE1 +PHI1

TH1=TH1 +PHI1

IF(TH1.GT.PI2) TH1=TH1-PI2
EP1=DD1 *EP1 +DD»*TH1

C1R=COS (EP1)

C1I=SIN(EPY)

EEE1=EEE1+ (C1R#PCY2-C1I#PCY1 ) »%2
IF(EEE1.GT.ICR) EEEt1=ICR

SECOND ORDER DPLL2B BY USING FIRST ORDER BUTTERWORTH
LOWPASS FILTER WITH E=0.5

PHI2=ATAN2 (R2R2,R2R1)

PHI2=R2R2
PHH2=0.2617012%PHI2+0.130851*PH112+0.2148938*PH1H2
PH1I12=PHIZ2

PH1H2=PHH2

EEE2=EEE2+PHH2

TH2=TH2 +PHH2

IF(THZ2.GT.PI2) TH2=TH2-Pl2

EP2=DD1 «EP2+DD*TH2

C2R=COS5 (EP2)

C2I=5IN(EP2)

EEE2=EEE2+ (C2R#PCY2-C2I#PCY1 ) *»2

IF(EEE2.GT.ICR) EEE2=ICR

THIRD ORDER DPLL3B BY USING SECOND QORDER BUTTERWORTH
LOWPASS FILTER WITH E=0.5

PHI3=ATAN2 (R3R2,R3R1)

PHI3=R3R2

PHH3=0.16723u48% (PHI3+PH113+0.5%PH213)
PHH3=PHH3+0.6270156%#PH1H3-0.4631895%#PH2H3
PH2I3=PH113

PH113=PHI3

PH2H3=PH1H3

PH1H3=PHH3

EEE3=EEE3+PHH3

TH3=TH3 +PHH3

IF(TH3.GT.PI2) TH3=TH3-Pl12
EP3=DD1 *»EP3 +DD*TH3

C3R=COS(EP3)

C3I=SIN(EP3)

EEE3=EEE3+ (C3R*PCY2-C3I*PCY1 }%%2
IF(EEE3.GT.ICR) EEE3=ICR

THIRD ORDER DPLL3C BY USING SECOND ORDER CHEBYSHEV
LOWPASS FILTER WITH E=0.5

PHIL=ATANZ2 (RUR2,RU4RY)
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PHIUW=RUR2
PHH4=0.501884*PHIL-0.249537«PH114
PHH4=PHHY4 +0 ,742974%PH1H4-0.247663 *PH2HU
PH1Iu4=PHI U4
PH2H4=PH1HY4
PH1H4=PHHA4
EEE4=EEEu4 +PHHU
THY =THY4 + PHHY
IF(TH4.GT.PI2) TH4=TH4-PI2
EP4=DD1#EPY4+DD»TH4
CUR=COS (EPY)
CuI=SIN(EP4)
EEE4=EEEY4+ (CUR*PCY2-CUI *PCY1 ) %%2
IF(EEE4.GT.ICR) EEE4=ICR
ICR=ICR+1
CONTINUE

STORE ALL THE REQUIRED INFORMATION TO INITIALIZE
BLOCK OF DATA

DO 200 M=KJL1,KJ1
M1 =M-KJ1

Q1 (M1)=Q1 (M)

Q2 (M1)=Q2(M)
QQ(M1)=QQ (M)
RTM1 (M1 )=R1M1 (M)
R1M2(M1)=R1M2(M)
R2M1 (M1 )=R2M1 {M)
R2M2 (M1 )=R2M2 (M)
R3IM1 (M1)=RIMI {M)
R3M2 (M1)=R3M2(M)
R4Mt (M1)=RuMi (M)
R4M2 (M1 )=RUM2 (M)
RR1 (M1 }=RRt (M)
RR2 (M1 )=RR2 (M)
CONTINUE
QF11=QF1
QF21=QF2
CONTINUE

VIPLL(I)=10,02LOG10{(EEE1/ICR)
V2PLL(I)=10.0%LOG10(EEE2/ICR)
V3PLLB(I)=10.0*#LOG10(EEE3/ICR)
VYPLLC(I)=10.0#LOG10(EEEU4/ICR)
VIPLL(I)=EEE1/1ICR

V2PLL(I)=EEE2/ICR

V3PLLB(I)=EEE3/ICR
VYUPLLC(I)=EEEu4/ICR
SN(I)=10.,0xLOG1O(TSP/TNP)

SNR=SN(I)

SN(I)=THQ

CONTINUE

PRINT*,'SNR=',5NR," DB*

WRITE (6,9995)
WRITE(6,9999)(SN(1),VIPLL(I),I=1,11I)
WRITE(6,9996)
WRITE(6,9999)(SN(I),V2PLL(I),I=7,I1)
WRITE (6,9997)
WRITE(6,9999)(SN(I),V3PLLB(I),I=1,11)

THE NEXT
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WRITE(6,9998)
WRITE(6,9999)(SN(I),V4PLLC(I),I=1,I1)
STOP

9995 FORMAT (3X,'STNR DB',7X,"VIPLL")

9996 FORMAT(3X,'STR DB’ ,7X,'V2PLL")

9997 FORMAT(3X,'STNR DB*,7X,*V3PLLB")

9998 FORMAT (3X,'STNR DB',7X,'V4PLLC")

9999 FORMAT(1X,2(F12.7,5X))
END

CHHALH#S
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K.7

C/#JOB YFFE4,EUELSM,ST=MFY,C=S,TI=1280,

C/* PW=SEHR

CFTN5,DB=0/PMD,L=0.

CLIBRARY ,PROCLIB.

CNAG(FTNS).

CLGO.

CHRHAHES

PROGRAM FFCE

THIS PROGRAM SIMULATES FEEDFORWARD CHANNEL ESTIMATOR WHICH
CAN BE USED WITH 4-LEVEL PSK OR QAM SIGNAL. THE ASSUMED CHANNEL
IS SUBJECTED TO A RAYLEIGH FADING.

a0

EXPLANATION OF IMPORTANT COMPLEX-VALUED PARAMETERS:

REAL PART IMAGINARY PART DETAILS

Y1 Y2 NONFADED CHANNEL IMPULSE RESPONSE

YR YIM FADED CHANNEL IMPULSE RESPONSE

Q1 Q2 RAYLEIGH FADING SIMULATOR OUTPUT
SIGNAL '

SR SIM TRANSMITTED DATA SYMBOL

R1 R2 THE RECEIVED SIGNAL

V1 V2 _ THE ADDITIVE GAUSSIAN NOISE

EXPLANATION OF SOME OTHER PARAMETERS
C1: ASSOCIATED COST WITH EACH VECTOR
P : STANDERD DEVIATION OF THE NOISE

IQ: SEED INTEGER NUMBER

KK: NUMBER OF BIT PER SYMBOL

DOUBLE PRECISION P,CC,GOSDAF,GOSDDF

O aoaooaooaaooaqqaaoaaoanaan

DIMENSION MA(2),1S5(2),J5(2,2,2)

DIMENSION SR(-21:38),5IM(-21:38),Q1(-21:38),Q2(-21:38)
DIMENSION WQ1(6),WQ2(6),RAY1(2),RAY2(2),AH(5) ,BH{(5)
DIMENSION Y1 (4),Y2(4),YR(4,38},YIM(4,38)

DIMENSION EY1(4,-21:38),EY2(4,-21:38)

DIMENSION E1Y(4,-21:38),E2Y(4,-21:38)

DIMENSION EYtN(4,-21:38),EY2N(4,-21:38)

DIMENSION Xt1Y1(4,-21:38),X1Y2{(4,-21:38)

DIMENSION ER(22),5N(22),EEY(4)

DIMENSION FD(4)

OPEN(1,FILE='OUTPUT")

OPEN(1,FILE='Y3FFE',STATUS='NEW" ,FORM="'FORMATTED" ,ACCESS=
SEQUENTIAL')

DATA JS/1,1,-1,-1,1,-1,1,-1/

IMPULSE RESPONSE OF THE CHANNEL

DATA Y1/1.0,0.222579,-0.11086,0.538306E-2/

DATA Y2/0.0,-0.218666,~0.981492E-1,0.646351E-2/
DATA ¥1/1.0,0.552991,0.559095E~1,-0.395242E-2/
DATA Y2/0.0,-0.101986,-0.100619,-0.875349E-2/

oo agonaao

FIFTH ORDER LOWPASS BESSEL FILTER COEFFICIENTS

aaan

DATA AH/0.959,-0.574,0.362,-0.1054,0.0131/
DATA BH/0.7502,-0.63015,0.28443,-6.54E-2,6.24E-3/
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DATA NOUT/1/

1Q=30

I1=21

I1I=1

KK=2 ‘
KK MUST NOT EXCEED THE VALUE OF 2
KJ1=38
MS5T=KJ1-20
JJ=INT(38000/KJ%)
JJ=2

FD(1)=100
FD(2)=50
FD(3)=25
FD{4)=10

LL=4

ND=1

DD=1.0/ND
DD1=1-DD

WRITE (NOUT,998)
PI=4.%ATAN(1.0)
BBB=0.70

BB=0.09

INITIALIZE NAG-ROUTINES (GOS5DAF AND GOSDDF) WITH SEED INTEGER

CALL GOSCBF(IQ)

WP=-0.625

Wp=-2.0

P=1.414%10%%xWP

DO 333 KFD=1,4

WRITE (NOUT,999)JJ,FD(KFD)
WRITE (NOUT,9%8)

MFD=INT(1Q00/ (FD(KFD)-0.005))
JJ=INT(JJ/MFD)

START THE MAIN LOOP
DO 300 I=1,1I
INITIALIZE ALL PARAMETERS FOR EACH VALUE OF SNR

BB=1.0E-2%(I-1)
BB=0.044+0.002%(I-1)
BBB=0.05%1+0.05
DO t I10=-21,LL
SR(I0)=1.0
SIM(I0)=1.0
Q1(103=1.0
Q2(I101=0.0

DO 1 MV=1,4
E1Y(MV,I0)=Y1 (MV)
E2Y(MV,10)=Y2 (MV)
EY1(MV,I0)=Y1(MV)
EY2(MV,I0)=Y2(MV)
EYIN(MV,I0)=Y1(MV)
EYZN(MV,I0)=Y2 (M)
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E1Y(MV,10)=0.0
E2Y(MV,I10)=0.0
EY1(MV,10)=0.0
EY2(MV,I0)=0.0
EYIN{MV,I0)=0.0
EY2N(MV,I10)=0.0
X1Y1(MV,I0)=0.0
X1Y2(MV,10)=0.0
QF11=1.0
QF21=0.0
RAY1(2)=1.0
RAY2(2)=0.0

DO 4 KQ=2,6

WQ1 (KQ)=1.0
WQ2(KQ)=0.0

Do 6 L=1,LL
EEY(L)=0.0
II1=1-1

ND=1

DD=1.0/ND
DD1=1-DD
WP=-0.625,-1.625,-3,.125,FOR SNR=10,30,60
WP=-0.625
WP=-0.05%(12.5+1.5%111)
P=1.414%10%x%xWP
IE=0Q

TSP=0.0

TNP=0.0

ICR=0

GENERATE A BLOCK OF DATA SYMBOLS FOR EACH SAMPLE OF THE
RAYLEIGH FADING SIMULATOR OUTPUT. LINEAR INTERPOLATION
METHOD USED TO GENERATE Q1 AND Q2

DO 250 Jd=1,dJd

GENERATE TWO NOISE RANDOM VARIABLES AS INPUTS TO THE
FIFTH ORDER LOWPASS BESSEL DIGITAL FILTER

QF1=GO5DDF (0.0D0,1.0D0)
DFQ1=(QF1-QF11)/MFD
QF2=GOSDDF(0.0D0,1.0D0)
DFQ2=(QF1-QF21)/MFD

SELECT FADING RATE AND SAMPLE THE INPUT SIGNAL TO THE FILTER

DO 200 NFD=1,MFD
FIFTH ORDER LOWPASS BESSE FILTER

DO 31 KQ=1,5
KQ1:=KQ+1

WQ1 (KQ)=WQ1 (KQ1)

WQ2 (KQ)=WQ2{KQ1)
RAY1 (1 )=RAY1 (2)

RAY2 (1)=RAY2(2)

WQ1 (6)=QF11+DFQ1 *NFD
WQ2(6)=QF21+DFQ2#NFD
RAY1(2)=0.0
RAY2(2)=0.0
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DO 33 KQ=1,5

KQ1=6-KQ
WQ1(6)=WQ1(6)+BH{KQ)»WQ1 (KQ1)
WQ2{(6)=WQ2(6)+BH(KQ)*WQ2 (KQ1)
DO 35 KQ=1,5

KQ1=7-KQ

RAY1 (2)=RAY1(2)+AH(KQ)*WQ1 (KQ1)
RAY2(2)=RAY2(2)}+AH(KQ)*WQ2 (KQ1)
DRQ1=(RAY1 (2)-RAY1 (1)) /KJ1
DRQ2=(RAY2 (2)-RAY2(1)}/KJ1

DO 100 J1=1,KJ1
JJ1=dJ1-1
JD=J1-ND

DATA GENERATION

DO 40 K=1,KK
55=GOSDAF(-1.0D0,1.0D0)
ISIK)=INT(SIGN(1.05,55))
MA(K)=(1+IS(K))/2
CONTINUE

DATA MAPPING TO GENERATE SYMBOLS

Lt=1+MA(1)
L2=1+MA(2)
SR(J1)=JS(L1,L2,1)
SIM(J1)=JS(L1,L2,2)

LINEAR INTERPOLATION IN RAYLEIGH FADING SIMULATION

Q1 (J1)=RAY1 (1)+J1+DRQ1
Q2{(J1)=RAY2(1)+J1%DRQ2
Q1(J1)3)=8SQRT(Q1 (J1 ) #%2+Q2(J1 )%x%2)
Q1(J1)=1.0

Q1(J11=0.0
QQ=SQRT(Q1 (J1 ) #%x2+Q2(J1)%%2)

Q1 (J1)=Q1(J1)/QQ
Q2(J1)=Q2(J1)/QQ

SIGNAL POWER CALCULATION

PR=(SR(J1)#Q1(J1)-SIM(J1)*%Q2(J1) ) %%2
PIM=(SR{J1)*Q2(J1)+SIM(J1)1*Q1 (J1)) %2
TSP=TSP+PR+PIM

RAYLEIGH FADING CHANNEL

D0 50 L=1,LL

L1=J1-L+1

YR(L,J1)=Y1(L)*Q1 (L1}-Y2(L)}*Q2(L1)
YIM(L,J1)=Y1 (L)#Q2(Lt)+Y2(L)*Q1(L1)
R1=0.0

R2=0.0

RF1=0.0

RF2=0.0

DO 60 L=1,LL

L1=J1-L+1

RF1=RF1+EY1 (L,JJ1)*SR{L1)-EY2(L,JJ1)*SIM(L1)
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RF2=RF2+EY1(L,JJ1)}*SIM(L1)+EY2(L,JJ1)}*SR(L1)
R1=R1+YR(L,J1)*SR(L1)~-YIM(L,J1)»SIM(L1)
R2=R2+¥YR(L,J1)*SIM(L1)+YIM(L,J1)}*5R(L1)

ADDITIVE GAUSSIAN NOISE WITH ZERO MEAN'AND VARIANCE P#*#2

V1=GO5DDF(0.0,P)
V2=COSDDF(0.0,P)

NOISE POWER CALCULATION

TNP=TNP+V1 %%2+V2%%2
R1=R1+V1
R2=R2+V2

ESTIMATION AND PREDICTION PROCESSES

ERT1=R1-RF1

ERT2=R2-RF2

DO 80 L=1,LL

L1=J1-L+1
ER1=(SR(L1}»*ERT1+SIM(L1 }*ERT2 )%BB
ER2=(SR(L1)*ERT2-SIM(L1)«ERTt )*BB
E1Y(L,J1)=EtY(L,JJ1}+ER1
E2Y(L,J1)=E2Y(L,JJ1)+ER2
EX1=E1Y(L,J1)}-EY1(L,JddJ1)

EX2=E2Y(L,J1)-EY2(L,JJ1)

X1Y1(L,J1)=X1Y1(L,JJ1)+(1-BBB)*»2xEX1
XtY2(L,J1)=X1Y2(L,JdJ1)+(1-BBB)%*2%EX2
EY1(L,Jd1)=EY1(L,JJ1)+X1YT(L,J1)+(1-BBB#*%2)+EX"
EY2(L,J1)=EY2(L,JJ1)+X1Y2(L,J1)+(1-BEBB#*#2)xEX2
EYIN(L,J1)=EY1(L,J1)+(ND-1)=X1Y1(L,J1)
EYZN(L,J1)=EY2(L,J1)+(ND-1)#X1Y2(L,J1)
CONTINUE

MEAN SQUARE ERROR CALCULATION

YYEE=0.0

oo 90 L=1,LL

IF(ICR.LT.1000) EEY(L)=0.0

EYEY=(EYIN(L,JD)-YR(L,JD) }#»2
+(EY2N{(L,JD)-YIM(L,JD))%xx2

YYEE=YYEE+EYEY

EEY(L)=EEY(L)+0.5*EYEY

EEY(L)=EEY(L)+EYEY

IF{(EEY(L}).GT.10000.0) GO TO 250

CONTINUE

IF(YYEE.LT.1.0E-4)YYEE=1.0E-4

YYEE=10.0#LOGI1C(YYEE)

WRITE (NOUT,1000)ICR,YYEE

PRINT#*,'ICR,',ICR,’ EEYY="',YYEE

ICR=ICR+1

CONTINUE

STORE THE REQUIRED INFORMATION TO INITIALIZE THE NEXT
BLOCK OF DATA

DO 200 LM=MST,KJ1
LM1=LM-KJ1
Q1 (LM1)=Q1(LM)

o
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Q2(LM1)=Q2(LM)
SR(LM1)=SR(LM)
SIM(LM1)=SIM(LM)

Do 200 Mv=1,4

EYt (MV,LM1)=EY1 (MV,LM)
EY2 (MV,LM1 }=EY2(MV,LM)
E1Y(MV,LM1)=E1Y{MV,LM)
E2Y(MV,LM1)=E2Y(MV,LM)
EYTN(MV,LM1)=EYIN(MV,LM)
EY2N(MV,LM1)=EY2N(MV,LM)
X1Y1 (MV,LM1)=X1Y1 (MV,LM)
XK1Y2(MV,LM1)=X1Y2(MV,LM)
QF11=QF1

QF21=QF2

CONTINUE

ER(I)=0.0

ICR=1000

po 299 L=1,LL
ER(I)=ER(1)+0.25#EEY(L)/ICR
ER(I)=ER(I)+EEY{(L)}/ICR
ER(I)=10.0%LOGI10(ER(I))
IF(TNP.EQ.O.0)TNP=1,0E-5
IF(TSP.EQ.0.0)TSP=1,0E-5
TSNP=TSP/TNP
SSNN=10.0%LOG10(TSP/TNP)
SSNN=10.0%LOG10(TSNP)
SSNN=10.0% (LOGI1O0(TSP)-LOG10Q0(TNP))
PRINT=%,'SNR=",5SNN
SN(I)=SSNN

SN(I)=BB

SN(I)=ND

SN(I)=BBB

SN(I)=FLOAT(ICR)

WRITE (NOUT,9%9) SN{(I),ER(I)
CONTINUE

CONTINUE

STOP

FORMAT(1X, 'ERROR RATE',9X,'ERROR COUNTER',u4X,'STN_RATIO_DB')
FORMAT(1X,2(F16.8,6X))
FORMAT(1X,I4,6X,F16.8)

END

Y
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K.8

C/+»JOB YFBEY4,EUELSM,ST=MFY,C=5,TI=1280,
C/* PW=SEHR

CFTNS5,DB=0/PMD,L=0.

CLIBRARY,PROCLIB.

CNAG(FTNS).

CLGO.

C####S

PROGRAM MFBCE

PROGRAM TO SIMULATE THE MODIFIED FEEDBACK CHANNEL ESTIMATOR
USING 4-LEVEL PSK OR QAM SIGNAL. THE ASSUMED CHANNEL IS
SUBJECTED TO RAYLEIGH FADING.

EXPLANATION OF IMPORTANT COMPLEX-VALUED PARAMETERS:

REAL PART IMAGINARY PART DETAILS

Y1 Y2 NONFADED CHANNEL IMPULSE RESPONSE

YR YIM FADED CHANNEL IMPULSE RESPONSE

N Q2 RAYLEIGH FADING SIMULATOR OUTPUT
SIGNAL

SR SIM TRANSMITTED DATA SYMBOL

R1 R2 THE RECEIVED SIGNAL

V1 V2 THE ADDITIVE GAUSSIAN NOISE

EXPLANATION OF SOME OTHER PARAMETERS
C1: ASSOCIATED COST WITH EACH VECTOR
P : STANDERD DEVIATION OF THE NOISE
IQ: SEED INTEGER NUMBER

KK: NUMBER OF BIT PER SYMBOL

DOUBLE PRECISION P,CC,GO5DAF,GCSDDF

QO aoaoaooaaaaoaooaaoaoaoacoaaoaoaooan

DIMENSION MA(2),1S5(2},d5(2,2,2)

DIMENSION SR(-21:38),SIM(-21:38),Q1(-21:38),02(-21:38)
DIMENSION WQ1(6),WQ2(6),RAY1(2),RAY2(2),AH(5),BH(5)
DIMENSION Y1<(4),Y2(4),YR(4,38),YIM(4,38)

DIMENSION EU1(4,-21:38),EU2(4,-21:38)

DIMENSION EU1IN(4,-21:38),EU2N(4,-21:38)

DIMENSION YB1(4,-21:38),YB2(4,-21:38)

DIMENSION Z21Y1(4,-21:38),21Y2(4,~-21:38)

DIMENSION XYR(4,-21:38),XYI(4,-21:38)

DIMENSION ER(22),SN(22),EEU(Y4)

DIMENSION FD{4)

C OPEN(1,FILE="0OUTPUT")
c OPEN(t ,FILE='Y2FBE' ,STATUS="'NEW' ,FORM='FORMATTED"' ,ACCESS-
c 1*SEQUENTIAL')
DATA JS/71,%,-1,-1,1,-1,1,-1/
c
Cc IMPULSE RESPONSE OF THE CHANNELS
c
C DATA Y1/1.0,0.222579,-0.11086,0.538306E-2/
C DATA Y2/0.0,-0.218666,-0.981U492E-1,0.646351E-2/
DATA ¥1/1.0,0.552991,0.559095E-1,-0.,395242E-2/
DATA Y2/0.0,-0.101986,-0.100619,-0.875S349E-2/
c
C COEFFICIENTS OF THE FIFTH ORDER BESSEL LOWPASS DIGITAL FILTER
c

DATA AH/0.959,-0.574,0.362,-0.1054,0.0131/
DATA BH/0.7502,-0.63015,0.28443,-6.54E-2,6.24E-3/
DATA NOUT/1/
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1Q=30
IT=21
I1I=1
KK=2
KK MUST NOT EXCEED THE VALUE OF 2
KJt1=38
JJ=INT(38000/KJ1)
Jd=2
LL=4
ND=1
DD=1.0/ND
DD1=1-DD
WRITE (NOUT,998)
PI=4.%ATAN(1.0)
F=9.6E3
BIT RATE =19.2 KBITS/S.
SYMBOL RATE =9.6 KBAUDS/S.
FD(1)=100
FD(2)=50
FD(3)=25
FD(4)=10
BBX=0.8
BBX=0.85
BBX=0.9
BBX=0.95
BB=0.50
BB=0.45
BB=0.175
BB=0.125
BB=0.025
BB1=1-BB

INITIALIZE NAG-ROUTINES (GOSDAF AND GOSDDF) WITH SEED INTEGER

CALL GOSCBF (1IQ)

WP=-0.625

WP=-2.0

P=1.414%10Q%xxWP

DO 333 KFD=1,4

WRITE (NOUT,999)JJ,FD(KFD)
WRITE (NOUT,998)
MFD=INT(100/{FD(KFD)-0.005))
JJ=INT(JJ/MFD)

DO 300 I=1,11

INITIALIZE ALL PARAMETERS FOR EACH VALUE OF THE SNR

BB=2 .5E-2#(I-1)
BB1=1-BB
BBX=0.05#1+0.05
DO 1 I10=-21%1,LL
SR(I0)=1.0
SIM(IO)=1.0

Q1 (I0)=1.0
Q2(10)=0.0

DO 1 MV=1,y

EU1 (MV,I0)=Y1 (MV)
EU2(MV,I0)=Y2{MV)
EUIN(MV,I0)=Y1(MV)
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EU2N(MV,I01)=Y2(MV)
YB1(MV,I0)=Y1{MV)
YB2(MV,I0)=Y2(MV)
EU1(MV,10)=0.0
EU2(MV,101)=0.0
EUIN(MV,I0)=0.0
EU2N(MV,10)=0.0
YB1 (MV,I10)=0.0
YB2{(MV,10)=0.0
ZIYV(MV,I0)=0.0
Z1Y2(MV,10)=0.0
XYR(MV,10)=0.0
XYI{MV,10)=0.0
CONTINUE
QF11=1.0
QF21=0.0
RAY1(2)=1.0
RAY2(21=0.0

DO 4 KQ=2,6
WQ1{KQ)=1.0

WQ2 (KQ)=0.0

DO 6 L=1,LL
EEU(L)=0.0
IT1=I-1

ND=1

DD=1.0/ND
DDb1=1-bD
WP=-0.625,-1.625,-3.125 FOR SNR OF 10,30,60 DB
WP=-0.625
WP=-0.05#(12.5+1.5%I11)
P=1. . 414%x10%%xWP
IE=0

TSP=0.0

TNP=0.0

ICR=0

GENERATE A BLOCK OF DATA SYMBOLS FOR EACH SAMPLE OF THE
RAYLEIGH FADING SIMULATOR OUTPUT. LINEAR INTERPOLATION
USED TO GENERATE Q1 AND Q2.

PO 250 J=1,J4J

GENERATE TWO NOISE RANDOM VARIABLES AS INPUTS TO THE
FIFTH ORDER LOWPASS BESSEL FILTER

QF1=GO5DDF (0.0D0, 1.0D0)
DFQ1=(QF1-QF11)/MFD
QF2=GO5DDF (0.0DCG, t.0D0O)
DFQ2=(QF2-QF21)/MFD

SELECT FADING RATE AND SAMPLE THE INPUT SIGNAL TO THE FILTER

DO 200 NFD=1,MFD
FIFTH ORDER LOWPASS BESSEL FILTER

DO 31 KQ=1,5
KQ1=KQ+1

WQ1 (KQJIY=WQ1 (KQ1)
WQ2 (KQ)=WQ2(KQ1)
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RAY1 (1)=RAY1(2)

RAY2 (1)=RAY2(2)

WQ1 (6)=QF11+DFQ1 *NFD
WQ2(6)=QF21+DFQ2+NFD
RAY1(2)=0.0

RAY2(2)=0.0

DO 33 KQ=1,5

KQ1:=6-KQ
WQ1(6)=WQ1(6)+BH(KQ)*WQ1 (KQ1)
WQ2(6)=WQ2(6)+BH(KQ)»WQ2 (KQ1)
DO 35 KQ=1,5

KQ1=7-KQ

RAY1 (2)=RAY1 (2)+AH(XQ)*WQ1 (KQ1)
RAY2 (2)=RAY2(2)+AH(KQ)*WQ2 (KQ1)
DRQ1=(RAY1(2)-RAY1 (1)) /KJ1
DRQ2= (RAY2(2)-RAY2(1))/KJ1

po 100 J1=1,KJ1

JJ1=4d1-1

" JD=J1-ND

DATA GENERATION

bo 40 K=1,KK
55=GOSDAF(-1.0D0,1.0D0)
IS(K)=INT(SIGN(1.05,55))
MA(K)=(1+IS(K))/2
CONTINUE

DATA MAPPING

Lt=1+MA(1)
L2=1+MA(2)
SR(J1)=JS(L1,L2,1)
SIM(J1)=JS(L1,L2,2)

LINEAR INTERPOLATION IN RAYLEIGH FADING SIMULATION

Q1(J1))=RAY1 (1}+J1%DRQ1
Q2(J1)=RAY2(1)+J1%DRQ2

Q1(J1)=1.0

Q2{J1)=0.0

QQ=SQRT(Q1 (J1}»%2+Q2(J1 )=%»2)

Q1 (J1)=Q1(J1)/QQ

Q2(J1)=Q2(J11/QQ

PR=(SR(J1)*Q1 (J1)-SIM(J1)*Q2(J1) I x%2

SIGNAL POWER CALCULATION

PIM=(SR(J11*Q2(J1)+SIM(J1)#Q1(J1) )*»2
TSP=TSP+PR+PIM

RAYLEIGH FADING CHANNEL
DO 50 L=1,LL
L1=J1-L+1

YR(L,J1)=Y1(L)*Q1(L1)-Y2(L)*Q2(L1)
YIM(L,J1)=Y1(L)*Q2(L1)+Y2(L)*Q1(L1)

R1=0.0
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R2=0.0

DO 60 L=1,LL

L1=J1-L+1
R1=R1+YR(L,J1)#SR(L1)-YIM(L,J1)»SIM(L1)
R2=R2+YR(L,J1)*SIM(L1)+YIM(L,J1)*SR(L1)

ADDITIVE GAUSSIAN NOISE WITH ZERO MEAN AND VARIANCE P%#2

V1=GOS5DDF(0.0,P)
V2=GOSDDF(0.0,P)

NOISE POWER CALCULATION

TNP=TNP+V1#%2+V2x%2
R1=R1+W1
R2=R2+V2

ESTIMATION AND PREDICTION PROCESSES

RB1=0.0

RB2=0.0

DO 70 .L=2,LL

L1=J1-L+1

RB1=RB1+EU1 (L,JJ1}#SR(L1)-EU2(L,JJ1)*SIM{L1)
RB2=RB2+EU1 (L,JJ1)*SIM(L1)+EU2(L,JJ1)*SR(L1)

ER1T=R1-RBI1
ER2T=R2-RB2

Z1Y1(4,J1)=0.5%(SR(J1)*ER1T+SIM{J1)*ER2T)
Z1Y2(4,J1)=0.5%(SR(J1)*ER2T-SIM(J1)*ER1T)
Z1Y1(1,J1)=21¥1(4,Jd1)-21Y1(2,JJ1)
Z1Y1(3,J1)=0.2617012*Z1Y1(1,J13+0.130851+
*Z1Y1(1,JJ1)+0.2148938*Z21Y1(3,JJ1)
Z1Y1(2,J1)=21Y1(2,JJ1)1+Z1Y1(3,J1)
Z1Y2(1,J1)=21Y2(4,J1)-21Y2(2,JdJ1)
21Y2(3,J1)=0.2617012%Z1Y2(1,J1)+0.130851*
*Z1Y2(1,JJ1)+0.2148938%21Y2(3,JJ1)
21Y2(2,J1)=21Y2(2,dJ1)+21Y2(3,J1)

Do 80 L=1,LL
L1=d1-L+1
YB1(L,J1)=BB1#YB1(L,JJ1)+

+BB* (Z1Y1(2,L1)#Y1(L)-21Y2(2,L1)%Y2(L))
YB2(L,J1)=BB1*#YB2(L,JJ1)+

+BB* (Z1¥Y1(2,L1)*Y2(L)+Z1Y2(2,L1)%Y1 (L))
EXY1=YBt1 (L,J1)-EU1(L,JJ1)
EXY2=YB2(L,J1)-EU2(L,JJ1)
AYR(L ,J1)=XYR(L,JJ1)+EXY1 % (1-BBX)#*»2
XYT(L,J1)=XYI(L,JJ1)+EXY2% (1 -BBX)»®»2
EUT(L,J1)=EU1 (L,JJ1)}+XYR(L,J1)+EXY1»(1-BBX*x%2)
EU2C(L,J1)=EU2(L,JJ1)+XYI(L,JV1)+EXY2% (1-BBX*%2)
EUIN(L,J1)=EU1 (L,Jd1)+ (ND-1)*XYR(L,J1)
EU2N(L,J1)=EU2(L,JV )+ (ND-1)=XYI(L,J1)
CONTINUE

MEAN SQUARE ERROR CALCULATION
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C
UUEE=0.0
DO S0 L=1,LL

c IF(ICR.LT.1000)EEU(L)=0.0
EUEU= (EUIN(L,JD)-YR(L,J1))%%2

+ + (EUZN(L,JD)-YIM(L,JD})*x2

UUEE=UUEE+EUEU

c EEU(L)=EEU(L)+0.5*EUEU

EEU(L)=EEU(L)+EUEU
IF(EEU(L).GT.10000.0) GO TO 250
90 CONTINUE
IF(UUEE.LT.1.0E-4}UUEE=1.0E-4
UUEE=10.0*%LOGtO(UUEE)
WRITE (NOUT,1000)ICR,UUEE
ICR=ICR+1
100 CONTINUE

STORE THE REQUIRED INFORMATION TO INITIALIZE THE NEXT
BLOCK OF DATA '

aaao

KJL1=KJ1-20
DO 200 M=KJL1,Kd1
M1=M-KJ1
Q1 (M1)=Q1 (M)
Q2 (M1)=Q2¢M)
SR(M1)=SR{M)
SIM(M1)=SIM(M)
DO 200 MV=1.,4
EU1 (MV,M1)=EU1 (MV,M}
EUZ2{(MV,M1)=EU2(MV, M)
EUIN(MV,M1 )=EUIN(MV,M)
EU2N{(MV,M1)=EU2N(MV,M)
Z1Y1 (MV,M1)=21Y1 (MV, M)
ZIY2Z(MV,M1)=21Y2(MV, M)
XYR(MV,M1)=XYR(MV,M)
XYI(MV,M1)=XYI(MV,M)
: YB1(MV,M1)=YB1 (MV,M)
200 YB2 (MV,M1)=YB2 (MV,M)
QF11=QF1
QF21=QF2
250 CONTINUE

c ER(I)=FLOAT(IE)/FLOAT(KK#*#ICR)
SSNN=10.0*LOG10(TSP/TNP)}
ICR=1000

c PRINT»*,*5NR="',35NN
ER(I)=0.0
DO 299 L=1,LL

c299 ER(I}=ER{(I1)+0.25*EEU(L)/ICR

299 ER(IN=ER(I}+EEU(L)/ICR

IF(ER(I).LT.1.0E-8) ER(I)=1.0E-8
ER(I)=10.0%LOG10Q0(ER(I))
SN(I)=SSNN
SN(I)=ND
SN(I)=BB
SN(I)=FLOAT(I)
SN(I}=BBX
SN{I)=FLOAT(ICR)
00 WRITE (NOUT,999) SN(I),ER(I)

woaoaO a0
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333 CONTINUE
STOP
998 FORMAT (1X, 'ERROR RATE',9X,'ERROR COUNTER®',u4X,'SNR_RATIO_DB')
999 FORMAT(1X,2(F16.8,6X))
1000 FORMAT(1X,I3,6X,F16.8)
END

CHA#HS
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/#JOB SA4LDV,EUELSM,ST=MFX,C=S,TI=1280,

/* PW=SEHR

FTNS,DB=0/PMD,L=0.
LIBRARY,PROCLIB.

NAG(FTNS).

LGO,
##HH#S
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PROGRAM Q4PSDIV

THIS PROGRAM SIMULATES THE 4-LEVEL PSK SIGNAL WITH USE OF
SPACE DIVERSITY IN MOBILE RADIO ENVIRONMENT. NEAR-MAXIMUM
LIKELIHOOD DETECTOR,KNOWN AS SYSTEM S52D3, 1S COMPARED WITH

NONLINEAR EQUALISER UNDER NOISY AND RAYLEIGH FADING

CONDITIONS.

EXPLANATION OF IMPORTANT COMPLEX-VALUED PARAMETERS:

REAL PART IMAGINARY PART DETAILS

Y1 Y2 NONFADED CHANNEL IMPULSE RESPONSE

YR YIM FADED CHANNEL IMPULSE RESPONSE

Q1 Q2 RAYLEIGH FADING SIMULATOR OUTPUT
STGNAL

SR SIM TRANSMITTED DATA SYMBOL

R1 R2 THE RECEIVED SIGNAL

LA V2 THE ADDITIVE WHITE GAUSSIAN NOISE

EXPLANATION OF SOME OTHER PARAMETERS
C1: ASSOCIATED COST WITH EACH VECTOR
P : STANDERD DEVIATION OF THE NOISE

IQ: SEED

INTEGER NUMBER

SN: SIGNAL-TO-NOISE RATIO IN dB

ERM: BIT
ERE: BIT

ERROR RATE IN S52D3
ERROR RATE IN NLEQ

KK: NUMBER OF BIT PER SYMBOL

DOUBLE PRECISION P,GOS5DDF,GOS5DAF

DIMENSION
DIMENSION
DIMENSION
DIMENSION
DIMENSION
DIMENSION
DIMENSION
DIMENSION
DIMENSION
DIMENSION
DIMENSION
DIMENSION
DIMENSION
DIMENSION
DIMENSION
DIMENSION
DIMENSION
DIMENSION
DIMENSION
DIMENSION
DIMENSION

MA(2),IS5(2),ISM(2),ISE(2),JSR(4,2),IB(2,2)
SIM(-4:38),5R(-4:38),JIS(2,-4:38)
wQ1(2,6),WQ2(2,6),RAY1(2,2),RAY2(2,2),AH(5),BH(5)
FQ1(2,0:4),FQ2(2,0:4),FDQ1(2,4),FDQ2(2,4)
QF11(2),QF21(2),QF1(2),QF2(2),DFQ1(2),DFQ2(2)}
DRQ1(2),DRQ2(2),Q1(2,-4:38),Q2(2,-4:38)
EQ1(-4:38),EQ2(-4:38),QQ(2,-4:38)
¥Y1(4),Y2(4),YR(2,4,38),YIM(2,4,38)
RY1(4),RY2(H),YB1(4),YB2(4),XY1(4),XY2(4)
Uyr(4),UY2(4) ,RYIN(Y,-4:38),RY2N(4,-4:38)
UY1M(4),0Y2M (L)
¥YQ1(2,4,38),YQ2(2,4,38),C1R(2),C11(2)
ATT(2,2),TTA(2,2),THTA(2)
RA(2),RB(2),RC(2),RD(2)}

CHO1 (2} ,CHO2(2),CHIT(2),CHI2(2)
C1(4,-4:38),CC1(16),CCC(4)
XRC(u),XRC1 (4,4) ,XIC(H),XICT1(4,4)

KMNV (4 ) ,NKV(4),MRT(4,4),MMT(4,4),TCH1 (4,4)
MM(4,-4:38),MR(4,-4:38),NXER{(-4:38) ,NXEI (-4:38)
LB(0:38),KBM(0:38),KBD(0:38),KBE(0:38)
SN(22),ERM(22) ,ERE (22}

OPENC(1,FILE='0OUTPUT")
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DATA JSR/1,-1,-1,1,%,1,-1,-%/,1B/0,1,3,2/

IMPULSE RESPONSE OF THE NONFADED CHANNELS

RECTANGULAR SHAPED RESPONSE

DATA Y1/1.0,0.222579,-0.11086,0.538306E-2/

DATA Y2/0.0,-0.218666,-0.981492E-

RAISED-COSINE SHAPED RESPONSE

DATA Y1/1.0,0.552991,0.559095E-1,

1,0.646351E-2/

-0.395242E-2/

DATA Y2/0.0,-0.101986,-0.100619,-0.8753U9E-2/

DATA Y1/1.0,0.0,0.0,0.0/
DATA Y2/0.0,0.0,0.0,0.0/

FIFTH ORDER LOWPASS BESSEL FILTER COEFFICIENTS

DATA AH/0.959,-0.574,0.362,-0.1054,0.0131/
DATA BH/0.7502,-0.63015,0.28443,-6,54E-2,6.24E-3/
DATA GI1/0.2617012/,G12/0.1308506/,GI13/0.2148938/

DATA BB/0.5/,BB1/0.5/,BBB/0.8/
DATA NOUT/1/

IQ=38

11=22

KK=2

KK MUST NOT EXCEED THE VALUE OF 2

LL=4
LM=4
My=16

THE VALUE OF FD=100,50, OR 25Hz,
WHEN FD=75Hz.

FD=25

KJd1=38

KJL1=KJ1-LL+1

JJ=1t+INT(10E4/KJ1)
MFD=INT(100/(FD-0.005))

ND=1

THE VALUE OF MFD=3 WHEN FD=75 Hz
MFD=3

JJ=INT(JJ/MFD)

PI=4.*ATAN(1.0)

PI2=2#*PI

B1B=(1-BBB)**2

B2B=1-BEBB##2

BIT RATE =19.2 KBITS/S.

SYMBOL RATE =9.6 KBAUDS/S.

AND THERE IS ESPECIAL TREATMENT

INITIALIZE NAG-ROUTINES (GOSDAF AND GOS5DDF) WITH SEED INTEGER 1IQ

CALL GOSCBF(1Q)

THE MAIN LOOP

INITIALIZE ALL PARAMETERS FOR EACH VALUE OF THE SIGNAL-TO-NOISE-

RATIO (SNR)

DO 300 I=1,II
DO 3 10=-4,LL
DO 1 1DV=1,2
Q1(IDV,10)=1.0
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Q2(IDV,I10)=0.0
QQ(IDV,10)=1.0
JIS(IDV,10)=1
NXER(10)=1
NXEI(I0)=1
SR(I0)=1.0
SIM(I10)=1.0
EQ1(I03)=1.0
EQ2(I10)=0.0
DO 3 MV=1,LM
C1(MV,I0)=1.0E6
C1(1,10)=0
MR(MV,IQ)=1
MM(MV,I0)=1
RYIN(MV,I0)=Y1(MV)
RY2ZN(MV,I0)=Y2 (MV)
CONTINUE
LB(0)=0
KBM(0)=0
KBD(0)=0
KBE(0)=0
CHO1(1)=
CHO2{(1)=
CHItT(1)=
CHI2(1)=
DO 4 IDV
QF11(1DV
QF21 (IDV
RAY1 (IDV,2
RAY2 (IDV,2
]
)

0.0

0.0

0.0

0.0

=1,2

)=1.0"

)=0.0
=1.0
=0.0

THTA(CIDV) 0

TTA(IDV,1

ATT(IDV,1

CIR(IDV)=t,.

C1I(IDV)=0.0

DO 4 KQ=2,6

FQ1(IDV,KQ-2)=1.0

FQ2(IDV,KQ-2)=0.0

WQ1 (IDV,KQ)=1.0

WQ2(IDV,KQ1)=0.0

Do 5 L=1,LL

UY1 (L)=Y1(L)

Uy2(L)=Y2(L)

RY1 (L)=Y1 (L)

RY2(L)=Y2(L)

¥B1 (L)=Y¥1 (L)

YB2(L)=Y2(L)

XY1(L3)=0.0

XY2(L1=0.0

WP=-0.05%(17.0+1.8%(I-1))

P=1.414%10.0**WP

IEE=0

IEM=0

IE=0

COUN=0

TSP=0.0

TNP=0.0

1.
o.
)
)
0

0.0
0.0
0

GENERATE A BLOCK OF DATA SYMBOLS FOR EACH SAMPLE OF THE
RAYLEIGH FADING SIMULATOR OUTPUT. LINEAR INTERPOLATION METHOD IS
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USED TO GENERATE Q1 AND Q2 (THE REAL AND IMAGIMARY VALUES OF Q)
DO 250 J=1,JdJ

GENERATE TWO NOISE RAMDOM VARIABLES A5 INPUTS TO THE
FIFTH ORDER LOWPASS BESSEL FILTER

DO 25 IDV=1,2
QF1(IDV)=GOSDDF(0.0,1.0)

DFQ1 (IDV)=(QF1 (IDV)-QF11(1IDV))/MFD
QF2(IDV)=GOSDDF(0.0,1.0)

DFEQ2 (I1DV)=(QF2 (IDV)-QF21 (1IDV))/MFD

SPECIAL TREATMENT WHEN FD=75 Hz

DO 20 KF=1,MFD .

FQ1({IDV,KF)=GO5DDF(0.0,1.0)

FQ2(¢(IDV,KF)=GO5DDF(0.0,1.0)

CONTINUE

b0 25 KF=1,MFD

KF1=KF-1

FDQ1 (IDV,KF)=FQ1(IDV,KF1)+0.25% (4-KF)»(FQ1 (IDV,KF)-FQ1(IDV,KF1))
FDQ2(IDV,KF)=FQ2(IDV,KF1)+0.,25% (4-KF)*{FQ2(IDV,KF)-FQ2(IDV,KF1))
CONTINUE

SAMPLE THE INPUT SIGNAL OF THE FILTER
DO 200 NFD=1,MFD
FIFTH ORDER LOWPASS BESSEL FILTER

DO 37 1IDv=t,2

DO 31 KQ=1,5

KQ1=KQ+1

WQ1 (IDV,KQ)=WQ1 (IDV,KQ1)
WQ2(IDV,KQ)=WQ2(IDV,KQ1)

RAY1 (1IDV,1)=RAY1(IDV,2)
RAY2(IDV,1)=RAY2(IDV,2)

WQ1 (IDV,6)=QF11(IDV)+DFQ1 (IDV)*NFD
WQ2(IDV,6)=QF21 (IDV)+DFQ2(IDV)*NFD
WQ1(IDV,6)=FDQ1(IDV,NFD)
WQ2(IDV,6)=FDQ2(IDV,NFD)

RAY1 ¢IDV,2)=0.0

RAY2 (IDV,2)=0.0

bo 33 KQ=t,5

KQ1=6-KQ
WQ1(IDV,6)=WQ1(IDV,6)+BH(KQ)*WQ1 (IDV,KQ1)
WQ2(IDV,6)=WQ2(IDV,6)+BH(KQ)*WQ2(IDV,KQ1)
DO 35 KQ=1,5

KQ1=7-KQ

RAY1 (IDV,2}=RAY1(IDV,2)+AH(KQ)*WQ1 (IDV,KQ1)
RAY2 (IDV,2)=RAY2(IDV,2)+AH{KQ)*WQ2(IDV,KQ1)
DRQ1 (IDV)=(RAY1 (IDV,2)-RAY1(IDV,1))/KJ1
DRQ2 (IDV)=(RAY2(IDV,2)-RAY2(IDV,1))/KJ1
CONTINUE

DO 150 J1=1,KJ1
J11=J1-1
JD=J1-ND
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DATA GENERATION AS BIT BY BIT RANDOMLY

DO 40 K=1,KK
55=GO5DAF(-1.0,1.0)
IS{K)=INT(SIGN(1.05,55))
JIS(K,J1)=I5(K)
MA(K)=(1+I5(K))/2
CONTINUE

DIFFERENTIAL ENCODING AND DATA MAPPING TO GENERATE SYMBOLS

Lt=(3-1I5(1))/2

L2=(3-1S5(2))/2
LB(J1)=IB(L1,L2)-LB(Jt1)
IF(LB(J1).LT.0) LB(J1)=LB(J1)+4
L3=LB{J1)+1

L3=IB(L1,L2)+1

SR(J1)=JSR(L3,1)
SIM(Jt)=JSR(L3,2)

LINEAR INTERPOLATION IN (RAYLEIGH FADING SIMULATION)

Do 60 IDV=1,2
Q1(IDV,J1)=RAY1(IDV,1)+J1*DRQ1 (IDV)
Q2(IDV,J1)=RAY2(IDV,1)+J1%DRQ2(IDV)
Q1¢IDV,J1)=1.0

Q2(IDbV,J1)=0.0

QQ(IDV,J1)=SQRT(Q1 (IDV,J1)##2+Q2(IDV,J1)*%2)

CALCULATE THE TRANSMITTED SIGNAL POVWER

PR=(SR(J1)*Q1(IDV,J1)-SIM(J1)*Q2{(IDV,J1))»=*2
PIM=(SR(J1)#Q2(IDV,J1)+5IM(J1)*Q1 (IDV,J1))»%2
TSP=TSP+PR+PIM

RAYLEIGH FADING CHANNEL

pbo 50 L=1,LL

L1=J1-L+1

YQ1 (IDV,L,J1)=Y1 (L)*QQ(IDV,L1)
YQZ2(IDV,L,J1)=Y2{(L}*QQ(IDV,L1)
YR(IDV,L,d1)=Y1 (L)*Q1 (IDV,L1)-Y2(L)*Q2(IDV,L1)
YIMCIDV,L,J1)=Y1(L)}*Q2(IDV,L1)+Y2(L}*Q1(IDV,L1)

START-UP TRANSMISSION

RA(IDV)=0.0

RB(IDV)=0.0

RC(IDV)=0.0

RD(IDV)=0.0

Do 55 L=1,LL

L1=J1-L+1

RC(IDV)=RC(IDV)+YQ1 (IDV,L,J1)#5R(L1)-YQ2(IDV,L,J1t)*SIM(L1)
RD(IDV)=RD(IDV)+YQ1 (IDV,L,J1)*SIM(L1)+¥YQ2{(IDV,L,J1)*SR(L1)
RACIDV)=RA(IDV)+YR(IDV,L,J1)*SR(L1)-YIM(IDV,L,J?)*SIM(L1)
RB(IDV)=RB(IDV)+YR(IDV,L,J1)*SIM(L1)+YIM(IDV,L,J1)%SR(L1)

ADDITIVE GAUSSIAN NOISE WITH O MEAN AND VERIANCE P#x2
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V1=GOS5DDF(0.0,P)
V2=GOS5DDF(0.0,P)

CALCULATE THE ADDITIVE NOISE POWER

TNP=TNP+V1*V1+V2xV2

aa aaoa

RA(IDV)}=RA(IDV)+Vi
RB(IDV)=RB(IDV)+V2
CIR(IDV)=%.0
CrI(IDV)=0.0

DEMODULATION PROCESSES

aaoaaa

R1R1=C1R{IDV)*RA(IDV)+C1I(IDV)*RB(IDV)
R2R1=Ct1R(IDV)*RB(IDV)-C1I(IDV)*RA(IDV)
RA{IDV)=R1R1
RB(IDV)}=R2R1

0 CONTINUE

COPHASE COMBINER OPERATION

aacoo

R1=RA(1)+RA(2)
R2=RB(1)+RB(2)
bo 63 L=1,LL
UYtM(L)=RYIN(L,J1-LL)
UY2M(L)=RY2N(L,J1-LL)
UY1{L)=RY1 (L)
UY2(L)=RY2(L)
UY1(L)=YQ1(1,L,J1)+YQ1(2,L,J1)
UY2(L)=YQ2(1,L,Jd1)+¥Q2(2,L,d1)
UY1{L)=YR(1,L,J1)+YR(2,L,J1)
UY2(L)=YIM(1,L,J1)+YIM(2,L,J1)
UYTM(L)=UY1 (L)
UYZM(L)=UY2 (L)

3 - CONTINUE

DETECTION PROCESSES

FIRST...NONLINEAR EQUELISER (NLEQ)

aoaoacaaonaaoOn

XRE=0.0

XIE=0.0

DO 65 L=2,LL

L1=Jt-L+1

XRE=XRE+UY1 (L)*NXER(L1)-UY2(L)*NXEI(L1)
65 XIE=XTE+UY1 (L)*NXEI (L1)+UY2(L)*NXER(L1)

ERX=R1-XRE '

EIX=R2-XIE

YY=SQRT(RY1 (1 )%#2+RY2(1)#x2)

IF(YY.LT.0.01)YY=0.01

XER= (UY?Y (1 )*ERX+UY2 (1 )%EIX)/YY

XEI=(UY1 (1) »EIX-UY2(1)#ERX)/YY

NXER(J1)=INT(SIGN(1.05,XER))

NXEI (J1}=INT(SIGN(1.07,XEI))

THE NEAR MAXIMUM-LIKELIHOOD DETECTOR (S2D3)

aoaon
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CACULATE THE INTERSYMBOL INTERFERENCE FOR EACH OF THE M STORED
VECTORS. ALSO SUBTRACT THE LOWEST MINIMUM COST FROM THE OTHER
MINIMUM COSTS AND GIVE ZERO VALUE .TO THE LOWEST COST.

EXPAND THE M STORED VECTORS TO 4M VECTORS AND CALCULATE THE
COST FOR EACH EXPANDED VECTOR.

SELECT M VECTORS ASSOSIATED WITH MINIMUM COST.

DISCARD THE NONSELECTED VECTORS BY SETTING THEIR COSTS TO VERY
HIGH VALUE.

STORE THE SELECTED VECTORS IN TEMPORARY STORES, SO THAT

NONE OF THEM COULD BE SELECTED MORE THAN ONCE, AND RETRIEVE
THEM WITH A RANKING METHOD SO THAT THE VECTOR ASSOCIATED WITH
THE LOWEST MINIMUM COST TAKES THE FIRST POSITION IN THE RANK.
TAKE THE FIRST COMPONENT OF THE FIRST VECTOR IN THE RANK TO

BE THE DETECTED DATA SYMBOL.

MNK=0

CXZ=C1(1,J11)

DO 71 MV=1,LM

C1(MV,J11)=C1(MV,J11)-CXZ

XRC(MV)=0.0

XIC(MV)=0.0

DO 70 L=2,LL

L1=J1-L+1

XRC (MV) =XRC (MV)+UY1M(L)*MR (MV,L1)-UY2M(L ) *MM(MV,L1)
XIC(MV)=XIC(MV)+UY1M(L)*MM(MV,L1)+UY2M(L)*MR(MV,L1)
DO 71 NV=1,LM

MNK=MNK+1

XRC1 (MV,NV)=UY1M(1)*JSR(NV,1)-UY2M(1 )*JSR(NV,2)
XRC1 (MV,NV)=R1-XRC (MV)-XRC1 (MV,NV)

XICT (MV,NV)=UY1M(1)%JSR(NV,2)+UY2M(1 )*JSR(NV,1)
XIC1 (MV,NV)=R2-XIC(MV)~XIC1 (MV,NV)

CC1 (MNK)=C1 (MV,J11)+XRC1 (MV,NV)*%%2+XIC1 (MV,NV)%x2
CONTINUE

DO 80 KV=1,LM

CCC(KV)=1.0E6

DO 75 MNK=1,My

CCC(KV)=AMIN1 (CCC (KV),CC1 (MNK))

MNK=0 .

DO 77 MV=1,LM

DO 77 NV=1,LM

MNK = MNK + 1

ACC1=ABS {CCC (KV)~CC1 (MNK) )
IF(ACC1.LT.1.0E-9)THEN

KMNt=MNK

KMNV (KV) =MV

NKV (KV)=NV

ENDIF

CONTINUE

DO 80 MV=1,LM

KMN1=KMN1 +4% (MV-1)

IF (KMN1.GT.My) KMN1=KMN1-My

CC1 (KMN1)=1.0E6

CONTINUE

DO 85 KV=1,LM

DO 85 L=2,LL .
L1=J1-L+1

MRT(KV,L)=MR (KMNV(KV),L1)

MMT (KV,L)=MM(KMNV (KV),L1)

TC1 (KV,L)=C1 (KMNV (KV),L1)

DO 90 KV=1,LM
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po 9¢ L=2,LL

L1=J1-L+1
MR(KV,L1)=MRT(KV,L)
MM(KV,L1)=MMT(KV,L)
C1(KV,L1)=TC1 (KV,L)

DO 95 KV=1,LM
C1(KV,J1)=CCC(KV)
MR(KV,J1)=JSR{NKV(KV), 1)
MM(KV,J1)=JSRINKV(KV),2)
MMR=MR(1,J1-LL)
MMI=MM(1,J1-LL)

CHANNEL ESTIMATION USING MFBCE

RC1=0.90

RC2=0.0

DD 97 L=2,LL

L1=J1-L#1

RC1=RC1+RY1 (L)*SR(L1)-RY2(L)*SIM(L1)
RC2=RC2+RY1 (L)*SIM(L1)+RY2(L)}*SR{(L1)
ETt=R1-RC1

ET2=R2-RC2

ETT=0.5#(SR(J1)*ET1+SIM(J1)I%ET2)
ET2=0.5#(5R(J1)*ET2-SIM(J1)*ET1)
CHIV(2)=ETT-EQ1{(J11)

CHIZ2 (2)=ET2-EQ2(J11)
CHO1(2)=GI1*CHI1{2)+GI2*CHI1(1)+GI3%CHO1(1)
CHO2 (2)=GI1»CHI2(2)+GI2#CHI2(1)+GI3*CHO2(1)
CHI1 (1)=CHI?1 (2)

CHI2(1)=CHI2(2)

CHO1 (1)=CHO1t (2)

CHO2 (1)=CHO2 (2)

EQ1(J1)=EQ1(¢(J11)+CHO1(2)
EQ2(J1)=EQ2(J11}+CHO2(2)

DO 99 L=1,LL

L1=J1~L+1

YB1(L)=BB1#YB1 (L)+BB*(EQ1(L1)*Y1(L)-EQ2(L1)*Y2(L)})
YB2(L)=BBt*¥YB2{(L)+BB*(EQ1 (L1 )»Y2(L)+EQ2(L1)*Y1(L))
DXY1=YB1{(L)-RY1 (L)

DXY2=YB2(L)-RY2(L)

XY1 (L)=XY1(L)+DXY1+B1B

XY2 (L)=XY2(L)+DXY2%B1B

RY1 (L)=RY1 (L)+XY1(L)+DXY1%B2B
RY2(L)=RY2(L)+XY2(L)+DXY2%B2B
RYTN(L,J1)=RY1(L)+3=XY1 (L)
RYZ2ZN(L,J1)=RY2(L}+3#XY2(L)

CONTINUE

CARRIER SYNCHRONISATION USING DA-DPLL

JDb=J1-ND

DO 100 IDV=1,2
RCR1=RC(IDV)*RA(IDV)+RD(IDV)*RB(IDV)
RCR2=RC(IDV)*RB(IDV)-RD(IDV)*RA(IDV)
IF(RCR1.LT.0.001)RCR1=0.001
TTA(IDV,2)=ATAN2 (RCR2,RCR1)

ATT(IDV,2)=GI1*«TTA(IDV,2)}+GI2%TTA(IDV,1)+GI3*ATT(IDV,1)

TTACIDV,1)=TTA(IDV,2)
ATT(IDV,1)=ATT(IDV,2)
THTA(IDV)=THTA(IDV)+ATT(IDV,2)
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IF(THTA(IDV).GT.PI2)THTA(IDV)=THTA(IDV)-PI2
CIR(IDV}=COS (THTA(IDV))
CtI(IDV)=SIN(THTA(IDV))

100 CONTINUE

c

C MAPPING BACK THE SYMBOLS TO REGENERATE THE TRANSMITTED BITS
c

LD1=(3-MMR) /2
LD2=(3-MMI)/2

DIFFERENTIAL DECODING FOR S2D3

aaao

KBb(J13)=IB(LD1,LD2)
LBBD=KBD{(J1)+KBD(J11)
IF(LBBD.GE.4) LBBD=LBBD-4
LBBD=LBBD+1

C LBBD=IB(LD1,LD2)+1
LE1=(3-NXER(J1))/2
LE2={3-NXEI(J1))/2

DIFFERENTIAL DECODING FOR NLEQ

aan

KBE(J1)=IB(LEt,LE2)
LBBE=KBE (J1)+KBE{(J11)
IF(LBBE.GE.4) LBBE=LBBE-4
LBBE=LBBE+1
LBBE=IB(LE1,LE2)+1

BITS ERROR CALCULATIONS

aaoaaan

COUN=COUN+1

BO 150 N=1,KK

ISM(N)=JSR(LBBD,N)

ISE(N)=JSR(LBBE,N)
c WRITE (NOUT,147) ISM(N),JIS(N,J1},IS(N),J1
c147 FORMAT(2X,4(I4,6X))

- ISNM=ISM(N)-JIS(N,J1-LL)}
IF(ISNM.NE.O) IEM=IEM+1
ISIE=ISE(N)-IS(N)
IF{ISIE.NE.O) IEE=IEE+1

150 CONTINUE

STORE THE REQUIRED INFORMATION TO INITIALIZE THE NEXT
BLOCK OF DATA

aaoaao

LB(0)=LB(KJ1)

KBD(Q)=KBD(KJ1)

KBM(0O)=KBM(KJ1)

KBE(0)=KBE (KJ1)

D0 200 M=KJL1,KJ1

M1=M-KJ1

D0 170 IDV=1,2

Qi (IDV,M1)=Q1 (IDV,M)

Q2(IDV,M1)=Q2(IDV,M)

QQ(IDV,M1)=QQ(IDV,M)
170 JIS(IDV,M1)=JIS(IDV,M)

EQ1 (M1)=EQ1 (M)

EQ2 (M1)=EQ2 (M)

NXER(M1)=NXER (M)

NXEI (M1)=NXEI (M)
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SR(M1)=SR(M)

SIM{Mt)=SIM(M)

DO 200 MV=1,LM

Ci1(MV,M1)=C1 (MV, M)

MR{MV,M1)=MR(MV, M)

MM(MV,M1)=MM(MV,M)

RYIN(MV,M1)=RYIN(MV,M)

RY2ZN(MV,M1)=RYZN(MV,M)
200 CONTINUE

DO 250 IDV=1,2

QF11 (IDV)=QF1 (IDV)

QF21 (IDV)=QF2(IDW)

FQ1 ¢IDV,0)=FQ1V (IDV,MFD)

FQ2(IDV,0)=FQ2(IDV,MFD)
50 CONTINUE

TOTAL=2.0«COUN

CALCULATE BIT ERROR RATE

aaa aoaowN

ERM(I)=FLOAT(IEM)/TOTAL
ERE(I)=FLOAT(IEE)/TOTAL

CALCULATE SIGNAL-TO-NOISE-RATIO (SNR) IN dB

SN(I)=10.0«LOG10(TSP/TNP)
WRITE(6,9999)SN(I)},ERM(I)

00 CONTINUE
WRITE (NOUT,9997)
WRITE (NOUT, 9999 ) (S5N(I) ,ERM(I),I=1,11)
WRITE (NOUT,9998)
WRITE (NOUT,9999)(SN(I),ERE(I},I=1,I1)
STOP

9997 FORMAT (4X,'NMLD RESULTS')

9998 FORMAT (4X, ' EQUALISER RESULTS')

9999 FORMAT(1X,2(F12.8,7X)")

END

WO oo

##FHS
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K.10

/*I0R JORFZ,EUELSM, ST=MFY, =S, TI=1280,
/% FW=SAM1

FTNS, DR=0/FPMD,L=0,

LIBRARY , FROCLIEB,

NAG(FTNS) ,

LGo,
#HBH#S
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FROGRAM CRE1Z

THIS PROGRAM SIMULATES A RECEIVER EMFLOYING CRSZ2 DESCRIBED
IN CHAFTERS 5 AND 8 {SEE FIGURE 8,3% WITH USE OF SFPACE
DIVERSITY, ALSO,THIS FPROGRAM AN BE MODIFIED TO SIMULATE
THE FUNCTIONM OF A RECEIVER EMPLOYING IZRS1 {FIGURE 8,2%,

IN EITHER ZASE THE SIMULATION IS CARREID QUT TO DETERMINE
THE SYSTEM TOLERACE TO ADDITIVE WHITE GAUSSIANM NOISE

UNDER RAYLEIGH FADING ZONDITIONS,

DIMENSI DN
QWZ2(2,6)),RAY1(2,-112) RAYZ2(Z, 112, QW1 (2,6} ,AH(5) ,BH(Z) ,
QI(E),QE(E),QlQ(E),H“H(E),Qul(z),QQE(E),DQl(Z),DQE(E)
WL (2),0B5(2) ,LOBS(2) ,CRT(2)
WI2(2) ,DELTAL(2) ,DELTARZ(2),I1Z0(2),IDZ(2) ,TZ21(2) ,ARMA(Z),
HE1(14) ,HKZ2(146) ,HKE (14,
TX1(2,-15:32), TX”(:,—ia.uh L, TXE(Z,-15: 32
LOV(2,-15:32) ,0V1(2,-15:132 ,Lvh(” -13:32
LJIZ2(2,-15132) , 12212, ~13:132y ,1222(2,-15132
P XY (2 XYS(Z2) , XYC(2)
y18(-5:138),155(-5:38)
DIMENSIHN
Uiz, ~-5:138
L XX(2, - 15.H_ JXXI(2,-15432) , XXB(2,-15:132) , XX3(2,~15:1 32
JHH1(16) HH2(16) ,HHI(156)
JHF1(16)  HF2(16) HFE(16)
Yy XZRL2 ~15.uh SRIB(Z, 15132y, X20(2,-15: 32
LIZLLI(Z2, -15:32) ,1212(2,-15:32) ,I1Z13(2,-15332
DOUEBLE PRE:ISIUN F1,G035DAF, GDSDDF F
L XZH(2, -15132 xrl(:,-iszsz SXC2(2,-15132) ,XX4(2,-15132)
,XS(M,—IS:”“),XSI(Z,—15: I2),X82(2,-15:32
, XDATA(16) ,ZDATA(LS), TDHT(I&) TXDA(1&) ,2DAC1IS) ,5DAC14)
DATA NDUT/&/

-

-

COEFFICIENTS OF FIFTH ORDER BESSEL DIGITAL FILTER

DATA AH/0,.959,-0,574,0,362,-0,1054,0,01351/
DATA BH/0,73502,-0,63015,0,284475,-45,34E-2,4.24E-5/

COEFFICIENTS OF FILTER F1

DATA HH1/6,87478944E-2,0,122048137,0,1814637437,0,233023031,

f0L,2550564314,0,226038515,0,131445774, —'..2 LBBRITISRE-2, -0, 23689857,
y— 0 ASTITT06E, -0 ,642999058, -0 ,746939, -0, 732501942, -0 ,58446705%935,
,—0,3161220469,3,3183618979E-2/

DATA HHZ/0,4029870946,0,724967175,0,9376538785,1,0,0,200762414,
» 0, 6560835885,0,328592937 ,-3,160524633E-2,-0,3535344241, —(.l y 3824647244,
-0,5688551 41\.J , "0, 667872734, -0,543098055, ~0,354642889, -0, 149642855,
2,9650592E-2/
DH TA HHZ/0,154619515,0,214625427,0,215957761,0,176603779,
1187193484, 5, 145(_”.1‘?945-2 y 1, 64002913E-2, -1 ,29527908E-2,
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y~2,7A012ZZE-2,-2,4306F181E-2,1 ,36F16244E-2,0,0,0,0,0,0,0,0,0,0/
COEFFICIENTS OF FILTER FZ2

DATA HF1/7,1134884E-2,0,122574656,0, 104450198, -1, 24884406E-2
L, -0, 18679452, -0, 301316707, ~0, 23269144 ,4, 19893582E-2,0, 387532189
,,0,568680733,0, 406680442 ,-6,97895119E-2, -0, 599406735, -0, 83345901
,-0,569711477,8, 44662 749E -2/

DATA HF2/0,74815405,0,999032566,0, 654766037, -8, 8789142E-2
,, -0, 788027373,~1,0,~0,60257679,9, 15249897E-2,0, 6938738464 ,
,,0,8806434628,0, 4977599462, -7, 27859267E-2, -0, 51187099, -0,59444152
L, -0,341229049,3,87116049E-2/

DATA HF3/0.3077954672,0,344807153,1,9017485E-2,-1,57210232E-2
,,~0,141906984,-0,144944444,~7 ,014518463E-2,8, 7647427162,
, 5, 12439358E-2,6,04958102E-2, 4, 700648306E-2,0,0,0,0,0,0,0,0,0,0/

4

INITIALISATION OF ALL REQJUIRED FARAMETERS

DATA XDATA/C,44119,0,75916,0,946155,1 ,01755,0,91865,0,67788,
,0,33761,-0,05605,-0,44119,-0,759146,-0,94155,-1,01755,
y 0, 21865,-0,47288,-0,33761,0,05405/

DATA CDA/0,423392,0,514946,0,0,-0,48972,-0,88027,-0,4603,0,0
s »—0,03793,-0,4221,-0,513392,0,0,0,468762,0,87759,0,45%20%,0,0,
,0,03781/

DATA SDAR/0G,0,0,514%94,0,92207,0,68972,0,0,-0,44605,-0,3Z2328,
y0,037923,0,0,-0,51339,-0,919246,-0,68762,0,0,0,45909
s s L. 3I2229,-0,03781/

DATA ZDATA/Q,30612,0,14895,-0,23468,-0,42312,-0,30112,0,057S
, ,0,44388,0,428465,0,50427,0,1484,-0,23593,-0,42157,-0,3,
LO,03728,0,44224,0,624633/

DATA TDAT/5.,82596,3,18687,-1,34212,-5,10799,-5,920474, -3, 265465
y 3 1, 26334,5,02921,5,82596,3,18687,-1,34212,-5,10799,-5,90474,
y =3, 26565,1 ,26234,5,02921/

DATA TXDR/C,43T777,0,05389,0,10518,0,61363,1,26141,1,647113,
L, 1L E0831,1,0905,0,43777,0,03389,0,10518,0,61363,1 , 26141,
,1,67113,1.60851,1,0905/

OFEN (1,FILE=*OUTFUT?)

WRITE (NOUT,S500)

THE INFUT DATA FOR THE PROGRAM

yPI=4  0%ATAN(L , 0O}
FRl=2%F1
Y=60,0
F IS THE DATA RATE IN /S
F=9,6E3
FC IS THE CARRIER FREQUENCY IN HZ
Fi=19,2E3
FNC=0 ,S*FC/F
AUNC=2%FT *F N
KiZ=2
KZ1=38
KEZ2=16
WCIS=2%MC2
KTH=1
DT=1,0/KZZ
T=-1,%KC2*DT
1S0LD=1
CAINI=3,13
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GAINZ=1,0
ROQTZ2=80RT{Z,0)
DORZ=1, /JRODOTZ2
O5GA=0, 03
OSCAl1=1,0-115GA

CALL GOSLBF{ZE)
DO 100 MZI=1,2
LOBS (MZ =1
RQIYEMZr=1,0
Q20(MZ)Y=0,0

Wl (MZ)=1,0
WRZI(MZ)=0,0

DO 100 K=1,2
Kli=1-K

QWL (MZ,K1)Y=CAINI1
RWZI(MZ,K1)=0,0
W1l (MZ ,K1)=GAINI1
AWLI2 (M2, K1 )=GAIN]
AWZ1(MZ,K1)=0,0
QWZZ(MZ,K1)=0,0
RAY1(MZ ,K1)=1,0
RAYZ(MZ ,K1)=0,0
CONTINUE

Do 120 M=1,KCE
M1=M-KC2
M2=1+INTC((M+1)/8)
SI=INT((M)/4)
THC=2* PRI ¥FO*T/F
THCZ=FI*FC*T/F
Dy 119 MI=1,2
AX(MZ , M1)=XDATA{M)
XX1{MZ,M1)=XDATA(M)
XX2(MZ,M1)=XDATA(M)
XXT(MZ ,M1)=XDATA{M)
XA4(MZ,M1)=XDATAR{M)
XKCIMZ ML )=CDA(M)
X1 (M2, M1 =CDAM)
XDZ(MZ , Mi)=CDAM)
XS{(MZ,M1)=8SDAM)
X851 (MZ,M1)y=8DA(M)
XE2(MZ,ML)=5DA(M)
TX1(MZ , M1 )=LDATAM)
TX2(MZ,M1)=ZDATA(M)
TXZS(MZ,M1y=ZDATAM)
IZ2(MZ,M1)=(~-1)**M2
IZ21C(MZ,M1)=(-1)%*M2
IZ22(MZ , M1)y={~1)%*¥M2
IZ11(MZ , M1)={(-1)*¥M3
IZ12MMZ ,M1Y=(-1)*¥M3
IZ13(MMZ,M1)y=(-1)%*#M3
EVIMZ ,M1)=COS{(THLZ)
CVI(MZ M1)=CV(MZ,M1)
CVZ(MZ,M1)=2V1I(MZ, ML)
T=T+DT
ISA=-1
ISAO=-1
ISAl1=1



¥

125

b

W]

Ly ]

o0

I

(4
u

130

473

ISE1=1

DD 125 JS=-3,0,1
1S(JS)=1
I1SS(JS) =1

D} 125 MI=1,2
W(MZ,T8)=1,0

THE IMFULSE RESFONSE OF THE CHANNEL HAS BEEN CALCULATED TO BE
Yi=1,0

YZ=0,3213

Y3=1,0715E-3

IZ2C1,0)=-1

122(2,0)=-1

DO 400 L=1,5,2
VE=-0C,053%(3,3+1,3%(L-1))
F=10%*yp

IE=0

TCOUN=0

TSF=0,0

TNF=0, 0

WNIZ1=0,0

WNC 2=, O

(4

DO 392 LI=1,395
D2 240 I=1,KLC
IM1I=]-1

IKZ2=1-2

FIFTH DORDER LAOWPASE BESSEL FILTER

DO 130 MZ=1,2

DI 31 KO=1,5

WO L=+

WITL (MZ, K =Wl (MZ, KG1)

WO AMZ W) =W (MZ, KD )
RAY1(MZ,IK1)=RAY1(MZ,1)

RAYZ(MZ, TK1)=RAY2(MZ, 1)

Wl (MZ,6)=GOSDDF(0,0,1,0)

W2 (MZ, 6)=GOSDDF (0,0, 1,0)

RAY1(MZ,I1)=0,0

RAYZ(MZ,1)=0,0

DO 33 KQ=1,5S

K1 =6 =KL

Wid1 (MZ, 6)=WH1(MZ,6) +BH (KO *WH1 (MZ, K01 )
W2 (MZ, 6)=WQZ(MZ, 6) +EH (K3 *WO2(MZ , KO1)
D 35 KI=1,5

MIT1 =7 - Wil
RAY1(MZ,1)=RAY1(MZ,1)+AH (D) *Wa1 (MZ, K1)
RAY2(MZ , 1) =RAYZ(MZ, 1) +AH (KD *WQI2 (MZ, Ki31)
DELTAL(MZ)=(RAY1(MZ,I)-RAY1(MZ,TK1))/HJI1
DELTAZ(MZ)=(RAYZ{(MZ,1)-RAY2(MZ,IK1))/KJIL
CONT I NUE

DO 230 I1=1,KC1
DI 140 MI=1,2
Q01 (MZ)=RAY1(MZ,1K1)+I 1*DELTAL (MZ)
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DL (MZy =l (MZ -1 (M2 ) /KIS
ROZ2{MZ)=RAYZ{(MZ ,IK1)+11*DELTAZ{MZ?
DOZ(MZ)=(Q2(MZ 3 -Q2(MZ) ) /KIS
ISS(11)=I5A0

RITS GENERATION AND DIFFERENTIAL CODING

S§5=GO3DAF{(-1,0,1,0)
ISAO=INT(SIGN(1,05,88))
ISA=ISAO*ISA]L

ISA1=1I6A

RESET THE INTEGRATOR

RE1=0,0

RSZ2=0Q,0

ORS(1)=0,0

OBRS(2)=0,0

D 210 IRF=1,KC3

IRF1=IRF-KLCZ
THS=0,5%(1,0+]15A) *F]

01 ¢1))=01Q(1)+DR1 (1) *IRF
QI(2r=10{2)+DOL1(2) *IRF
IF(QLI(1Y ,EQ,0,0) J1(1)y=0,1E-5
IF(QI(2) ,EQ,0,0) Q1(2)1=0,1E-5
21 )=020¢1)+DO2 (1) *IRF '

Q2 (2)=020(2)+DAZ(2)*IRF

THR1I=ATAN(QZ2(1)/01 (1)) +0, 5% (1, 0-(Q1 (1Y /ARBS(OL (1)) ) *pPI
THQZ=ATAN(QZ(Z) /D1 {(2))+0, 3% (1, O-(QI(2)/ABS(Qi (2} ) ) )*FI

AL=SRRTOLL (1} *¥2+02(1 ) *¥%2)
AZU=S0RT{NI(2) ¥ X2+ Q2 (2 ) ##32)
WEN1=WNT

WONZ=WNC2
WNZ1=GO3DDF (0,0, F)
WNC2=GOSDDF (0O, 0, F)

NOISE FPOWER CALCULATION

TNF=TNF+0, 5% (WNC1¥*¥2+WNC2*%2 )
THCO=RAUNC*T

LI=INT(THCZ/FP2I)
THZ=THZ-LJI*FZI

THL D=2 % THIZ

LOZAL asCILLATIOR SIGNAL

OSCLO=C05 CTHED)

FHIT1=THC+THS+THO1
PHITZ=THC+THS+THQZ

LINEAR MODULATICN AND CHANNEL FADING

CVY(1,IRF)Y=AR1IO¥CO5(FPHIT1?
CV(Z,IRF)Y=AZOQ*COS(FHITZ)

SIGNAL FOWER CALCULATION

TSP=TSP+0 ,S*(CV(]1 ,IRF)I**Z2+CV (2, IRF ) %%2)
EVL,IRF)=CV(1,IRF)+WGNI
CV(Z,IRFI=CV(2,IRF ) +WGENZ
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DD 200 MI=1,2
CV1{MZ,IRF)=CV(MZ,IRF1)
CV2(MZ,IRFI=CVI(MZ,IRF1)
XC(mMZ,IRFI=0,0 ’
D 149 IH=1,HKC2

]

RECEIVER FILTER F1

IH1I=IRF-IH+1

XC(MZ,IRFI)=XC(MZ,IRFI+0,09%¥CV(MZ , ITH1)*HH1 (I H)

XZIMZ ,IRF)I=XC(MZ,IRF)+0O,09%ZV1I (MZ,1H1)*HHZ(IH)
149 XC(MZ,IRF)=XC(MZ,IRF)+0,09%CVY2(MZ , IH1)¥HHI(IH)

XX(MZ,IRF)=XZ{MZI,IRF)

XX1(MZ,IRF)=XX(MZ,IRF1)

XX2(MZ,IRF)=XX1{(MZ,IRF1)

XAZ(MZ,IRF)=XX2{MZ,IRF1)

XXA(MZ,IRF)I=XXZ(MZ,IRF1)

X8(MZ,IRF)=XC{MZ,IRF)*SIN(THLD)

XS1(MZ,IRF)}=XS(MZ,IRF1}

XS2(MZ,IRF)=XS1(MZ,IRF1)

XCAMZ , IRFY=XC(MZ , IRF ) * 2G40

X1 (M2, IRF)Y=XT(MZ,IRFL)

XZ2(MZ,IRF)I=XC1{(MZ,IRF1)}

XYCI{MZ)I=0D,0

XYS(MZ)=0,0

D 139 IH=1,KCE

IH1=IRF~-IH+1

XYS(MZ)=XYS(MZ)-XS{(MZ,IH1)*HH1(IH)

XYS(MZI=XYS(MZ)-XS1{(MZ,IHI)*HHZ({H)

XYS(MZ)=XYS(MZ)-X8Z2(MZ ,TH1)¥HHI(IH)

XYCTAMZI=XYZ(MZ) - X (MZ , THL ) ¥HH1 (TH)

XYIT(MZy=XYO(MZY-XZ1{(MZ,IH1)*HHZ (IH)

139 XYCAMZ p=XYCAMZ)~RC2(MZ ,IH1) ¥HHZ (I H)

c

[ SUUARING IS CARRIED QUT BY THIS FORMULA
= COS{Z2X)=CRs*® (X)) -SIN*¥*(X)

C

XY (MZi=XYC(MZ)Y*¥2-XYS (ML) #*2

)

HARD LIMITER

(]

IF(XY(MZ),L.T.0,0) THEN

IZ11(MZ,IRF)=-1

El_SE

IZ11(MZ,IRF)=1

ENDIF

IZ12MMmMZ,IRFI=12131(MZ,IRF1)

IZ1Z3{(MZ,IRFY=IZ12{(MZ,IRF1)

XZA(MZ,IRFI=0,0

DO 179 IH=1,KC2

TH1=IRF-TIH+1

XZIA(MZ ,IRFI=XZA(MZ ,IRFI+6  20E-C*1 211 (MZ,IHL1)*HF1(IH)

XZA(MZ , [IRFI=XZA(MZ,IRF ) +& ,23E-2*IZ12(MZ,IHL)*HFZ(IH}
179 XZA(MZ ,IRF)=XZA(MZ,IRF}+&6 25E-Z¥IZ13(MZ ,IH1)¥HF3(IH)

XIB(MZ ,IRFI=SXZA(MZ,IRF1)

XZC(MZ ,IRF)=XZR(MZ,IRF1)

FREQUENCY DIVIDING RY 2

IF(XZAMZ,IRF) ,LT,0,0) THEN
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1Z1(MZ)=-1
ELSE
1Z1(MZ)=1
ENDIF
IDZ(MZ)=IZ1(MZ)-I1Z0(MZ)
IF(IDZ(MZ) ,EQ, 2) THEN
I122(MZ,IRF)=-1Z2(MZ,IRF~1)
ELSE
1Z2(MZ,IRF)=I1Z2(MZ,IRF-1)
ENDIF
IZ2(MZ,IRF)=IZ2(MZ,IRF)*_OBS(MZ)
I1ZZ1(MZ,IRF)=122(MZ,IRF1)
I1Z22(MZ,IRFI=IZ21(MZ,IRF1)
TX1(MZ,IRF)I=0,0
DO 189 IH=1,KC2
IHI=IRF-1H+1
TX1(MZ,IRFI=TX1(MZ,IRF)+0,09%I1Z2(MZ,IH1)*HH1 (IH)
TX1(MZ,IRFI=TX1{MZ,IRF)+0,09*1Z21(MZ, ITHL ) *HHZ (IH}
TX1(MZ,IRF)I=TX1(MZ,IRF)I+0,09*I Z22(MZ, IH1 ) *HHI (IH)
TX1(MZ,IRF)=TX1(MZ,IRF)*XX3(MZ,IRF-14)
TXZ(MZ,IRF)=TX1(MZ,IRF1)
TXZ{MZ, IRFI=TX2(MZ,IRF1)
ARA(MZ ) =0, 0
D} 199 IH=1,KCZ
IH1=IRF-~IH+1
AAA(MZ ) =ARA(MZ ) +6 , 2SE-2%TX1(MZ, TH1)*HF1 (IH)
ARA(MZ ) =AAA(MZ ) +6 , 2SE-2*TX2(MZ , TH1 ) *HF2 (I H)
ARA(MZ ) =ARA(MZ ) +6 , 2SE-2*TXI(MZ, IH1) ¥HFI(IH)
CONT I NUE -
JIR1, JIRZ
IZO(1)=I1Z1(1)
IZO2)Y=IZ1(2)

DEMODULATIGN AND TIME INTEGRAL

RS1=RS1+AAA (1) *¥DSCLO
RSZ=RSZ+ARA(Z) *0SCLI
T=T+DT

FAHSE OBSERVATION LOGIC

RERS=AES (RS1)-ABS (R52)
RRSS=RS1*RS2

IF(RRSS) 211,211,214
1F(RSRS) 212,213,213
IRS1I=IRS1+1

IRSZ2=0

GO TR 215
IRS1=0
IRSZ=IRSZ2+1
GO T 215
IRS1=0
IRS2=0

GO T 218
CUONTI NMUE

IF(IRS1,EQ,S) IZ22(1,KC3Z)y=-12Z2(1,KC3)
IF(IRSZ,EQ,3) IZ2(2,KOS)=-122(2,KC3)
IF(ORS(1) ,LT,0,0) THEN

LOBS(1)=~-1

ELEE
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LOES(1)=1

ENDIF

IF(2BS(2) ,LT,0,0) THEN
LOBsS(2)=-1

El.SE

LOES(2)=1

ENDIF

COMEBINING AND THRESHOLD DETECTION

RS=Q,5*(RS1+RS2)
IF(RS,LT,O,O0)THEN
I1SE=1

ELSE

I1SB=~1

ENDIF
IS(I1)=18R*IsSE1
ISRI=ISR

ITUN=T CIOUN+

ERRORES CALZULATION

ISSA=IS(I1)-IS5(I1-22
IF(ISSANE,O) TE=IE+]

STORE THE REQUIRED INFORMATION TO INITIALIZE THE NEXT
BLICK DF DATA

THRQZ=DTHD

Q1oL )=Q1¢1)
DIQ{2)=Q1{(2)
RZRC1y=032(1}

Q2N =RQR212)

Do 250 MI=1,2

Do 229 IG=1,WCZ
IG1=HCEZ-1G+1

1G2=1G1-KC3E
I1Z11(MZ,1G2)=1211(M2Z2,IG1)
I1Z12(MZ2,IG2)=1Z212(MZ,I1G1)
1Z13(MZ,IG2)=12Z13(MZ,151)
IZ22(MZ,IG2)=IZ2(MZ,1G1)
1221 (MZ,IG2)=1Z21{(MZ,I1G1)
I1222(MZ,IG2Yy=1Z222(MZ,IG1)
XKIAMML,IG2)Y=XZA{MZ,IG1}
XZB(MZ ,IG2)=XZB(MZ,IG1}
RIC(ML ,IG2)=XZZ(ML, 1[Gl
TXI(MZ ,ICE)=TX1{(MZ,IG1)
TX2(MZ ,IG2)=TX2(MZ,1G1)
TRSIMZ ,,IGE2)=TXI(ML,T1G1)
CVIMZ,IG2y=CV(MZ,IG1)
CVI(MZ  TGE2Y=CV1I(MZ, 1G1)
CV2(MZ ,IGEy=CVaMZ,IGL)
XKOMMZ,IGE)y=XT(MZ,IGL1)
XCL(MZ,IG2y=XZ1(MZ,I1G1)
AC2(MZ,IGE2)=XZ2(MZ,IG1)
XS(MZ ,IG2)=XS(ML,IG1)
XS1(MZ,IGZ2)=X81(MZ2,IG1)
XSR(MZ,IG2)y=X32(MZ,IG1)
XAX4{MZ ,IG2)=XX4(MZ,1:1)
XAS(MZ,IG2 y=%¥X3(MZ2,I[G1)
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XX(MZ,IG2)=xX(MZ,IG1)

XX1(MZ,IG2)=XX1(MZ,IG1)
229 XX2(MZ,I1G2)=XX2(MZ,IG1)
230 CONTINUE

Do 240 J55=1,3

JSS1=KT1-J55+1

J582=J851 -1

ISS(JSE82)=I85(J551)

IS(ISS2)=IS5(J551)

D 240 MZI=1,2

UiMZ, IS82r=U(MZ,JI5S51)
240 . CONTINUE

DO 300 MZ=1,2

Do 295 JH=1,2

JK1=JK=-2

QWL (MZ, JK1)=0W1 (MZ, JH)
QW1Z(MZ, K1) =W12(MZ, JK)
QW11 (MZ, J1)=QWLL(MZ, JH)
QW2 (MZ, TR =QWE(MZ, JH)
QW21 (MZ, JK1)=0QuW21 (MZ, JK)
QWZE(MZ, JK1) =QW22(MZ, JK)
RAY1(MZ,JK1)=RAY1(MZ,JH)

299 RAY2(MZ, JK1)=RAYZ2{(MZ, JK) ‘
T00 IZONT I NUE
[

ER=FLOAT(IEY /FLOAT (T COHUND
SN=10Q, 0% IGLO(TSF/TNF}

400 WRITE (1,500) ER,IE,SN,(L+1)/2
STCF

420 FORMAT(1H ,&6(I3,4%X))

440 FORMAT(1X,? TX=' ,14,6%,'RX=* ,14,6X,? 1= ,13,6X, ' RS1=’ ,F10,5,

,6%, RSZ=* ,F10,5) _
2460 FORMAT(1X,? Sil=' ,13,6X,* C2=' ,13,6X,! TS1=' ,F10,5,6X,* T82=* ,F10,5,4

[ y P XYE=! ,F10,53)
500 FORMAT (1X,’ ERROR RATE? , 29X, ERROGR COUNTER? ,4X, * SNR-DE? )
HO0 FORMAT(1X,F10,8,2X,146,11X,F10,5,4X,12)

END

BHEHT
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