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Abstract

Due to introduction of smart phones with data intensive multimedia and
interactive applications and exponential growth of wireless devices, there is
a shortage for useful radio spectrum. Even though the spectrum has become
crowded, many spectrum occupancy measurements indicate that most of the
allocated spectrum is underutilised. Hence radically new approaches in terms
of allocation of wireless resources are required for better utilization of radio
spectrum.

This has motivated the concept of opportunistic spectrum sharing or
the so-called cognitive radio technology that has great potential to improve
spectrum utilization. The cognitive radio technology allows an opportunistic
user namely the secondary user to access the spectrum of the licensed user
(known as primary user) provided that the secondary transmission does not
harmfully affect the primary user. This is possible with the introduction
of advanced resource allocation techniques together with the use of wireless
relays and spatial diversity techniques.

In this thesis, various mathematical optimization techniques have been
developed for the efficient use of radio spectrum within the context of spec-
trum sharing networks. In particular, optimal power allocation techniques
and centralised and distributed beamforming techniques have been devel-
oped. Initially, an optimization technique for subcarrier and power alloca-
tion has been proposed for an Orthogonal Frequency Division Multiple Ac-
cess (OFDMA) based secondary wireless network in the presence of multiple
primary users. The solution is based on integer linear programming with
multiple interference leakage and transmission power constraints. In order
to enhance the spectrum efficiency further, the work has been extended to
allow multiple secondary users to occupy the same frequency band under a
multiple-input and multiple-output (MIMO) framework. A sum rate maxi-
mization technique based on uplink-downlink duality and dirty paper coding
has been developed for the MIMO based OFDMA network. The work has
also been extended to handle fading scenarios based on maximization of er-
godic capacity. The optimization techniques for MIMO network has been
extended to a spectrum sharing network with relays. This has the advan-
tage of extending the coverage of the secondary network and assisting the
primary network in return for the use of the primary spectrum. Finally, in-
stead of considering interference mitigation, the recently emerged concept of
interference alignment has been used for the resource allocation in spectrum
sharing networks. The performances of all these new algorithms have been
demonstrated using MATLAB based simulation studies.
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Statement of Originality

The contributions of this thesis are mainly on the development of various

resource allocation and spatial multiplexing techniques for spectrum sharing

networks. The following aspects of this thesis are believed to be originals:

• Resource allocation and admission control techniques were proposed

for an Orthogonal Frequency Division Multiple Access (OFDMA)-

based cognitive radio network in Chapter 3. In particular, an inte-

ger linear programming based optimization technique was proposed

to optimally allocate subcarriers, power and bits to secondary users

while satisfying the data rate and bit error rate (BER) requirements

for each secondary user [5]. Furthermore, to solve a problem where the

number of users seeking access to the network exceeds the available

resources, a suboptimal optimization algorithm based on integer pro-

gramming was proposed to admit as many secondary users as possible

while allocating subcarriers and bits to each admitted user in such

a way that the interference leakage to the primary users is below a

specific threshold [7].

• A weighted sum rate maximization and rate balancing techniques

have been proposed for Multiple-Input and Multiple-Output Orthogo-

nal Frequency Division Multiplexing (MIMO-OFDM) based spectrum

sharing broadcast channels [1]. This problem has been solved by con-

verting the MIMO-OFDM channel into block diagonal form and us-

ing the principle of broadcast channel - multiple access channel (BC-

MAC) duality. In addition, the sum rate maximization problem was

also solved for spectrum sharing MIMO BC under Rayleigh fading

environment using multiple auxiliary variables, Karush-Kuhn-Tucker

(KKT) optimality conditions and BC-MAC duality [11]. The work

has also been extended to consider rate balancing in spectrum sharing
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MIMO based wireless relay network [10].

• Beamforming and power control for an overlay cognitive radio network

has been proposed using second order cone programming in [2].

• In Chapter 6, interference alignment algorithms have been proposed

for a multi-cell multi-user MIMO Gaussian interfering broadcast chan-

nels (MIMO-IFBC) [3]. A grouping method already known in the

literature has been extended to a multiple-cells scenario to jointly de-

sign transmit and receiver beamforming vectors using a closed-form

expression. A new approach using the principle of BC-MAC duality

has been proposed to perform interference alignment while maximiz-

ing capacity of users in each cell. To further enhance the performance,

a MIMO cognitive radio network with a MIMO relay that opportunis-

tically accesses the same frequency band as that of a MIMO primary

network has been proposed in [4].
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Chapter 1

INTRODUCTION

1.1 Evolution of Wireless Communication Systems

Due to fast development of smart phones and associated multimedia and

interactive applications, wireless communication systems have been experi-

encing an explosive growth. The cellular wireless communication system and

wireless local area network (WLAN) is the most successful wireless applica-

tion, nowadays, which is also an important element for globally ubiquitous

wireless connections. In the 90s, wired local area network (LAN) was the

dominated technology worldwide. However, at the end of 90s, the idea of

wireless LAN came up and acted as an attractive technology to expend the

wired LAN system. The major advantage of this technology is that the

users do not need to connect to the network using cables thus it improves

the flexibility of the systems.

The first WLAN standard was approved by the Institute of Electrical and

Electronic Engineering (IEEE) 802.11 group [2]. After that, IEEE 802.11 has

proposed two new standards 802.11a [3] and 802.11b [4] in order to satisfy

the demand for high data throughput on limited channel bandwidth. Nowa-

days, WLANs (802.11a/g/n) are being utilized everywhere such as offices,

universities and homes as they are of low cost and easy access.

The mobile wireless communication standards evolve rapidly. Based on

analogue technologies, the first generation (1G) of mobile systems were de-

veloped in the 1980s. These first generation (1G) networks relied on analog

1



Section 1.1. Evolution of Wireless Communication Systems 2

Frequency Modulation (FM), where each user was assigned a separate down-

link and uplink FM channel. This method of disjoint frequency sharing is

called Frequency Division Multiple Access (FDMA) with Frequency Division

Duplexing (FDD). However, due to the low quality of analogue systems, dig-

ital technologies based on second generation system were introduced.

Due to the capacity limitation of 1G cellular systems, these were phased

out by the second generation (2G) cellular systems in the early 1990s. There

are three major 2G standards, Interim Standard (IS)-95, IS-136 in the United

States, and Global System for Mobile (GSM) in Europe. The most widely

used 2G standard in the world today, with more than 4.4 billion subscribers,

is GSM. Unlike 1G cellular system that relied exclusively on FDMA/FDD

and analog FM, 2G standards use digital modulation formats and time di-

vision multiple access (TDMA)- FDD (TDMA/FDD) technique. The en-

hanced versions of 2G GSM standards with higher data-rate are known as

General Packet Radio Service (GPRS) and Enhanced Data rates for GSM

Evolution (EDGE) for GSM [5]. These improved 2G cellular systems are

usually referred to as 2.5G systems [6].

The increasing demands of multimedia introduced the development of

the third generation mobile technology (3G), which is based on three dif-

ferent access technologies. The major technology of 3G standards include

Wideband Code Division Multiple Access (W-CDMA), Time Division - Syn-

chronous Code Division Multiple Access (TD-SCDMA), Digital Enhanced

Cordless Telecommunication (DECT), CDMA2000 including CDMA2000

1x, CDMA2000 3x, CDMA2000 Evolution-Data Optimised (EV-DO) and

CDMA2000 Evolution-Data/Voice (EV-DV) [7].

However, as the data throughput of the 3G system is unable to meet

the ever increasing requirements in terms of high data rate multimedia ap-

plications, beyond 3G (B3G) and fourth generation (4G) standards were

proposed. The major candidates are Third Generation Partnership Project
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(3GPP) covering GSM and W-CDMA specifications [8], Third Generation

Partnership Project 2 (3GPP2) exploiting CDMA2000 specifications [9] and

the Worldwide Interpretability for Microwave Access (WiMAX) forum de-

veloped from IEEE 802.16 standard [10]. By adding multiple antennas at

both the transmitters and the receivers, Long Term Evolution (LTE) [11] is

being designed to provide improved spectral efficiency and capacity without

significantly increasing the operating costs.

By utilizing multiple antennas at both the transmitter and the receiver,

Multiple-Input and Multiple-Output (MIMO) architecture was introduced

to provide spatial diversity gain and to increase the reliability of the wireless

links. The potential to dynamically form arrays of antennas by aggregating

those on several distinct users offers the possibility of significantly increasing

the flexibility and availability of MIMO technology, without needing complex

radio frequency hardware to manage large numbers of antennas on individual

units.

Multi-carrier modulation techniques are an attractive solution for pro-

viding high data throughput. The basic idea of multi-carrier modulation is

to devide the whole channel bandwidth into a number of smaller subbands.

The data stream modulated on each sub-band is facing narrowband thus

improving the system’s performance [10]. However, how to separate the

data stream modulated on each of the sub-carrier is one of the major prob-

lems. Orthogonal Frequency Division Multiplexing (OFDM) is therefore an

attractive multi-carrier modulation technology used nowadays. Orthogonal

Frequency Division Multiple Access (OFDMA) is a multiple access scheme

based on OFDM. The basic idea of OFDMA is to allocate different num-

ber of subchannels to different users in order to support different quality

of service (QoS) for several users [12]. OFDMA was assumed in the Long

Term Evolution of the Third Generation Partnership Project. Several ex-

isting specifications have chosen MIMO-OFDM(A) based air-interfaces, for
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example WiMAX based on IEEE 802.16e standard [13] and 3GPP LTE [8].

The technology development in wireless communication throughout the

generations has boosted the growth of wireless applications. However, the

limited availability of spectrum resources has brought the necessity of ef-

ficient spectrum utilization in wireless communications [14]. Traditionally,

frequency bands are divided into various sub-bands and each sub-band is

licensed to operators by spectrum regulatory bodies (i.e., by OFCOM in

United Kingdom). The continuous growth in wireless applications have

caused spectrum crisis and saturation in the frequency allocation table.

Hence, spectrum shortage has become one of the key issues in spectrum al-

location. On the other hand, different spectrum measurements showed that

most of the time the licensed frequency bands are under-utilized [14, 15].

This motivates the concept of cognitive radio technology that has great ca-

pabilities to improve spectrum utilization. Hence, the focus of this thesis

is on various spectrum efficient resource allocation techniques for wireless

network that incorporate MIMO, OFDMA and cognitive radio technologies.

1.2 Motivation for Spectrum Sharing Cognitive Radio Networks

According to the studies by the Federal Communication Commission (FCC),

the usage of the allocated spectrum is under-utilized [14]. This report indi-

cates that the spectrum resources allocation policy may be inefficient. Cog-

nitive Radio (CR) [16] is a promising technology which is capable of solving

the inefficient spectrum usage problem. The idea of cognitive radio is to

allow secondary user (SU, also known as unlicensed user) in the network

to share the spectrum resources which are allocated to some primary users

(PU, also known as licensed user). The spectrum can be accessed by sec-

ondary users when it is not being used by the primary users. The spectrum

slots that are not being used are called as spectrum holes as shown in Fig.
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1.1. Spectrum holes represent the potential opportunities for non-interfering

(safe) use of spectrum and can be considered as multidimensional regions

within frequency, time, and space. The spectrum utilization efficiency could

Figure 1.1. A conceptual illustration of spectrum utilization over time
and frequency. Within a certain geographical region and at a certain
time, some frequency bands are not used by legacy systems.

be greatly improved by using this technology. As a result, cognitive radio

has been an interesting research topic recently. Sharing the licensed spec-

trum by secondary users improves the overall spectrum utilization and at

the same time the transmission power of secondary user causes interference

to primary user. Therefore, secondary user network should be designed in

a way to allocate its radio resources to satisfy its own QoS requirements

while ensuring that the interference caused to the primary users is below

the predefined threshold level. The main functions of a cognitive radio net-

work (CRN) are spectrum sensing and exploitation of available spectrum

by adjusting the transmission parameters such as frequency allocation and

transmission power.

In order to use the licensed spectrum, cognitive radio networks should

detect the under-utilized licensed frequency bands. The performance of the

detection schemes is mainly affected by channel fading and shadowing. There

are difficulties in differentiating the attenuated primary signal from a white

noise spectrum. This spectrum sensing problem has been widely studied

and different spectrum sensing schemes have been proposed to improve the
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detection performance [17, 18]. Spectrum detection techniques can be clas-

sified based on the type of detection techniques employed at the receiver:

energy detection [19], coherent detection [20] and cyclostationary feature

detection [21]. Energy detection is optimal when the information on the pri-

mary signal is limited. Coherent detection can be efficiently employed when

the primary pilot signal is known, whereas a cyclostationary detector has

the potential to distinguish the primary signal energy from the local noise

energy.

There are three fundamental operational modes of the cognitive radio

network, namely, interweave, overlay, and underlay [22]. Interweave method

is known as an opportunistic spectrum access (OSA) method, whereby the

secondary user transmits over the spectrum which is originally allocated to

a primary user when the primary user transmission is detected to be off, as

shown in Fig. 1.2. The overlay and the underlay methods allow the cogni-

FrequencyPower Time slot 1
FrequencyPower Time slot 2

Figure 1.2. Interweave spectrum scheme. Green and red represent
the spectrum occupied by the primary users and secondary users re-
spectively.

tive radio to operate simultaneously with the primary user. Overlay method
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is based on the cognitive relay idea presented in [23], the secondary users

coexist with primary users and use part of the transmission power to relay

the primary users’ signals to the primary receiver. This assistance will offset

the interference caused by the secondary user transmissions at the primary

users’ receiver. Hence, there is no loss in primary users’ signal-to-noise ratio

by secondary users spectrum access. The underlay method regulates the

interference power level at the secondary user receiver introduced by the

primary user transmission to be below a predefined threshold which is also

known as interference temperature [24] as shown in Fig. 1.3.

In the interweave approach, identifying spectrum holes in the absence

FrequencyPower
FrequencyPower

Time slot 1
Time slot 2

Figure 1.3. Underlay spectrum paradigm. Green and red represent
the spectrum occupied by the primary users and the secondary users
respectively.

of cooperation between primary and secondary networks is very challenging.

For example, a secondary transmitter could be in the shadow region of the

primary transmitter which will falsely indicate (to the secondary transmit-

ter) availability of spectrum. The secondary transmission based on this false

indication may harm the primary receivers. This hidden terminal problem
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is deemed to be very challenging and a limiting factor for the employment

of interweave cognitive radio networks. Hence, the underlay scheme and the

overlay scheme seem more realistic and easy to implement compared to the

other schemes. The resource allocation techniques for underlay and overlay

cognitive network is the main focus of this thesis.

1.3 Thesis Outline

In wireless communications, adaptive resource allocation and spatial mul-

tiplexing techniques significantly enhance the spectrum utilization. The

techniques developed for conventional wireless networks cannot be directly

applied to a cognitive radio network due to the additional interference con-

straints on the primary users. Hence the work in this thesis mainly focuses

on the resource allocation and spatial multiplexing techniques for cognitive

radio networks using various mathematical optimization techniques.

The Chapter 2 provides a survey on resource allocation and spatial mul-

tiplexing techniques used in conventional wireless networks. Initially, static

and adaptive resource allocation techniques for wireless networks are intro-

duced and different types of adaptive resource allocation techniques followed

by resource allocation using multiple antennas techniques such as beamform-

ing and spatial multiplexing are discussed briefly. Following on from this,

the capacity of a single-user wireless channel is studied where the transmit-

ter and/or receiver have a single antenna. Capacity of a single-user system

where the transmitter and the receiver have multiple antennas as well as

the capacity of a multiuser network are also summarized. Finally, an in-

terference alignment (IA) technique is introduced as an efficient multiuser

capacity achieving scheme at high signal to noise ratio (SNR) regime.

The novel contributions of this thesis are provided in Chapters 3, 4, 5

and 6. Resource allocation techniques for OFDMA based cognitive radio
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networks are introduced in Chapter 3. Resource allocation problem is first

considered for an OFDMA-based cognitive radio network. This problem can

be formulated within an integer linear programming framework and solved

using branch and bound method. The solution to this problem optimally

allocates the subcarriers, power and bits to secondary users while satisfying

the data rate and bit error rate requirements for each secondary user. It

ensures that the interference leakage to the primary users is always less than

a specific threshold. Admission control for an OFDMA based cognitive radio

network is then studied in Chapter 3. A suboptimal optimization algorithm

based on integer programming is proposed to admit as many secondary users

as possible in the network while allocating subcarriers and bits to each ad-

mitted user in such a way that the interference leakage to primary users is

below a specific threshold.

Chapter 4 studied the capacity optimization problems for spectrum shar-

ing networks. A weighted sum rate maximization and rate balancing prob-

lems have been investigated first for spectrum sharing MIMO OFDM based

broadcast channels. This problem has been solved by converting the MIMO

OFDM channel into block diagonal form and using the principle of MAC-BC

duality. Then a sum rate maximization problem for spectrum sharing MIMO

broadcast channels under Rayleigh fading has been studied. In contrast to

previous problem on MIMO CR networks, fading channels are assumed and

the ergodic capacity region has been studied. Based on the multiple auxiliary

variables, the Karush-Kuhn-Tucker optimality conditions and the broadcast

channel-multiple access channel (BC-MAC) duality, an iterative algorithm

has been developed to solve the equivalent problem using a Lagrangian for-

mulation and it is shown that the proposed algorithm converges to the setting

as defined by the optimization problem, i.e., the interference and the power

limits are met whilst maximizing the sum capacity. Finally, a weighted sum

rate maximization and rate balancing problem has been proposed for a spec-
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trum sharing MIMO based wireless relay network. The aim is to maximize

the sum rate of the wireless relay network whilst ensuring the interference

leakage to the primary user terminals during two time slots are below a spe-

cific value. This problem is solved by asymmetrically allocating the power

to different time slots and using the principle of MAC-BC duality.

Chapter 3 and 4 focus on underlay cognitive radio network where the

secondary users ensure that interference leakage to the primary users is be-

low an acceptable level. However, in the overlay cognitive radio network,

the secondary users coexist with primary users and use part of the transmis-

sion power to relay the primary users’ signals to the primary receiver. This

assistance will offset the interference caused by the secondary user trans-

missions at the primary users’ receiver and hence no loss in primary users’

signal-to-noise ratio by secondary users spectrum access. Chapter 5 focuses

on beamforming and power control for an overlay cognitive radio network.

Co-existence of a secondary network with a primary network under an over-

lay framework has been considered. The secondary network serves multiple

users in the same frequency band as of the primary network, however, in

order to compensate the interference leakage to the primary user terminals,

the secondary network acts as a relay to forward the primary user signals.

The interference and noise level at the primary terminals during various

time slots are different, therefore, the primary network needs to allocate

resources asymmetrically during various time slots for the optimal perfor-

mance. Hence, a joint spatial and temporal resource allocation technique

has been proposed to enhance the overall system power saving while sat-

isfying the data rate or the signal to interference plus noise ratio (SINR)

requirement of the primary and the secondary users.

Interference mitigation techniques have become an important part of

wireless network design. Interference alignment (IA) technique has been

proposed recently as an efficient capacity achieving scheme at high SNR
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regime. Interference alignment techniques are studied for various spectrum

sharing networks in Chapter 6. Interference alignment algorithms are first

proposed for a multi-cell MIMO Gaussian interfering broadcast channels. A

grouping method already known in the literature has been extended to this

multiple-cells scenario and transmit and receiver beamforming vectors are

jointly designed using a closed-form expression without iterative computa-

tion. Based on the grouping method, a new approach using the principle of

MAC-BC duality is proposed to perform interference alignment while maxi-

mizing capacity of users in each cell. The proposed approach has been shown

to outperform the extension of the grouping method in terms of capacity and

basestation complexity. A MIMO cognitive radio network with a MIMO re-

lay that opportunistically accesses the same frequency band as that of a

MIMO primary network is then considered. In particular both interference

cancelation and interference alignment techniques have been investigated to

enhance the achievable degrees of freedom for the MIMO cognitive radio

network. The degrees of freedom obtained by the cognitive radio network

in the presence of a MIMO relay has been shown to be higher than that

could be obtained without a relay. The analyses considered both sufficient

and insufficient number of antennas at the relay in terms of the ability to

separate and decode both the primary and secondary transmitted signals.

Conclusions are drawn in Chapter 7. A brief summary is also provided

and potential future directions are identified.



Chapter 2

RESOURCE ALLOCATION

AND SPATIAL

MULTIPLEXING

TECHNIQUES FOR

WIRELESS

COMMUNICATION SYSTEM

2.1 Introduction

The exponential growth of wireless communication systems opened up new

challenges in the network design. One of the major challenges faced by wire-

less communication systems is the increasing demand for spectral resources

created by high data rate services such as rich multimedia and interactive

services. Designing wireless communication systems with high spectrum ef-

ficiency and utilization is one of the most important research objectives.

In the wireless communications, various resource allocation techniques have

been proposed to utilize the wireless scare resources efficiently. These tech-

12
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niques involve strategies and algorithms for controlling transmission power,

frequency allocation, modulation scheme and error coding. The main objec-

tive of the resource allocation scheme is to make the best use of the scarce

radio resources to increase spectrum efficiency as much as possible [25].

Multi-carrier modulation techniques are an attractive solution for provid-

ing higher data throughput on limited bandwidth channels. The basic idea

of multi-carrier modulation is to divide the wide band channel into multiple

narrow band subchannels. Hence, the frequency selective wide band channel

is converted into frequency non-selective multiple subchannels, which means

the data stream modulated on each sub-band is facing narrowband thus

improving the system’s performance.

Multi-antenna techniques can be used in wireless systems to achieve

higher spectral efficiency in terms of higher throughput, more users per

cell and improved coverage [26]. This spectral efficiency can be achieved

by deploying multiple antennas at the transmitter and/or at the receiver.

However, for the cognitive radio network, in addition to the data rate con-

sideration, the interference at the receiving points of the primary network

should be maintained below a target value. Hence, resource allocation in cog-

nitive radio network should control the interference to primary user. One of

the promising approaches to mitigate interference is antenna array process-

ing technique such as beamforming techniques. Beamforming is a general

signal processing technique used in the physical layer of a communication

channel to control the directionality of the transmission or the reception of

a signal using an array of antennas. Beamforming takes advantage of inter-

ference to change the directionality of the array thus improves the system’s

performance.

Interference mitigation techniques have become an important part of

wireless network design. An interference alignment (IA) technique has been

proposed recently in [27] as an efficient multiuser capacity achieving scheme
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in a high signal to noise ratio (SNR) regime. The fundamental concept of IA

is to align all interference signals in a particular subspace at each receiver so

that an interference-free orthogonal subspace can be solely allocated for data

transmission. Since the work of [27], IA techniques have attracted significant

interests and various algorithms have been proposed and analyzed, for exam-

ple, multiple-input multiple-output (MIMO) interference network [28,29], X

network [30], and cellular network [31,32].

In this chapter, multi-carrier modulation techniques as well as multi-

antenna techniques for general wireless communication system are intro-

duced. It is followed by beamforming techniques, including receiver beam-

forming techniques and transmitter beamforming techniques. Spatial multi-

plexing techniques are introduced to further improve the system performance

against fading. The capacity of a single-user wireless channel is studied where

the transmitter and/or receiver have a single antenna. Capacity of a single-

user system where the transmitter and the receiver have multiple antennas

as well as the capacity of a multiuser system are also treated. The duality

of Gaussian multiple-access and broadcast channels are introduced for the

wireless communication system. Finally, interference alignment techniques

and the related research literatures are reviewed.

2.2 Multi-carrier Modulation Technology

Figure 2.1. Multicarrier modulations

Multi-carrier modulation technique is an attractive solution for provid-
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ing high data throughput for band limited channels, as shown in Fig. 2.1.

The basic idea of multi-carrier modulation is to divide the whole channel

bandwidths into a number of smaller sub-bandwidth. The data stream mod-

ulated on each sub-band is facing narrowband thus improving the system’s

performance [23]. However, how to separate the data stream modulated on

each of the sub-carrier is one of the major problems. Orthogonal Frequency

Division Multiplexing (OFDM) is therefore a dominated multi-carrier mod-

ulation technology used nowadays. In an OFDM system the subcarriers

are constrained by the inverse Fast Fourier transform (IFFT) to lie in a

contiguous block with constant spacing. These constraints ensure that the

subcarrier frequencies are orthogonal at the transmitter. This is vital since

it allows the data sent on each subcarrier to be separated mathematically at

the receiver.

2.2.1 Introduction to OFDM

OFDM systems modulate their transmit data onto N frequency parallel sub-

carriers using an IFFT block. The value of N is constrained to a power of

two. The subcarriers are made orthogonal by forcing the frequency spacing

to be the reciprocal of the OFDM symbol period. This ensures that the

carriers are spaced at the Nyquist minimum, which in turn maximises the

bandwidth efficiency. Since the subcarriers are separated in the receiver by

performing mathematically orthogonal operation as shown in 2.2.1. There

is no need for guard frequencies between the subcarriers. As shown in Fig.

2.2, the orthogonal subcarriers actually overlap.

∫ T

0
cos(2πfnt) cos(2πfkt)dt = 0

 0, For n ̸= k;

R, For n = k.
(2.2.1)

To ensure that the orthogonality of each subcarrier is maintained, an

integer number of cycles in the receive Fast Fourier transform (FFT) win-
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Figure 2.2. Subcarrier orthogonality

dow is required. Individual subcarriers in an OFDM system result in time-

domain tones in the OFDM symbol period when transformed via the IFFT.

As shown in Fig. 2.3, the first subcarrier results in a single cycle across the

time-domain symbol period (the blue curve). The second subcarrier results

in two complete cycles (the red curve). The fourth subcarrier results in four

complete cycles (the green curve). In practice the amplitude and the phase

of each of subcarrier are modulated by a sample taken from the complex

modulation constellation. It should be noted that the vector of complex

constellation symbols is formed in the frequency domain.

As the number of subcarriers N increases, for a fixed bandwidth the

Figure 2.3. Individual sub-carriers in the time-domain post IFFT

subcarrier spacing reduces and the OFDM symbol period increases. This

increased OFDM symbol period (which is N times the equivalent of sin-

gle carrier system) makes the system robust to delay spread. To maintain
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orthogonality in an OFDM system the following relationship is required

1

Ts
= △f, (2.2.2)

where △f represents the sub-carrier spacing and Ts represents the unex-

tended OFDM symbol period. The term unextended here is used for clarity

since later in the report a guard interval is added to each OFDM symbol

to extend its symbol period (it is called the extended symbol period). If an

N-point IFFT is used then the total bandwidth W = N △ f .

Coded OFDM (COFDM) is formed by combining OFDM and forward

error correction (FEC) code in order to further exploit the frequency and

time diversity of the system. It was first employed in the Digital Audio

Broadcasting (DAB) and Digital Video Broadcasting Terrestrial (DVB-T)

standards [23]. Nowadays, 802.11a employs COFDM as its core transmission

technology.

2.2.2 Guard Interval

A guard interval, also known as a cyclic extension or cyclic prefix, is a

simple technique that protects the OFDM time-domain signal from loss of

orthogonality due to channel delay spread. The length of the required guard

interval must be sufficient to cover all of the significant delay taps. In practice

the Guard Interval is often set at around twice the delay spread to provide

an additional margin for symbol timing error in the receiver. The extended

OFDM symbol is shown in Fig. 2.4

Figure 2.4. Extended OFDM symbol
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2.2.3 Mathematical Transformation

Mathematically, the guard interval is used to convert the linear convolution

of the channel into a perceived cyclic convolution. This is why the process

is known as cyclic extension. After removal of the guard interval, the result-

ing convolution as seen at the receiver appears cyclic. The linear channel

convolution process is shown in the two equations below (Fig. 2.5). In

the left-hand equation an unextended symbol period is used. It is assumed

N = 5 for the simplicity of the illustration. In the right-hand equation the

OFDM symbol has been extended at the transmitter. The last two samples

have been copied and appended at the start of the symbol (the appended

section shown in green). Clearly the actual channel convolution process re-

mains linear. However, after removing the cyclic prefix at the receiver, the

convolution matrix can be rewritten as shown in the lower part of the equa-

tion. The presence of the cyclic prefix results in an upper triangle of new

entries in the channel matrix. Clearly, each row in this matrix can be gen-

erated from a right cyclic shift of the row above. This form of convolution

is perceived as cyclic and is denoted by the channel matrix Hc. It is also

called circulant matrix

Mathematically, it is known that a circulant matrix can be diagonalised

Figure 2.5. Mathematical representation of the channel convolution
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by pre and post multiplying it with unitary matrices that characterize the

inverse discrete Fourier transform (IDFT) and discrete Fourier transform

(DFT). This is described as follows:

△ = U−1HcU = F−1HcF, (2.2.3)

Addition and removal of a cyclic prefix renders the resulting channel ma-

trix circulant. The IFFT(F−1) and FFT(F ) processes represent a unitary

transform pair. Hence, the resulting frequency domain matrix is diago-

nalized, i.e., none of the subcarriers interfere with each other. The above

explains why the process is known as a cyclic extension. The received sig-

nal could be expressed in frequency domain using multiplications instead of

convolution process in time domain, as shown below:

R(f) = Hc(f, t)X(f) +N(f), (2.2.4)

2.2.4 Overview of OFDMA

Earlier OFDM is used as a modulation scheme for wireless systems, where

all the subchannels of OFDM are assigned to a single user at any given time

(i.e., IEEE 802.11a/g). Later TDMA and FDMA has been used with OFDM

in order to support multiple users. As mentioned earlier, this kind of static

resource allocation cannot provide a good performance. The drawback of

this static resource allocation is that multi user diversity is not exploited

(i.e., the fact that the different users has different channel channel gain is

not used). OFDMA has been developed to exploit the multi user diversity

where multiple users are allowed to transmit simultaneously on the different

subchannels per OFDM symbol. Since the probability that all users expe-

rience worst channel gain in a particular subchannel is typically quite low.

Hence, adaptive resource allocation algorithms can be developed in order to
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Figure 2.6. Primary users’ active frequency bands, spectrum holes
and cognitive radio network OFDM subchannels.

assure that subchannel is assigned to a user who has higher channel gain on

that subchannel compared to other users.

2.2.5 Related Works on Resource Allocation for OFDMA Based

Wireless Network

Adaptive resource allocation techniques allocate radio resources to various

users according to users channel gain and QoS requirements. The prob-

lem of assigning the subchannels and transmission power to different users

in an OFDMA system has been intensively studied over the past decade

(i.e., [33–38] and references therein). All of these studies can be divided

into two categories namely Margin Adaptive (MA) and Rate Adaptive (RA)

resource allocation problems [33–35]. The objective of the MA problem is to

minimize the total transmission power subject to users’ individual data rate

constraint, Bit Error Rate (BER) requirements while the objective of the RA

is to maximize system data throughput subject to a total transmission power

constraint. However, the conventional resource allocation techniques cannot

trivially be extended to cognitive radio networks due to the additional inter-

ference constraints imposed by primary users. Hence, in literature, various

resource allocation techniques have been used to allocate radio resources to

secondary users while maintaining the interference leakage to the primary

users is below the threshold. In this section, various algorithms proposed

for cognitive radio networks based on OFDMA technique and/or multiple
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antennas technique are reviewed.

The OFDMA has been recognized as one of the best candidates for the

resource allocation in cognitive radio networks because of its natural ability

to utilize different portions of the spectrum [15]. In [39–42], resource allo-

cation techniques have been studied for an OFDMA based cognitive radio

networks. In [39], power is allocated to each subchannel, by considering the

received interference as a fairness metric. This problem has been solved us-

ing Lagrangian dual function. On the other hand, adaptive power loading

has been investigated for OFDM-based cognitive radio network in [40]. This

scheme is developed based on a non-integer Lagrangian formulation. How-

ever, power allocation problem together with subchannel allocation problem

will not provide a closed-form solution [33]. Hence, joint subchannel, trans-

mission power and data bit allocation problem for OFDMA based cognitive

radio network is studied in [43]. Due to high computational complexity of

determining optimal solution for OFDMA based resource allocation prob-

lems, low complexity algorithms have been proposed in [41, 42]. The work

in [41, 42] consider a single user cognitive radio network and maximizes the

cognitive radio network throughput by allocating data bits to various sub-

channels.

2.3 Beamforming Techniques

Beamforming is a general signal processing technique used in the physi-

cal layer of a communication channel to control the directionality of the

transmission or the reception of a signal using an array of antennas [44].

Beamforming takes advantage of interference to change the directionality of

the array. When transmitting, a beamformer controls the amplitude and

the relative phase of the signal at each transmitter, in order to create a

constructive radiation pattern and destructive interference in the wavefront.
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When receiving, the signals from different antennas are combined in such

a way that the expected pattern of radiation is preferentially observed. In

the following subsection, receiver beamforming techniques and transmitter

beamforming techniques are introduced.

2.3.1 Receiver Beamforming Techniques

In the receiver beamforming design, the objective is to estimate the desired

signal in the presence of noise and interference. A narrowband beamformer

is depicted in Figure 2.7. The beamformer output can be written asX
∑

X
X

1( )r n

2 ( )r n

( )Mr n

( )y n

1w∗

2w∗

Mw∗

Figure 2.7. A narrowband beamformer

y(n) = wHr(n), (2.3.1)

where n is the time index, r(n) = [r1(n) r2(n) · · · rM (n)]T is theM×1 vector

of array observations and w = [w1 w2 · · · wk]
T is the complex beamforming

weight vector. The array observation vector is given by

r(n) = d(n) + i(n) + η(n), (2.3.2)

where d(n), i(n) and η(n) are the desired signal, interference and receiver

noise respectively. If the desired signal is a far field point source and has a
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time-invariant wavefront, then it can be written as

d(n) = s(n)as(θ), (2.3.3)

where s(n) is the source signal and as(θ) is an M × 1 steering vector in the

direction of θ or the channel response between the transmitter and the array

of antennas.

The beamforming design can be classified into two categories, namely,

data independent beamformer, and statistically optimum beamformer [44].

In the data independent beamformer design, the beamforming weight vector

is obtained independent of array observations to present a specific response

for all signal and interference scenarios. The beamforming weight vector in

statistically optimum design is chosen based on the statistics of the array

observations to optimize the array response.

2.3.2 Transmitter Beamforming Techniques

Beamforming at the transmitter (downlink beamformer) is substantially dif-

ferent in several aspects than that at the receiver. In the latter, the design

will only determine the performance of a specific user whereas the transmit

beamformer will affect not only the desired user but also all the users in

the coverage area. Hence the downlink beamforming design should ideally

take into consideration the system level performance, i.e. all the users in the

reception area rather than a specific user. Another fundamental difference

is the channel knowledge. For the receiver beamformer design, the receiver

could estimate the channel coefficients using the training signal. For trans-

mitter beamformer design, the channel knowledge could be made available

to the transmitter by sending the estimates of the channel state information

(CSI) from the receiver through a finite rate feedback channel [45–48] .

The focus of this subsection is on multiuser downlink beamformers. The



Section 2.3. Beamforming Techniques 24

transmitter beamformers can be designed to satisfy quality of service re-

quirements for each user. The target SINR for each user is considered as

QoS requirement. Consider a wireless network basestation equipped with

Nt transmit antennas serving K users. Each user is equipped with a single

antenna. The signal transmitted by the basestation is given by

x(n) = W̃s(n), (2.3.4)

where s(n) = [s1(n) · · · sK(n)]T , sk(n) (k = 1, 2, · · · ,K) is the symbol

intended for the kth user, W̃ = [w1 · · · wK ] and wk ∈ CNt×1 is the transmit

beamforming weight vector for the kth user. The received signal at the kth

user can be written as

yk(n) = hH
k x(n) + ηk(n), (2.3.5)

where hk is the channel coefficient vector between the basestation and the

kth user and ηk(n) is the receiver noise. The downlink beamforming problem

based on the SINR requirement can be formulated as the minimization of

the transmitted power at the basestation subject to each user SINR being

greater than a target γi [49, 50].

min

wi

K∑
i=1

∥wi∥22

subject to
∥wH

i hi∥22∑K
k=1,k ̸=i ∥wH

k hi∥22 + σ2i
≥ γi i = 1, · · · ,K, (2.3.6)

where σ2i is the noise variance at the ith receiver. The problem in (2.3.6) is

a non-convex problem. Nevertheless, this problem can be converted into an

semidefinite programming (SDP) with Lagrangian relaxation and it can be

solved efficiently using convex optimization toolboxes [51–53]. However, it

is quite difficult to predict in advance whether the problem in (2.3.6) with
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a given set of target SINRs and total transmit power at the basestation is

feasible.

To overcome this infeasibility issue, this problem can be formulated into a

more attractive framework based on a max-min fairness approach where the

worst-case user SINR is maximized while using the available total transmit

power [54]. This is known as the SINR balancing technique and it can be

stated as [54–57]

max
U,p

min
1≤i≤K

SINRi(U,p)

γi

subject to 1Tp ≤ Pmax, (2.3.7)

where U = [u1 · · · uK ], ∥uk∥2 = 1, and p = [p1 · · · pK ]T . Here uk ∈ CNt×1

and pk are the transmit beamforming weight vector and the corresponding

power allocation for the kth user respectively. In [54], an iterative algorithm

has been proposed using the uplink-downlink duality, where the solution

balances the ratio between the achieved SINR and the target SINR for all

users while using all the transmit power available at the basestation. These

techniques have been extended to cognitive radio network in [58].

2.4 Spatial Multiplexing Techniques

The technique using multiple antennas at both the receiver and the transmit-

ter is known as Multiple-Input-Multiple-Output (MIMO) array processing.

Compare to the use of only multiple receive antennas or multiple transmit

antennas [59–61], the MIMO array processing can further improves the sys-

tem performance by adding additional diversity against fading. Spatial mul-

tiplexing can be obtained by decomposing the MIMO channel matrix into

various independent spatial subchannels that are used to transmit different

data streams independently. This has the potential to increase the data rate

up to a factor that is the same as the rank of the MIMO matrix as compared

to the single antenna system [62,63]. Consider a point-to-point MIMO chan-
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nel withMt transmit antennas andMr receive antennas as shown in Fig. 2.8.

The received signal is given by

y(n) = Hx(n) + η(n), (2.4.1)

where y = [y1(n) · · · yMr(n)]
T and yr(n) is the received signal at the rth

receiver antenna. H ∈ CMr×Mt and hij is the channel gain between the

ith transmitter antenna and jth receiver antenna. x(n) ∈ CMt×1 and η(n) ∈

CMr×1 are the transmitted symbol vector and the noise vector at the receiver

end respectively. It is assumed that the channel gain matrix H is known to

1( )x n

2 ( )x n

( )
tMx n

1( )y n

2 ( )y n

( )
rMy n

11h

t rM Mh

Figure 2.8. A MIMO system with Mt transmit antennas and Mr

receive antennas.

both the transmitter and the receiver. The MIMO channel matrix H can be

decomposed using the Singular Value Decomposition (SVD) as [64]

H = UΣVH , (2.4.2)

where U ∈ CMr×Mr and V ∈ CMt×Mt are unitary left and right singular

matrices of H. Σ ∈ RMr×Mt is a diagonal matrix with the singular values

(υi) of H. RH number of singular values are nonzero, so that RH is the rank

of matrix H. The singular value satisfies the property υi =
√
λi, where λi is

the ith eigenvalue of HHH . These MIMO spatial subchannels are obtained
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using linear transformation of the input signal and the output signal through

transmit precoding V and receiver shaping UH . In transmit precoding, the

modulated symbol stream is precoded as

x = Vx̃, (2.4.3)

where x̃ is the modulated symbol stream. Similarly, the received signal is

shaped as

ỹ = UHy (2.4.4)

Such transmit precoding and receiver shaping decompose the MIMO

channel into RH number of independent single-input single-output (SISO)

channels as follows:

ỹ = UH (Hx+ η)

= UHUΣVHVx̃+UHη

= Σx̃+ η̃ (2.4.5)

where η̃ = UHη. The resulting parallel spatial subchannels are shown in

Fig. 2.9. They are independent from each other in the sense that signals

through each spatial subchannels do not interfere with each other. Hence

1( )x nɶ
2( )x nɶ × +

× +

1( )y nɶ
2( )y nɶ1υ

2υ

1( )nη

2 ( )nη

( )
HRx nɶ × +

( )
HRy nɶHRυ ( )

HR nη

Figure 2.9. Parallel decomposition of the MIMO channel.
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Figure 2.10. Spatial multiplexing architecture.

this MIMO channel can support up to RH times the data rate of a SISO

channel.

2.4.1 System Architecture for MIMO OFDM Based Spatial Mul-

tiplexing

The MIMO can also be combined with OFDM for better performance at

lower complexity because a multipath channel in the time domain can be

transformed into flat channel in each subcarrier of the OFDM. For a MIMO

system with NT transmit antennas and NR receive antennas, the channel

equation can be expressed as NR × NT matrix for each OFDM subcarrier.

Each element is denoted by hi,j,k, where i denotes the ith transmitting an-

tenna, j denotes the jth receiving antenna and k denotes the kth subcarrier.

For simplicity, the subscript of the kth subcarrier is ignored. Therefore, the

MIMO channel matrix shown in Fig. 2.10 can be expressed as:

H =



h1,1 h2,1 . . . hNT ,1

h1,2 h2,2 . . . hNT ,2

...
...

. . .
...

h1,NR
h2,NR

. . . hNT ,NR


(2.4.6)
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The transmit signal vector from NT antennas is shown below:

x = [x1x2 · · ·xNT
] (2.4.7)

Thus the received signal vector can be expressed using matrix multipli-

cation in the frequency domain, as shown below:



r1

r2
...

rNR


=



h1,1 h2,1 . . . hNT ,1

h1,2 h2,2 . . . hNT ,2

...
...

. . .
...

h1,NR
h2,NR

. . . hNT ,NR





x1

x2
...

xNT


+



n1

n2
...

nNT


(2.4.8)

The MIMO technique explained earlier can be applied to each subcarrier.

2.5 Capacity of Wireless Networks

The capacity limits dictate the maximum data rates that can be transmitted

over wireless channels with asymptotically small error probability, assuming

no constraints on delay or complexity of the encoder and the decoder. In this

section the capacity of a single-user wireless channel is first studied where

the transmitter and/or receiver have a single antenna. Capacity of a single-

user system where the transmitter and the receiver have multiple antennas

as well as the capacity of a multiuser system are also treated subsequently.

2.5.1 Capacity of SISO AWGN Channel

Consider a discrete-time additive white Gaussian noise (AWGN) channel

with channel input/output relationship y[i] = x[i] + n[i], where x[i] is the

channel input at time i, y[i] is the corresponding channel output, and n[i]

is a white Gaussian noise random process. Assume a channel bandwidth B

and transmit power P. The channel SNR, the power in x[i] divided by the

power in n[i], is given by γ = P/(N0B), where N0 is the noise power spectral
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density. The capacity of this channel is given by the Shannon’s well-known

formula [65]:

C = B log2(1 + γ) bit/s, (2.5.1)

Shannon capacity formula can be extended to fading channels with the

knowledge of the channel at the receiver for an average power constraint P

as follows [66]

C =

∫ ∞

0
B log2(1 + γ)p(γ)d(γ), (2.5.2)

where p(γ) is the probability density function of γ. Note that this formula is

a probabilistic average, i.e. Shannon capacity is equal to Shannon capacity

for an AWGN channel with SNR γ, given by B log2(1 + γ), averaged over

the distribution of γ. In this case, the Shannon capacity is called ergodic

capacity.

2.5.2 MIMO Channel Capacity

This section focuses on the Shannon capacity for a MIMO channel. The ca-

pacity of a MIMO channel is an extension of the mutual information formula

for a SISO channel to a matrix channel. Specifically, the capacity is given

in terms of the mutual information between the channel input vector x and

the output vector y as

C = max
p(x)

I(X;Y) = max
p(x)

[H(Y)−H(Y|X)], (2.5.3)

where H(Y) and H(Y)|X] are the entropy in y and y|x. The definition

of entropy yields that H(Y|X) = H(N), the entropy of the noise. Since

this noise n has fixed entropy independent of the channel input, maximizing

mutual information is equivalent to maximizing the entropy in y.

The mutual information of y depends on its covariance matrix, which
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for the narrowband MIMO model is given by

Ry = E[yyH ] = HRxH
H + IMr , (2.5.4)

where Rx is the covariance of the MIMO channel input and it is the MIMO

channel matrix. It turns out that for all random vectors with a given

covariance matrix Ry, the entropy of y is maximized when y is a zero-

mean circularly-symmetric complex Gaussian (ZMCSCG) random vector

[67]. But y is only ZMCSCG if the input x is ZMCSCG, and therefore

this is the optimal distribution on x. This yields H(y) = B log2 det[πeRy]

and H(n) = B log2 det[πeIMr ], resulting in the mutual information [65]

I(X;Y) = B log2 det[IMr +HRxH
H ], (2.5.5)

The MIMO capacity is achieved by maximizing the mutual information

(2.5.5) over all input covariance matrices Rx satisfying the power constraint:

C = max
Rx:Tr(Rx)=ρ

B log2 det[IMr +HRxH
H ], (2.5.6)

where det[A] denotes the determinant of the matrix A. Clearly the opti-

mization relative to Rx will depend on whether or not H is known at the

transmitter.

2.5.3 Duality of Gaussian Multiple-Access and Broadcast Chan-

nels

This section focuses on the duality of Gaussian multiple-access and broad-

cast channels. In telecommunications and computer networks, a multiple

access method allows several terminals connected to the same multi-point

transmission medium to transmit and receive signals. In a multiple access

channel (MAC) , multiple senders transmit independent messages over a
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shared physical medium to one or several destination nodes. This requires

a channel access scheme, including a media access control protocol com-

bined with a multiplexing scheme. This channel model has applications in

the uplink of the cellular networks. The broadcast channel (BC) is a point

to multipoint, unidirectional (downlink) channel used in the cellular net-

works. The Gaussian multiple access channel (MAC) and the Gaussian BC

have two fundamental differences. In the MAC, each transmitter has an

individual power constraint, whereas in the BC there is only a single power

constraint on the transmitter. In addition, signal and interference come from

different transmitters in the MAC and are therefore multiplied by different

channel gains (known as the nearfar effect) before being received. In the BC,

the entire received signal comes from the same source and therefore has the

same channel gain. It has been shown in [1] that the scalar Gaussian MAC

and BC are duals of each other and as a result the BC and the MAC share

the same capacity region.

Capacity Region of the MAC

From [68], the capacity region of a Gaussian MAC with channel gains h =

(h1, · · · , hK) and power constraints P̄ = (P̄1, · · · , P̄K) is given by

CMAC(P̄;h) = {R :
∑
j∈S

Rj ≤
1

2
log(1 +

1

σ2

∑
j∈S

hjP̄j), (2.5.7)

The capacity region of the constant MAC is a K-dimensional polyhedron,

and successive decoding with interference cancelation can achieve all corner

points of the capacity region [68]. As an example, the capacity region of a

MAC with two users is shown in Fig. 2.11
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Capacity Region of the BC

The capacity region of a Gaussian BC with channel gains h = (h1, · · · , hK)

and power constraints P̄ over all power allocations such that
∑K

j=1 P
B
j = P̄

is given by [68]

CBC(P̄ ;h) = {R : Rj ≤
1

2
(1 +

hjP
B
j

σ2 + hj
∑K

k=1 P
B
k 1[hk > hj ]

)j = 1, · · · ,K},

(2.5.8)

Any rate vector taking the form of (2.5.8) with equality lies on the bound-

ary of the capacity region.

Authors in [1] have proven that the capacity region of a constant Gaus-

sian BC with power constraint P̄ is equal to the union of capacity regions of

the dual MAC with power constraints (P1, · · · , PK) such that
∑K

j=1 Pj = P̄ ,

as shown in (2.5.9) and Fig. 2.11.

Figure 2.11. Constant BC capacity in terms of the dual MAC [1]. In
this example, two users are considered in the system, R1 and R2 are
the capacity for user 1 and user 2 respectively.

CBC(P̄ ;h) =
∪

{P:1·P=P̄}

CMAC(P;h), (2.5.9)

Furthermore, the authors in [1] have proven that the capacity region of a

constant Gaussian MAC is equal to the intersection of the capacity regions
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of the scaled dual BC over all possible channel scalings for any vector of

constants α > 0, as shown in (2.5.10) and Fig. 2.12.

CMAC(P;h) =
∩
α>0

CBC(1 · P
α
;αh), (2.5.10)

Using the above results, this duality has been extended to multiuser

MIMO Gaussian BC channels in [69]. As it is difficult to directly solve

the capacity problem in the downlink, this BC-MAC duality technique is

very useful for solving optimization problems. Under a single sum power

constraint, several efficient algorithms have been developed to obtain the

Figure 2.12. Constant MAC capacity in terms of the dual BC [1]. In
this example, two users are considered in the system, R1 and R2 are
the capacity for user 1 and user 2 respectively.

optimal solutions for the MIMO-BC sum rate problems. In [70], the authors

used the principle of duality to transform the BC problem into a convex MAC

problem and proposed an iterative algorithm for the optimum transmitter

design. A numerical algorithm based on Lagrangian dual decomposition and

iterative water-filling has been proposed in [71] for the computation of the

sum capacity for the Gaussian vector BC. A weighted sum rate optimiza-

tion problem was studied in [72] using iterative water-filling algorithm. A

novel minimax BC-MAC duality was proposed in [73] for a Gaussian mu-

tual information minimax optimization problem. It has been shown that the
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uplink-downlink duality between BC and MAC channels can be obtained as

a special case of this minimax duality. Based on this duality, an interior

point algorithm was proposed in [74] to solve the MIMO-BC weighted sum

rate maximization problem with per-antenna power constraints. It has been

shown that the dual of the downlink problem is equivalent to the uplink prob-

lem with a different noise covariance matrix. The duality relationship also

holds for the achievable rate regions of the respective uplink and downlink

channels. Moreover, based on the duality, a weighted sum rate maximization

algorithm for the cognitive radio MIMO BC has been proposed in [75].

2.6 Interference Alignment Techniques for Wireless Network

An interference alignment (IA) technique has been proposed recently in [27]

as an efficient multiuser capacity achieving scheme in a high signal to noise

ratio (SNR) regime. The fundamental concept of IA is to align all interfer-

ence signals in a particular subspace at each receiver so that an interference-

free orthogonal subspace can be solely allocated for data transmission. Since

the work of [27], IA techniques have attracted significant interests and var-

ious algorithms have been proposed and analyzed, for example, multiple-

input multiple-output (MIMO) interference network [28,29], X network [30],

and cellular network [31,32].

The interference alignment problem is explained as follows. Consider

the K-user MIMO interference channel where the kth transmitter and re-

ceiver are equipped with M [k] and N [k] antennas respectively. Note that

the antennas could represent symbol extensions in time or frequency as well.

However, if the antennas correspond to symbol extensions over orthogonal

dimensions (time, frequency slots) then the channel matrices will have a
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diagonal structure. The channel is defined as:

Y[k](n) =

K∑
l=1

H[k,l](n)X[l](n) + Z[k](n) (2.6.1)

where, at the nth channel use, Y[k](n) and Z[k](n) are the N [k] × 1 received

signal vector and the zero mean unit variance circularly symmetric additive

white Gaussian noise vector (AWGN) at receiver k, X[k](n) is the M [k] × 1

signal vector transmitted by transmitter l, andH[k,l](n) is theN [k]×M [k] ma-

trix of channel coefficients between transmitter l and receiver k. The trans-

mit power at transmitter l is E[||X[l]||2] = P [l]. Let d[k] ≤ minM [k], N [k],

denote the degrees of freedom for user k’s message. As in [29], the degrees

of freedom is defined as the pre-log factor of the sum rate. This is one of the

key metrics used for assessing the performance of a multiple antenna based

system at high SNR regime, which is defined as

d , lim
SNR→∞

CΣ(SNR)

log(SNR)
, (2.6.2)

where CΣ(SNR) denotes the sum capacity that can be achieved for a given

SNR.

Precoding at Transmitter:

let V[k] be an M [k] × d[k] matrix whose columns are the orthonormal basis

of the transmitted signal space of user K. Mathematically, the transmitted

signal vector of user K is given by:

X[k] =
d[k]∑
i=1

V
[k]
d X

[k]
d = V[k]X̄

[k]
, X̄

[k] ∼ (0,
P [k]

d[k]
Id[k]) (2.6.3)

Each element of the d[k]×1 vector X̄
[k]

represents an independently encoded

Gaussian codebook symbol with power P [k]

d[k]
that is beamformed with the

corresponding beamformer of V[k].
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Interference Suppression at Receiver:

Let U[k] be an N [k]×d[k] matrix whose columns are the orthonormal basis of

the interference-free desired signal subspace at receiver k. The kth receiver

filters its received signal to obtain:

Ȳ
[k]

= U[k]HY[k] (2.6.4)

If interference is aligned into the null space of U[k] then the following con-

dition must be satisfied:

U[k]HH[k,l]V[l] = 0, ∀l ̸= k (2.6.5)

rank{U[k]HH[k,k]V[k]} = d[k] (2.6.6)

In other words the desired signals are received through a d[k] × d[k] full rank

channel matrix.

H̄
[k,k] , U[k]HH[k,k]V[k] (2.6.7)

while the interference is completely eliminated. The effective channel for

user k is then expressed as:

Ȳ
[k]

= H̄
[k,k]

X̄
[k]

+ Z̄
[k]

(2.6.8)

where Z̄
[k] ∼ N(0, I) is the effective d[k]×1 AWGN vector at receiver k. The

rate achieved on this channel is:

Rb
k = log |Id[k] +

P [k]

d[k]
H̄

[k,k]
H̄

[k,k]H | (2.6.9)

= d[k] log(P [k]) + o log(P [k]) (2.6.10)

Thus, d[k] degrees of freedom are achieved by user k.
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Related Works on Interference Alignment Techniques

The interference alignment has been proposed to achieve optimal degrees of

freedom (DoF) in a single-input single-output (SISO) interference channel

(IC) in [27]. It was shown that interference alignment can achieve the opti-

mal DoF of K
2 , in a K-user time varying interference channel. In [28], the

authors provided examples of iterative algorithms that utilize the reciprocity

of wireless networks to achieve interference alignment with only local chan-

nel knowledge at each node. The work in [76] proposed the alignment of

multi-user interference at each receiver based on a carefully constructed sig-

nal structure, which was referred to as interference alignment in signal space.

For the interference alignment in signal space, transmit precoding technique

is used to align the multi-user interferences in the same interference space

which is orthogonal to the desired signal space at each receiver. Further-

more, the authors in [29] provided an inner-bound and an outer-bound for

the total number of degrees of freedom for the K user MIMO Gaussian time

varyings interference channels with M antennas at each transmitter and N

antennas at each receiver. For the case of K userM×N MIMO interference

channel, authors in [29] showed that the total number of degrees of freedom

is equal to min(M,N)K if K ≤ R and min(M,N) R
R+1K if K > R, where

R = max(M,N)
min(M,N) . An interference alignment scheme was provided in [77] for a

deterministic K-user interference channel.

Employing interference alignment techniques in cognitive radio networks,

authors in [78] proposed a linear precoder for IA and power allocation which

maximizes the individual data rate of the secondary link so that an oppor-

tunistic point-to-point MIMO link can reuse, without generating any addi-

tional interference, the same frequency band as that of the primary link.

Furthermore, the authors in [79] extended this work to multiple cognitive

secondary transmitters. In their proposed scheme, the precoding matrices of

the SUs have been jointly designed such that no interference is introduced
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at the PU receiver. In [80], a capacity achieving scheme has been proposed

by transmiting along the spatial directions (SD) associated with the singu-

lar values of the channel matrix using a water-filling based power allocation

(PA) technique.

There are several results that show significant improvement in SNR gains

by employing relays within the context of interference cancelation [81–83].

The DoF is increased with the use of relays, which is particularly attrac-

tive when the source and the destination nodes are not directly connected.

Authors in [84] characterized the DoF for a multihop two-user interference

channel with layered relays. However, if the direct channel coefficients be-

tween the source and the destination nodes are non-zero, then from the

perspective of DoF, it has been shown that the use of half-duplex relays

does not contribute to any gain in DoF for the two-user interference chan-

nel [85], regardless of the number of relay nodes. Remarkably, this is true

even if the relay nodes are equipped with multiple antennas. Since the con-

ventional half-duplex relays are not contributing to increase the DoF of a

two-user interference channel, another form of relaying introduced by El

Gamal and Hassanpour was exploited in [86], known as instantaneous relay-

ing (relay-without-delay). El Gamal and Hassanpour [86] have shown that

the memoryless instantaneous relay channel can potentially achieve a higher

capacity than a conventional relay. By employing this memoryless instanta-

neous relay channel, the authors in [87] showed that the two-user interference

channel with an instantaneous relay can achieve 3
2 DoF. An instantaneous

relay increases the DoF for the two-user interference channel as compared

to a network without relays.

The original contributions presented from Chapter 3 to Chapter 7 in

this thesis have been built based on the MIMO, OFDMA and interference

alignment techniques explained in this chapter.



Chapter 3

RESOURCE ALLOCATION

TECHNIQUES FOR OFDMA

BASED SPECTRUM

SHARING NETWORKS

In this chapter, resource allocation techniques for OFDMA based cognitive

radio systems are proposed. OFDMA is one of the best candidates for cogni-

tive radio networks because of its natural ability to utilize different portions

of the spectrum. Initially, an optimization technique for subcarrier and

power allocation has been proposed for OFDMA-based cognitive radio net-

work. This can be formulated within an integer linear programming (ILP)

framework and solved using branch and bound method. The solution to this

problem optimally allocates subcarriers, power and bits to secondary users

while satisfying the data rate and BER requirements for each secondary

user. It ensures that the interference leakage to the primary users is always

less than a specific threshold. To consider a problem where the number

of users seeking access to the network exceeds the available resources, user

admission control techniques are introduced. A suboptimal optimization al-

gorithm based on integer programming (IP) is proposed to admit as many

secondary users as possible in the network while allocating subcarriers and

40
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bits to each admitted user in such a way that the interference leakage to

primary users is below a specific threshold.

3.1 Introduction

There are two classes of radio resource allocation problems, namely, the mar-

gin adaptive problem and the rate adaptive problem [37]. The objective of

margin adaptive problem is to minimize the overall transmission power sub-

ject to data rate constraints, whereas the objective of rate adaptive problem

is to maximize the overall data throughput subject to a transmission power

constraint. The resource allocation algorithms in OFDM and OFDMA-based

systems have been studied for many different scenarios in [33,37,39,40,88,89].

In [37] and [33], a joint subchannel, bit and power allocation problem has

been studied for OFDMA and OFDM based conventional wireless systems

(i.e., without interference constraint). Resource allocation problem in [37]

was formulated into an integer linear programming framework and solved

by branch and bound method. In [33], subchannels and bits are allocated

to different users based on greedy algorithm. In [88] subchannels are al-

located under the assumption of fixed power constraint for each user. In

real scenarios, however, power and frequency allocations are intertwined.

A suboptimal resource allocation algorithm is presented for MIMO-OFDM-

based uplink system in [89]. The algorithm in [89] schedules the users based

on their spatial separability in each subchannel and then allocates bits and

power to each user. Grouping the users according to their spatial signature

has been shown to reduce inter user interference [89]. Resource allocation al-

gorithms developed for conventional wireless systems cannot be used directly

to a cognitive radio network due to the additional interference constraint to

primary users. The amount of interference introduced to primary users by

a secondary network basestation depends on the power allocated to each

subchannels and the corresponding subchannel gain between the secondary
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network basestation and the primary users (interference subchannel gain).

Resource allocation problem for an OFDM-based cognitive radio network

was studied in [39] and [40]. In [39], transmission power was allocated to

each subchannel, by considering the received interference as a fairness metric.

This problem has been solved using Lagrangian dual function. On the other

hand, adaptive power loading has been investigated in [40]. This scheme

was developed based on a non-integer Lagrangian formulation. However,

disjoint power allocation and subchannel allocation in a resource allocation

problem will not provide an optimal solution [33]. Therefore, in this chapter

an integer linear programming approach is considered for joint subchannel,

bit and power allocation in cognitive radio network, which is different from

the work presented in [39] and [40].

3.2 Optimal Adaptive Bit Loading and Subcarrier Allocation Tech-

niques for OFDMA Based Cognitive Radio Systems

In this section, the problem of adaptive radio resource allocation for an

OFDMA-based CRN is studied. An adaptive bit loading optimization prob-

lem is formulated based on maximization of total throughput under interfer-

ence power constraint to PUs, individual data rate constraints for SUs and

total transmission power constraint at the SNB. This radio resource alloca-

tion algorithm are solved using integer linear programming. This algorithm

optimally assigns subcarriers and bits for SUs while satisfying SUs’ QoS re-

quirements. The proposed technique considers interference leakage to and

from multiple primary users and secondary users in order to optimize the

throughput of the secondary network while keeping interference to primary

network below a specific value. The simulation framework explicitly consid-

ers baseband filter response of the primary network and its impact on the

interference leakage to the secondary network. Simulation results have been
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provided later in this section to validate the performance of the algorithm.

3.2.1 System Model

In a system that both secondary user and primary user exist in side-by-side

bands with different access technologies, mutual interference is introduced

for both networks thus reducing the performance of both networks [90].

Therefore a sidelobe suppression mechanism has been proposed in [91] in

order to minimize adjacent channel interference. More power can be loaded

into far apart subcarriers for a given interference threshold by using this

nulling mechanism to the subcarriers which exist adjacent to primary user’s

band. A network with K secondary users and L primary users is consid-

ered. The primary users are under the coverage region of the cognitive radio

network. It is assumed that the basestation of the cognitive radio employs

OFDMA scheme that both secondary user and primary user exist in side-by-

side bands. The number of subcarriers available in the downlink is denoted

by N . In spectrum domain, side-by-side cognitive radio radio model is con-

sidered as presented in [90]. In this model, multiple primary users 1, 2, ...,

L, occupies multiple frequency bands of bandwidth B1, B2, ..., BL in Hz.

Secondary users sense the unoccupied band which is located on each side of

the primary user bands for transmission. The bandwidth for cognitive radio

transmission is divided into N subcarrier based OFDMA system while the

bandwidth for each secondary user subcarrier is △f .

In the downlink transmission scenario, there are three types of channels.

The gain matrix between the secondary network secondary network bases-

tation (SNB) and SUs is now defined as

Hss =



α11 α12 . . . α1N

α21 α22 . . . α2N

...
...

. . .
...

αK1 αK2 . . . αKN


, Hss ∈ RK×N ,
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where αkn represents the magnitude of the channel gain of the nth subcar-

rier for kth secondary user. The gain matrix between the primary network

basestation (PNB) and the secondary users which denoted as Hps, and the

gain matrix between secondary network basestation and primary users which

denoted as Hsp is defined as follows

Hps =



β11 β12 . . . β1K

β21 β22 . . . β2K
...

...
. . .

...

βL1 βK2 . . . βLK


, Hps ∈ RL×K ,

Hsp =

[
ζ1 ζ2 . . . ζL

]
, Hsp ∈ R1×L,

where βlk represents the magnitude of the channel gain between the PNB

and the kth secondary user on lth band. It is assumed that the subcarrriers

are non-sensitive thus the channel gain on all subcarriers is the same for each

secondary user. However, this work presented here can be extended to dif-

ferent fading channel without loss of generality. ζl represents the magnitude

of the channel gain between secondary network basestation and lth primary

user.

As mentioned in [90], due to the coexistence of primary user and sec-

ondary user in side by side bands, there are two types of interference in this

system. One is introduced by the primary users’ bands into the secondary

users’ subcarriers, and the other is introduced by the secondary users’ sub-

carriers into the primary users’ bands. The same model is employed as in [90]

in this section.

A. Interference introduced to primary user

Due to the side lobes of the secondary users’ OFDM signal, the power spec-

trum density (PSD) of the kth secondary user on nth subcarrier can be
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presented as [90]

ϕi(f) = Pk,nTs(
sinπfTs
πfTs

)2, (3.2.1)

where Pk,n is the total transmit power for the kth secondary user on the nth

subcarrier, Ts is the symbol duration. The interference introduced by the

secondary user transmitter to the lth primary user is written as below

I
(l)
k,n(dnl, Pk,n) = |ζl|2Pk,nTsδ(n, l), (3.2.2)

where

δ(n, l) =

∫ dnl+Bl/2

dnl−Bl/2
(
sinπfTs
πfTs

)2df, (3.2.3)

and dnl represents the distance in frequency between nth subcarrier of the

secondary user and the lth band of primary user, Bl represents l
th primary

users’ bandwidth.

B. Interference introduced to secondary user

The reception of an OFDM symbol is performed using an N -ponits FFT

function. This reveals that the signal is windowed in the time domain. In

the frequency domain, it is a convolution process by the fourier transform of

the received signal and the window function. Therefore, the power spectrum

density after N -FFT processing can be expressed by the following expected

value of the periodogram [90]:

E{IN (ω)} =
1

2πN

∫ π

−π
ϕPU (e

jω)(
sin(ω − ψ)N/2

sin(ω − ψ)/2
)2dψ, (3.2.4)

where ω represents the normalized angular. ϕPU (e
jω) is the power spectrum

density of the primary user’s signal. An elliptically filtered white noise pro-

cess with an amplitude PPU is assumed for the primary user’s signal [90].

As a result, the interference introduced by the lth primary user’s signal to

the kth secondary user on the nth subcarrier will be the integration of the
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power spectrum density of the primary user signal across the nth subcarrier

denoted as

J
(l)
k,n(dnl, PPU ) = |βl,k|2

∫ dnl+∆f/2

dnl−∆f/2
E{IN (ω)}dw. (3.2.5)

3.2.2 Problem Statement

The general resource allocation algorithm for OFDMA-based cognitive ra-

dio network performs subcarrier and modulation scheme selection for each

secondary user at the basestation. In the problem formulation, four types of

modulation schemes BPSK, 4-QAM, 16-QAM and 64-QAM are considered.

The minimum signal power required in the subcarrier to achieve a given

BER at the receiver for BPSK modulation scheme is given by [92]

Pr, BPSK(ρk) = Nk,n
ϕ [erfc−1(2ρk)]

2, (3.2.6)

where

erfc(x) =
2√
Π

∫ ∞

x
e−t2dt, (3.2.7)

The parameter ρk is an upper bound on the BER at the kth secondary user’s

receiver. Nk,n
ϕ is the single-sided noise PSD for kth secondary user on nth

subcarrier, which is shown below:

Nk,n
ϕ =

∑L
l=1 J

(l)
k,n

∆f
+N0, (3.2.8)

where J
(l)
k,n denotes the interference introduced by the lth primary user’s

band to the kth secondary user on nth subcarrier, ∆f denotes the subcarrier

spacing and N0 is the noise PSD. Due to the central limit theorem, the sum

of the interference can be assumed to be normal distributed.

For M-ary QAM, the required power for a given BER can be written
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as [92]

Pr, M-QAM(c, ρk, n) =
2(M − 1)Nk,n

ϕ

3

[
erfc−1

(ρk
4

)]2
, (3.2.9)

where parameter c denotes the number of bits per symbol, M is the modu-

lation order given by M = 2c.

The required transmission power at the secondary network basestation

(in energy per symbol) to achieve a certain received power at the kth sec-

ondary user terminal over the nth subcarrier for a given modulation scheme

and BER target is given by the following equation

Pk,n =
Pr(ck,n, ρk)

α2
kn

, (3.2.10)

where ck,n denotes the number of bits allocated for the kth secondary user

over the nth subcarrier.

From these definitions, the objective of the original RA problem can be

stated as maximizing the total user data rate subject to individual data rate

constraints to the each secondary users and interference leakage constraints

to the primary users as follows:

max
ck,n∈{0,1,2,4,6}

N∑
n=1

K∑
k=1

ck,n, (3.2.11)

s.t.

N∑
n=1

K∑
k=1

|ζl|2Pk,nTsδ(n, l) ≤ γl, (3.2.12)

l = 1, 2, . . . , L,
N∑

n=1

ck,n ≥ rk, k = 1, 2, . . . ,K, (3.2.13)

N∑
n=1

K∑
k=1

Pk,n ≤ P, (3.2.14)

ck,n = 0 : ck′,n ̸= 0,

∀k ̸= k′, (k = 1, 2, . . . ,K). (3.2.15)
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The objective function in (3.2.11) represents the total throughput of the sys-

tem, where ck,n denotes the number of bits allocated for the kth secondary

user over the nth subcarrier. Due to the coexistence of the primary users

and the secondary users in side by side bands, the first constraint ensures

that the interference leakage to the lth primary user is always below a cer-

tain threshold γl. The power allocated for the kth secondary user in the nth

subcarrier is denoted by Pk,n and P denotes the maximum total transmis-

sion power. Constraint (3.2.13) ensures that each secondary user achieves

a predefined data rate. Due to the mutual exclusive secondary user alloca-

tion, it is possible to allocate more than one subcarrier for one secondary

user as they can not be accompanied together in one subcarrier. There-

fore the last constraint performs mutual exclusive secondary user allocation

in each subcarrier. Allocating radio resources to secondary users without

considering the QoS requirement in (3.2.13) may cause unfairness between

secondary users. Because secondary users that are adjacent to the primary

user’s band have very high interference introduced by primary users, cer-

tain data rate should be guaranteed to these users using the constraint in

(3.2.13). Due to the non-linear property of (3.2.9), RA problem introduced

in (3.2.11)-(3.2.15) becomes non-linear in nature. Since the solution of this

problem should be mutual exclusive secondary user allocation, this problem

becomes a non-convex problem [93]. In the next subsection, integer linear

programming formulation of the problem is proposed.

3.2.3 Integer Linear Programming Problem Formulation

Similar to the work presented in [37], the original optimization problem

can be formulated into ILP framework. The original problem is a non-

deterministic polynomial time (NP) hard problem. First, a binary vector x
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of size NKC × 1 is defined as follows:

x = [(x1
N )T (x2

N )T . . . (xN
N )T ]T ∈ {0, 1}NKC×1, (3.2.16)

where xn
N = [xT

1,n . . . xT
K,n]

T ∈ {0, 1}KC×1 and xk,n = [xk,n,1 . . . xk,n,C ]
T ∈

{0, 1}C×1. xk,n,c being equal to one represents that the nth subcarrier is

assigned to the kth user which transmits c number of bits per symbol. In

order to ensure no more than one user is allocated in each subcarrier only

one of the element of xn
N should be equal to one and rest of them should be

zeros. Similarly, the transmission power vector p is defined as

p = [(p1
N )T (p2

N )T . . . (pN
N )T ]T ∈ CNKC×1, (3.2.17)

where pn
N = [pT

1,n pT
2,n . . . pT

K,n]
T ∈ CKC×1 and pk,n = [pk,n,1 . . . pk,n,C ]

T ∈

CC×1, pk,n,c is the required transmit power for kth secondary user over nth

subcarrier to transmit c number of bits [37]. The original problem can now

be formulated into ILP as follows

min
x

−dTx, (3.2.18)

s.t. K[Ac(p⊙ x)] ≤ ξ, (3.2.19)

Aux ≥ R, (3.2.20)

pTx ≤ P, (3.2.21)

0N ≤ Acx ≤ 1N , (3.2.22)

xi ∈ {0, 1}, i = 1, 2, . . . , NKC, (3.2.23)

where (.)T denotes the transpose operation, ⊙ denotes the entrywise product.

ξ = [ξ1 ξ2 . . . ξL]
T ∈ CL×1, where ξl =

γl
|ζl|2Ts

. d = [eT . . . eT ]T ∈ ZNKC×1,

e = [1 2 4 6]T ∈ Z4×1, where e represents the number of bits required for

four different modulation schemes considered in this section.
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K =



δ11 δ12 . . . δ1N

δ21 δ22 . . . δ2N
...

...
. . .

...

δL1 δK2 . . . δLN


, K ∈ RL×N ,

Ac =



1TKC 0TKC . . . 0TKC

0TKC 1TKC . . . 0TKC

...
...

. . .
...

0TKC 0TKC . . . 1TKC


, I ∈ {0, 1}N×NKC ,

1KC =



1

1

...

1


∈ {1}KC×1, 0KC =



0

0

...

0


∈ {0}KC×1,

Au =



e1 e1 . . . e1

e2 e2 . . . e2
...

...
. . .

...

eK eK . . . eK


,



e1 = [eT 0TC . . . 0TC ] ∈ Z1×KC ,

e2 = [0TC eT . . . 0TC ] ∈ Z1×KC ,

...
...

. . .
...

eK = [0TC 0TC . . . eT ] ∈ Z1×KC .


,

Au ∈ ZK×NKC and R = [r1 r2 . . . rK ]T ∈ CK×1.

The above problem can be solved by using Branch and Bound method.

This is a well known method for solving the class of integer linear program-

ming and mixed integer programming [94].

3.2.4 Simulation Results

In order to validate the performance of the proposed bit loading and subcar-

rier allocation algorithms, the optimal bit loading and subcarrier allocation

in a cognitive radio network is evaluated. The value of both L and K are

assumed to be 2. There are 64 subchannels. The value of Ts is set to be
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Figure 3.1. Bit loading and subcarrier allocation for secondary users
as well as the power spectrum density after the N -FFT processing of
primary users.
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Figure 3.2. Bit loading and subcarrier allocation for secondary users
as well as the power spectrum density after the N -FFT processing of
primary users. Channel gain βlk is different for secondary users.

1.2 second and f , B1 and B2 have been assigned the value of 1Hz, 8Hz

and 16Hz, respectively. Therefore, secondary network basestation could not

allocate subcarriers from 9 to 16 and from 41 to 56 to secondary user as

they are occupied by primary users already. The value of amplitude PPU

is assumed to be 1W. The required BER and data rate for each secondary

user have been set to 0.01 and 32 bits per OFDM symbol, respectively. The
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background noise PSD is set to be 10−4. The upper bound on the interfer-

ence power for primary user 1 and primary user 2 are set to 2 ∗ 10−4 and

4 ∗ 10−4 respectively. The total power for cognitive radio network are set to

0.5W.

The channel gain αkn, βlk and ζl is assumed to be
√
5, 1 and 1 respec-

tively. The number of bits allocated for each subcarrier is indicated using

a star mark, ”*” for secondary user 1 and using a plus mark, ”+” for sec-

ondary user 2. PSD after the N -FFT processing is indicated using a left

triangle mark, ”▹” for primary user 1 and using a right triangle mark, ”◃”

for primary user 2. Fig. 3.1 reveals that secondary network basestation allo-

cates fewer bits into the subcarriers that are adjacent to the primary users,

for example subcarrier 7, 18, 39, 58 and 59. Specifically, there are no bits
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Figure 3.3. Bit loading and subcarrier allocation for secondary users
as well as the power spectrum density after the N -FFT processing of
primary users. Channel gain ζl is different for primary users

allocated to subcarrier 8, 17, 40 and 57 due to the high mutual interference.

Furthermore, secondary network basestation allocates more bits (64-QAM)

to the subcarriers from 25 to 33 due to the low interference as they exist far

apart from primary users’ band. The channel gain β11 and β22 are modified

to 0.5. These settings reveal that interference leakage from primary user



Section 3.3. Suboptimal User Maximization Algorithm 53

1 to secondary user 1 is fewer than secondary user 2 while the interference

leakage from primary user 2 to secondary user 2 is fewer than secondary user

1. Fig. 3.2 shows the subcarriers adjacent to primary user 1 are allocated to

secondary user 1 while subcarriers adjacent to primary user 2 are allocated

to secondary user 2. Finally, the channel gain ζ1 and ζ2 are modified to 2.5

and 0.1 respectively. These setting reveal the interference from secondary

network basestation to primary user 1 is greater than primary user 2. Fig.

3.3 shows the subcarriers near primary user 1 are allocated fewer bits while

subcarriers near primary user 2 are allocated more bits.

3.3 Suboptimal User Maximization Algorithm

In this section, admission control techniques at the physical layer for OFDM

based cognitive radio systems are introduced. A suboptimal optimization

algorithm based on IP is proposed to admit as many secondary users as pos-

sible in the network while allocating subcarriers and bits to each admitted

user in such a way that the interference leakage to primary users is below

a specific threshold. The case that the number of users seeking access to

the network exceeds the available resources is considered. The aim is to

optimally choose a subset of users from a larger set of users and to jointly

allocate power and subcarriers to each admitted users to satisfy certain con-

straints. The proposed suboptimal algorithm performs very closely to the

optimal algorithm while having a lower complexity.

3.3.1 Problem Formulation

A downlink underlay network with K secondary users, L primary users and

N subcarriers is considered. Different from the previous section, both sec-

ondary user and primary user exist in the same band with different access

technologies is employed in this section. The channel gain matrix between
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the secondary network basestation and the secondary users is defined as

Hs ∈ RK×N , where Hs
kn represents the magnitude of the channel gain

of the nth subcarrier for the kth secondary user. The channel gain ma-

trix between secondary network basestation and primary users is defined as

Hp ∈ RL×N , where Hp
kn represents the magnitude of the channel gain

between the secondary network basestation and the lth primary user at the

nth subcarrier.

For simplicity, only four modulation schemes BPSK, 4-QAM, 16-QAM

and 64-QAM is employed as in the previous section. The objective of the

optimization problem is stated as maximizing the total number of users

subject to individual data rate requirement for each admitted user and the

interference leakage constraints to the primary users as follows:

max
δk,n∈{0,1}

K∑
k=1

(δk,1|δk,2 · · · |δk,N ), (3.3.1)

s.t.

N∑
n=1

K∑
k=1

(Hp
kn)

2δk,nPk,n ≤ γl, l = 1, 2, . . . , L, (3.3.2)

N∑
n=1

δk,nck,n ≥ rk(δk,1|δk,2 · · · |δk,N ), (3.3.3)

k = 1, 2, . . . ,K, ck,n ∈ {1, 2, 4, 6},
N∑

n=1

K∑
k=1

δk,nPk,n ≤ Pmax, (3.3.4)

δk,n = 0 : δk′,n ̸= 0, ∀k ̸= k′, k = 1, . . . ,K. (3.3.5)

The notation | denotes OR operation, δk,n ∈ {0, 1} denotes whether the

nth subcarrier is allocated to the kth secondary user, hence (δk,1|δk,2 · · · |δk,N )

indicates whether kth user is admitted in at least one of the N subcarriers.

Therefore the cost function in (3.3.1) indicates the number of users admitted

in the network. In (3.3.2), Pk,n is the power allocated for the kth secondary

user over the nth subcarrier. Due to the coexistence of primary user and

secondary user in the frequency bands, this constraint ensures that the inter-
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ference leakage to the lth primary user is below the threshold γl. Constraint

(3.3.3) ensures that each admitted secondary user achieves a predefined data

rate. Constraint (3.3.4) ensures that the power consumed is below the max-

imum total transmission power Pmax. It is possible to allocate more than

one subcarrier for one secondary user, however multiple users cannot be ac-

companied together in one subcarrier. Therefore (3.3.5) performs mutual

exclusive secondary user allocation in each subcarrier. This problem can-

not be formulated into IP framework, because of the logical summation (i.e.

OR) of the indication symbols δk,n. If an secondary user has employed more

than one subcarriers, for example subcarrier 1 and subcarrier 2, the normal

summation of δk,n for this user is two, but the number of users admitted

in the network should be counted as one. Therefore, maximization of the

summation of δk,n will not serve the purpose. Therefore, (δk,1|δk,2 · · · |δk,N )

is used to formulate the objective function. Unfortunately, OR operation

is not convex. Besides, due to the non-linear and non-convex property of

(3.3.3), the original problem introduced in (3.3.1)-(3.3.5) is non-convex [93].

A suboptimal technique is proposed to solve this problem.

3.3.2 Algorithms Using Integer Programming

Similar to the previous section, x is defined as the binary vector and p as

the transmission power vector. A matrix Y of size K ×NKC is introduced

and defined as follows:

Y =



y1 y1 . . . y1

y2 y2 . . . y2

...
...

. . .
...

yK yK . . . yK


,



y1 = [yT 0TC . . . 0TC ] ∈ Z1×KC ,

y2 = [0TC yT . . . 0TC ] ∈ Z1×KC ,

...
...

. . .
...

yK = [0TC 0TC . . . yT ] ∈ Z1×KC .


,

where y = [1 1 1 1]T ∈ Z4×1. Hence YTx indicates number of sub-

carriers allocated to each user. For example, subcarrier allocation vector
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YTx = [2 1 1 1 0]T indicates that the first user has been allocated two sub-

carriers, the second, third and fourth user have been allocated one subcarrier

each and the fifth user has no subcarrier allocation.

First, the least favorable users are removed from the optimization prob-

lem by selecting the best possible candidates out of K users. This is a com-

binatorial optimization problem, however, a suboptimum technique called

min-norm algorithm is proposed to choose the best users. The basic hypoth-

esis is that for the best users, the number of subcarriers needed should be

more or less the same. If a particular user needs many more subcarriers than

the others, it means this user may not be an optimal selection. Hence YTx

is used to develop the suboptimum approach. This vector of length K should

have either zeros (for the users not allowed in the network) or integers with

small variance (less fluctuations). Hence, minimise the variance of YTx is

proposed. However, since number of users requesting the channels is greater

than the number of subcarriers, all the subcarriers should be used. Hence

the mean of YTx should be one (because sum(YTx) = N regardless of the

optimization). Hence the minimization of variance of YTx is equivalent to

the minimization of the norm of YTx. However, the minimum norm of the

subcarrier allocation vector is zero, resulting into zero throughput. Hence,

minimize the norm of YTx while keeping the throughput of the network

over a certain threshold is required. As a result, another variable t is intro-

duced to account for the throughput of the network. The objective of the

problem is to minimize ∥YTx∥ − αt while keeping the throughput greater

than t, where α is a constant weight which combines the minimization of

vector norm ∥YTx∥ and the maximization of data throughput into a single

objective function. Therefore, for the first phase, the following optimization

is proposed

min
x,t

∥YTx∥ − αt (3.3.6)
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s.t. H[Ac(p⊙ x)] ≤ ξ (3.3.7)

dTx ≥ t, t ≥ 0 (3.3.8)

pTx ≤ Pmax (3.3.9)

0N ≤ Acx ≤ 1N . (3.3.10)

The aim is to admit as many users as possible while minimizing the

number of subcarriers taken by any of the admitted users and maximising

the total throughput. The notation ⊙ denotes the entrywise dot Hadamard

product. H = Hp ⊙ Hp ∈ RL×N , ξ = [ξ1 ξ2 . . . ξL]
T ∈ CL×1. d =

[(d1)T . . . (dN )T ]T ∈ ZNKC×1, dn = [(d1,n)
T . . . (dK,N )T ]T ∈ ZKC×1

and dk,n = [1 2 4 6]T ∈ Z4×1, where dk,n represents the number of

bits required for four different modulation schemes considered in this let-

ter. 0N = [0 0 . . . 0] ∈ {0}N×1 and 1N = [1 1 . . . 1] ∈ {1}N×1. The

matrix Ac is same as that is defined in [37].

The above IP problem can be efficiently solved using Branch and Bound

(BnB) method. By satisfying the total throughput constraint, the system

will automatically choose the best users for the subcarriers. These selected

users will be reserved in a table and other users who are not admitted in the

first phase will be removed. In the reservation table, an efficiency factor for

each reserved user is calculated as

ηk =

∑N
n=1 d

T
k,nxk,n∑N

n=1 p
T
k,nxk,n

(3.3.11)

The users are arranged in the table in the descending order of efficiency,

i.e, the users with the best data rate/power efficiency will be placed on the

top of the table. In the second phase, whether these reserved users satisfy

the user data rate constraint are tested. If not, the algorithm will remove

iteratively one user at a time starting with the least efficient user. Hence
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the second phase of the proposed algorithm is

max
x

dTx (3.3.12)

s.t. H[Ac(p⊙ x)] ≤ ξ (3.3.13)

Aux ≥ r (3.3.14)

pTx ≤ Pmax (3.3.15)

0N ≤ Acx ≤ 1N (3.3.16)

where the matrix Au is the same as that is defined in [37], vector r is defined

as r = [r1 r2 . . . rK ]T ∈ CK×1, rk is the data rate requirement for the

kth user. Constraint (3.3.14) ensures that each secondary user will satisfy

its QoS in terms of data rate. This iteration will continue until the data

rate requirement, total power constraint and the interference thresholds are

satisfied. The remaining users are the maximum number of users that could

be allocated in the network.

3.3.3 Complexity Analysis

The optimal algorithm for user selection and resource allocation is a combi-

natorial problem. For the optimal algorithms, first, all possible combinations

of the admitted users are required to check and the corresponding feasibility

for each combination is required to be tested. For example, the feasibility for

all
(
K
N

)
combinations needs to be tested. If all combinations are infeasible,

the network will not be able to serve all the users. Then the feasibility for

N − 1 users chosen out of K users is required to be tested. The number

of users needs to reduce one by one until the feasibility is satisfied. In the

worst case, the feasibility starting from all N users down to one user is re-

quired to check. In this case, there are
∑N

k=1

(
K
k

)
combinations. In each

combination, integer linear programming needs to operate, the complexity

of which is O((kNC)3) per iteration per branch of BnB method. The num-
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Figure 3.4. PDF of the number of secondary users served by the
network for different α.

ber of iterations is approximately O(
√
kNClog(1/ε)) to achieve ε optimal

solution, and it is required kNC number of branches in the worst case. It

is generally known in the optimization community that the algorithm would

converge typically in less than 10 iterations [95]. Hence the overall com-

plexity of the optimum method is
∑N

k=1

(
K
k

)
O((kNC)4). The proposed min-

norm algorithm is a two phase program. The complexity of the first phase

is O((KNC)4). For the second phase, (3.3.12)-(3.3.16) is required to run N

times for the worst case, the complexity of which is
∑N

k=1O((kNC)4). Hence

the complexity of the suboptimal algorithm is substantially lower than that

of the optimal algorithm, however, the sub optimal algorithm performs very

closely to the optimal algorithm.

3.3.4 Simulation Results

A network with 2 primary users, 12 secondary users and 6 subcarriers is first

considered. The required BER and the data rate for each secondary user

have been set to 0.01 and 4 bits/Hz/symbol, respectively. The background

noise power spectrum density for secondary user is set to 0.01. The upper
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Figure 3.5. PDF of the number of secondary users served by the
network for three different algorithms.

bound on the the interference for each primary user has been set to 0.01.

The total available power for the secondary network basestation is set to 0.1.

Multiple channel gains between the secondary network basestation and pri-

mary users and that between secondary network basestation and secondary

users have been generated using independent Gaussian random variables.

The average channel gain between the secondary network basestation and

primary users is equal to unity while such a gain between the secondary

network basestation and secondary users is equal to six. The performance of

the optimal scheme is used as a bench mark for comparison. A Monte carlo

experiment is performed with random channels and recorded the number of

secondary users chosen by the Min-Norm algorithm and the optimal algo-

rithm.

The probability density function (PDF) for the number of users is

shown in Fig. 3.4. The proposed Min-Norm algorithm is performing very

closely to the optimal resource allocation algorithm. The mean user value

is 3.81 for the optimal algorithm and 3.74 for the Min-Norm algorithm with

α = 1. The performance of the proposed algorithm degrades slightly as α
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increases. This is because as α increases, more emphasis is put on total data

throughput maximization than user maximization. However, as can be seen

in Fig. 3.4, the algorithm is less sensitive to variations in α. As there are

no relevant existing works for cognitive radio network, the work of [96] is

extended to cognitive radio network and compared the result with the Min-

Norm algorithm. The first phase of the proposed algorithm have been also

modified by considering maximization of sum throughput of the objective

function in (3.3.6) and compared with the result. A network with 2 primary

users, 100 secondary users and 16 subcarriers is considered. As can be seen

in Fig. 3.5, the Min-Norm algorithm outperforms other two algorithms.

3.4 Conclusion

Resource allocation techniques for OFDMA based cognitive radio systems

have been studied. Initially, the problem of adaptive radio resource allo-

cation for an OFDMA-based cognitive radio network has been considered.

An adaptive bit loading optimization problem has been formulated which

is based on maximization of the total throughput under interference power

constraint to primary users, individual data rate constraints for secondary

users and the total transmission power constraint at the secondary network

basestation. This radio resource allocation algorithm has been solved us-

ing integer linear programming. The proposed technique considers inter-

ference leakage to and from multiple primary users and secondary users in

order to optimize the throughput of the secondary network while keeping

interference to primary network below a specific value as well as satisfying

secondary users’ QoS requirements. The simulation framework explicitly

considered baseband filter response of the primary network and its impact

on the interference leakage to the secondary network. Simulation results

demonstrate the ability of the algorithm to take advantage of the mutual
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interference between primary users and secondary users, to maximize data

throughput for secondary users. Then user admission control techniques

have been studied. The problem of user maximization and resource alloca-

tion for an OFDMA-based cognitive radio network have been studied. The

proposed technique maximizes the number of users served by the network

while keeping interference to primary users below a threshold. The original

problem is transformed into an integer programming based problem and a

low complexity suboptimal algorithm was developed. The proposed subop-

timal algorithm performs very closely to the optimal algorithm while having

a lower complexity.



Chapter 4

SUM RATE MAXIMIZATION

FOR SPECTRUM SHARING

MULTIUSER MIMO

NETWORKS

In this chapter, the capacity optimization problem for spectrum sharing

networks is studied. A weighted sum rate maximization and rate balanc-

ing problems for spectrum sharing MIMO-OFDM based broadcast channels

has been investigated first. This problem has been solved by converting

the MIMO-OFDM channel into block diagonal form and using the principle

of BC-MAC duality. The algorithm in its dual form has been solved us-

ing sub-gradient methods. Fading channels and the ergodic capacity region

maximization problem is another interesting research area. A sum rate max-

imization problem for spectrum sharing MIMO BC under Rayleigh fading

has then been studied. Based on multiple auxiliary variables, KKT opti-

mality conditions and BC-MAC duality, this problem has been solved using

an iterative technique. To further improve the performance of the network,

relay technology has been introduced. A weighted sum rate maximization

and rate balancing problem for a spectrum sharing MIMO based wireless

relay network has been investigated. The aim is to maximize the sum rate

63
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of the wireless relay network whilst ensuring the interference leakage to the

primary user terminals during two time slots are below a specific value. This

problem has been solved by asymmetrically allocating the power to different

time slots and using the principle of BC-MAC duality. The simulation re-

sults demonstrated the convergence of the algorithm and the simultaneous

satisfaction of maximum power and interference constraints.

4.1 Introduction

The capacity problem for a single-user MIMO Gaussian channel was first

studied in [97]. Later, this work was extended to multiple users in [69]. One

of the important precoding techniques for BCs is the dirty paper coding [98].

The principle of dirty paper coding (DPC) has been used to determine the

achievable capacity region of MIMO-BC channels in [99]. It was shown

in [100] that the sum rate MIMO-BC capacity is equal to the maximum

sum rate of the achievable region of the BC channels for the case of two

users. Furthermore, using the duality between Gaussian MACs and Gaussian

BCs, it was shown in [1] that the achievable capacity region of the BC is

the same as that of the dual MAC, and vice versa. In [69], this duality

has been extended to multiuser MIMO Gaussian BC channels. Under a

single sum power constraint, several efficient algorithms have been developed

to obtain the optimal solutions for the MIMO-BC sum rate problems. A

novel minimax BC-MAC duality was proposed in [73] for a Gaussian mutual

information minimax problem. It has been shown that the uplink-downlink

duality between BC and MAC channels can be obtained as a special case of

this minimax duality. Based on this duality, an interior point algorithm was

proposed in [74] to solve the MIMO-BC weighted sum rate maximization

problem with per-antenna power constraints. It has been shown that the

dual of the downlink is equivalent to the uplink problem with a different noise
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covariance matrix. The duality relationship also holds for the achievable

rate regions of the respective uplink and downlink channels. Furthermore,

based on the duality, a weighted sum rate maximization algorithm for the

CR-MIMO-BC has been proposed in [75]. A rate balancing technique for

multiuser MIMO-OFDM network has been proposed in [101] by converting

the MIMO-OFDM channels into a block diagonal form.

Fading channels and the ergodic capacity region maximization problems

are another interesting research area. In this situation, the aim is to find

the optimum transmit covariance matrices, i.e., the optimum transmit direc-

tions and power allocation for various users to maximize the ergodic capacity.

There are two different feedback strategies, mean feedback and covariance

feedback. It was shown in [102] that for both the mean and covariance feed-

backs, the optimal transmit covariance matrix and the channel covariance

matrix have the same eigenvectors for a MISO system. Furthermore, the

authors in [103] proved the same results for a MIMO system with covari-

ance feedback. The optimal transmit directions are the eigenvectors of the

channel covariance matrix. This principle was proven in [104] for the mean

feedback case, where the eigenvectors of the optimal transmit covariance

matrix were shown to be the same as the right singular vectors of the chan-

nel mean matrix for a MIMO system. For the MIMO-MAC systems with

partial CSI at the transmitters, the authors in [105] have proven that all

the users should transmit in the direction of the eigenvectors of their own

channel matrices, both for covariance and mean feedback cases. The opti-

mum power allocation strategies for a single-user MIMO and a multi-user

MIMO-MAC with partial CSI have been proposed in [106]. In this chapter,

capacity optimization problems have been investigated for various spectrum

sharing networks. Rate balancing techniques are also introduced to ensure

fairness among users.
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4.2 Sum Rate Maximization Technique for Spectrum Sharing

MIMO-OFDM Broadcast Channels

In this section, a weighted sum rate maximization and rate balancing tech-

nique has been proposed for MIMO-OFDM-based spectrum sharing broad-

cast channels. The aim is to maximize the sum rate of the secondary users

whilst ensuring interference leakage to the primary user terminals is below a

specific value and each secondary user attains a specific portion of the total

data rate. This problem has been solved by converting the MIMO-OFDM

channel into a block diagonal form and using the principle of BC-MAC du-

ality. The algorithm in its dual form has been solved using sub-gradient

methods. The simulation results demonstrated the convergence of the algo-

rithm and the simultaneous satisfaction of maximum power and interference

constraints.

4.2.1 System Model Combining MIMO-OFDM and Cognitive Ra-

dio Network

A downlink cognitive radio network is considered for the system model. The

basestation is equipped with Nt transmit antennas. Each secondary user

k ∈ {1, 2, . . . ,K} has Nr receive antennas. The K secondary users share the

same spectrum as of the primary users. Each primary user is equipped with

one receive antenna. An OFDM transmission scheme with N subcarriers

is employed. The length of the cyclic prefix is assumed to be longer than

the length of the channel so that no intersymbol interference occurs. The

orthogonality between the subcarriers is assumed to be preserved during

the transmission process. The received signal from the secondary network

basestation to the kth secondary user on the nth subcarrier can be written

as

yn,k = Hn,kxn + nn,k, (4.2.1)
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where Hn,k ∈ CNr×Nt is the channel matrix of user k on the nth subcarrier

and nn,k ∈ CNr×1 is a zero mean CSCG distributed random noise vector.

Noise processes for different subcarriers are assumed to be uncorrelated. As

shown in [101], a MIMO-OFDM system with frequency selective channels

can be viewed as a MIMO non-frequency selective system using a block

diagonal matrix as shown below,

Hk = diag[H1,k H2,k · · ·HN,k],

Using this model the received signal can be written as

y = Hx+ n, (4.2.2)

whereH = [HT
1 HT

2 · · ·HT
K ]T , y = [yT

1 yT
2 · · ·yT

K ]T , yk = [yT
1,k y

T
2,k · · ·yT

N,k]
T ,

n = [nT
1 nT

2 · · ·nT
K ]T , nk = [nT

1,k nT
2,k · · ·N,kT

K ]T and x = [xT
1 xT

2 · · ·xT
K ]T .

4.2.2 Problem Statement

Assuming dirty paper coding is used at the transmitter, the data rate Rb
k

for the kth user can be written as

Rb
k = log

|IN×Nr +
∑K

i=k HiQ
b
iH

H
i |

|IN×Nr +
∑K

i=k+1HiQ
b
iH

H
i |
, (4.2.3)

where Qb
k ∈ CNNt×NNt is the transmit covariance matrix for the kth sec-

ondary user, Qb
k ≽ 0 indicates that Qb

k is a semidefinite matrix. Using the

above definition of data rate, the weighted sum rate maximization problem

for the CR-MIMO-OFDM-BC can be written as

Problem 4.1 (Main Problem):

max
{Qb

k}k=1,··· ,K:Qb
k≽0

K∑
k=1

µkR
b
k (4.2.4)

s.t.

K∑
k=1

tr(Qb
k) ≤ Pt, (4.2.5)

K∑
k=1

hH
0 tr(Q

b
k)h0 ≤ PI , (4.2.6)
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where µk denotes the weight used for the rate of the kth secondary user. Pt

and PI represent the sum power constraint at the secondary network bases-

tation and the interference threshold for the primary user. h0 ∈ CNNt×1

denotes the channel gain vector between the secondary network basestation

and the primary user.

Applying the duality between Gaussian MAC and Gaussian BC as in [1]

and [69], the general MIMO sum rate optimization problem can be solved.

However, due to the additional interference constraint for the primary users

and the OFDM block structure, the optimization problem for this CR-

MIMO-OFDM-BC is non-convex [93] and it is difficult to solve it directly.

Similar to [75], by introducing auxiliary dual variables for the interference

power constraint and the sum power constraint, the original optimization

problem in (4.2.4)-(4.2.6) is transformed to the following equivalent prob-

lem,

Problem 4.2 (Equivalent Problem):

min
α≥0,β≥0

max
{Qb

k}k=1,··· ,K:Qb
k≽0

K∑
k=1

µkR
b
k (4.2.7)

s.t. α(

K∑
k=1

tr(Qb
k)− Pt) + β(

K∑
k=1

hH
0 tr(Q

b
k)h0 − PI) ≤ 0, (4.2.8)

where α and β are the auxiliary dual variables for the interference power con-

straint and the sum power constraint respectively. Constraint (4.2.8) is still

non-convex due to the multiplication of dual variables with the optimization

variables Qb
k. However, if α and β are set as constants, the constraint in

(4.2.8) becomes convex. Hence, α and β are set as constants and write both

constraints into a single constraint as described in [75] as follows

α(

K∑
i=1

tr(Qb
k)) + β(

K∑
i=1

hH
0 tr(Q

b
k)h0) ≤ αPt + βPI , (4.2.9)
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By applying the BC-MAC duality principle as stated in [75], the equiva-

lent problem shown above can be transformed to the dual MAC problem as

follows

Problem 4.3 (CR-MIMO-OFDM-MAC):

max
{Qm

k }k=1,··· ,K:Qm
k ≽0

K∑
k=1

µkR
m
k (4.2.10)

s.t.
K∑
k=1

tr(Qm
k )σ2 ≤ αPt + βPI , (4.2.11)

where Qm
k ∈ CNNr×NNr is the transmit covariance matrix for the kth sec-

ondary user in the MAC setup, σ2 is the noise variance for all the secondary

users, Rm
k is the rate achieved by the kth secondary user in the MAC setup.

Due to the duality between the MIMO-BC and the MIMO-MAC, the opti-

mal encoding order for the MIMO-BC employing DPC is the reverse of the

decoding order for the MIMO-MAC using successive interference cancelation

(SIC) scheme. Hence Rm
k is written as

Rm
k = log

|A+
∑k

i=1H
H
i Qm

i Hi|
|A+

∑k−1
i=1 HH

i Qm
i Hi|

, (4.2.12)

where the matrix A ∈ CNNt×NNt is defined as [107]

A = αh0h
H
0 + βIN×Nt , (4.2.13)

Due to the additional interference power constraint, this problem cannot

be solved using the conventional BC-MAC duality as presented in [1] and

[69]. Besides, due to the OFDM diagonal block setting, the algorithm used

in [75] cannot be directly applied to solve the problem. Therefore, in the

following section, an efficient algorithm is proposed to solve Problem 4.3.
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Figure 4.1. The system model for cognitive radio-MIMO-OFDM-BC
(Problem 4) with ni,k ∼ N(0, σ2INr)

Figure 4.2. The system model for the dual cognitive radio-MIMO-
OFDM-MAC (Problem 5) with ni ∼ N(0, αhi,0h

H
i,0 + βINt)

4.2.3 Dual MAC Weighted Sum Rate Maximization Problem for

CR-MIMO-OFDM-BC

It has been shown in [101] that the optimal covariance matrices Qm
k for

the weighted sum rate maximization problem for the virtual MIMO-OFDM-
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MAC have a block diagonal structure matching the structure of their respec-

tive channels Hk as shown below

Qm
k = diag[Qm

1,k Qm
2,k · · ·Qm

N,k],

Hence the original problem using the block diagonal structure can be

decoupled for different subcarriers. This will also decrease the complexity

dramatically. The Problem 4.2 and the Problem 4.3 are now decoupled as

described in Problem 4.4 and Problem 4.5 and as shown in Fig. 4.1 and Fig.

4.2.

Problem 4.4 (Decoupled CR-MIMO-OFDM-BC):

min
α≥0,β≥0

max
{Qb

n,k}k=1,··· ,K:Qb
n,k≽0

K∑
k=1

N∑
n=1

µkR
b
n,k (4.2.14)

s.t.α(

K∑
k=1

N∑
n=1

tr(Qb
n,k)− Pt)

+β(

K∑
k=1

N∑
n=1

hH
n,0tr(Q

b
n,k)hn,0 − PI) ≤ 0, (4.2.15)

Problem 4.5 (Decoupled CR-MIMO-OFDM-MAC):

max
{Qm

n,k}k=1,··· ,K. n=1,··· ,N :Qm
n,k≽0

K∑
i=1

N∑
n=1

µkR
m
n,k (4.2.16)

s.t.

K∑
k=1

N∑
n=1

tr(Qm
n,k)σ

2 ≤ αPt + βPI , (4.2.17)

where Rm
n,k is the rate achieved by the kth secondary user on the nth subcar-

rier for the MAC, Qm
n,k ∈ CNr×Nr denotes the transmit covariance matrix

for the kth secondary user on the nth subcarrier for the MAC, hn,0 ∈ CNt×1

denotes the channel gain vector on the nth subcarrier between the secondary

network basestation and the primary user. As a result, the general proce-

dure for solving this problem is described in the following pseudo of code.
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1) Initialization: α(1), β(1), n = 1
Repeat

2) a. Find the optimal solution Qm
n,k of the decoupled

CR-MIMO-OFDM-MAC Problem 4.5;
b. Map Qm

n,k back to Qb
n,k of the CR-MIMO-OFDM-BC

problem and solve Problem 4.4;
c. Update α(n) and β(n) using the subgradient method;
d. n = n+ 1

3) Stop at convergence.

Table 4.1. Pseudo-Code Description

The exact methods for solving the problem, in particular, 2(a)-2(c) in the

pseudocode will be explained in the subsequent sections.

4.2.4 The Optimization for the Solution of Qm
n,k in Problem 4.5

According to (4.2.12), the objective function in (4.2.16) can be rewritten as

f(Qm
1,1, · · · ,Qm

N,K) =

K∑
k=1

N∑
n=1

ηk log |An+

k∑
i=1

HH
n,iQ

m
n,iHn,i|, (4.2.18)

where An = αhn,0h
H
n,0 + βINt , ηk = µk − µk+1, µK+1 = 0.

In the following, based on [108] and [75], an iterative algorithm based on

the primal dual method is proposed. First of all, problem 4.5 can be rewrote

as follows:

max
{Qm

n,k}k=1,··· ,K. n=1,··· ,N :Qm
n,k≽0

f(Qm
1,1, · · · Qm

N,K) (4.2.19)

s.t.
K∑
k=1

N∑
n=1

tr(Qm
n,k)σ

2 ≤ PTOTAL, (4.2.20)

where PTOTAL = αPt + βPI . Due to the semidefinite matrix constraint

Qm
n,k ≽ 0, the eigenvalue qn,k,j of transmit covariance matrix Qm

n,k should be
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non-negative, i.e., qn,k,j ≥ 0. The Lagrangian duality function is

L(Qm
1,1, · · · ,Qm

N,K , λ, δn,k,j) := f(Qm
1,1, · · · ,Qm

N,K) (4.2.21)

−λ(
K∑
k=1

N∑
n=1

tr(Qm
n,k)σ

2 − P ) +

K∑
k=1

N∑
n=1

M∑
j=1

δn,k,jqn,k,j ,

where λ and δn,k,j are the Lagrangian multipliers associated with the total

power constraint and the positive eigenvalues constraints respectively. The

dual objective function of (4.2.19) is

g(λ) = max
Qm

n,k≽0
L(Qm

1,1, · · · Qm
N,K , λ), (4.2.22)

Since the above problem is convex, the duality gap between the original

problem and the dual problem is zero. The dual problem is given by

min
λ
g(λ) s.t. λ ≥ 0, (4.2.23)

Let us explain the proposed algorithm. An initial value for λ has been

chosen and solve the optimization problem in (4.2.22). λ is then updated

according to the steepest descent direction of g(λ) until the convergence of

the algorithm. Similar to [109], λ is updated via the gradient of equation

(4.2.21) for each subcarrier. The gradient is determined as follows

∇Qn,k
L :=

∂f(Qm
1,1, · · · ,Qm

N,K)

∂Qm
n,k

− λINr, (4.2.24)

where

∂f(Qm
1,1, · · · ,Qm

N,K)

∂Qm
n,k

(4.2.25)

=

K∑
j=k

ηjHn,k(An +

j∑
i=1

HH
n,iQ

m
n,iHn,i)

−1HH
n,k,
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The transmit covariance matrix Qm
n,k is first updated using the gradient

(4.2.24) as follows

Qm
n,k(n) = Qm

n,k(n− 1) + t∇Qn,k
L, (4.2.26)

where t is a small step size. The eigenvalue decomposition is then performed

to the gradient ∇Qn,k
L, and the transmit covariance matrix Qm

n,k is updated

by using only the positive eigenvalues and the corresponding eigenvectors as

Qm
n,k(n) =

∑
j

[qn,k,j ]
+υn,k,jυ

H
n,k,j , (4.2.27)

where qn,k,j and υn,k,j are the jth eigenvalue and the corresponding eigen-

vector of Qm
n,k respectively. [qn,k,j ]

+ denotes max(qn,k,j , 0). Applying the

method of [75], it can be shown that that the subgradient of g(λ) is PTOTAL−∑K
k=1

∑N
n=1 tr(Q

m
n,k)σ

2.

The transmit covariance matrix Qm
n,k is updated using (4.2.24)-(4.2.27).

After transmit covariance matrix Qm
n,k converges, the power consumed is

compared with PTOTAL. If PTOTAL >
∑K

k=1

∑N
n=1 tr(Q

m
n,k)σ

2, the value of

λ should be increased, and decreased otherwise. This process will continue

until g(λ) converges.

4.2.5 Mapping MAC Optimization Solution to BC Solution

Once the optimal solution for the decoupled dual MAC optimization problem

has been found, the MAC covariance matrix is required to map back to

the BC covariance matrix. As the block diagonal structure is decoupled

into linear structure, the cognitive radio-MIMO-OFDM-BC share the same

capacity region as of the CR-MIMO-OFDM-MAC. Thus the conventional

BC-MAC transformation algorithm has been extended to the CR-MIMO-
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1) Initialization setting: Hk = diag[H1,k H2,k · · ·HN,k]
Qm

k = diag[Qm
1,k Qm

2,k · · ·Qm
N,k] for k = 1, 2, · · ·K

2) a. For k = 1, 2, · · · , K
b. Define Ĥk = HkA

−1/2,

Mk = IN×Nr +
∑K

j=k+1 Ĥ
H

j Q
m
j Ĥj,

Nk = IN×Nt + Ĥj(
∑K

j=k+1Q
m
j )Ĥ

H

j

c. Define the effective channel as H̆k = M
−1/2
k ĤkN

−1/2
k

d. Apply Singular Value Decomposition to the

effective channel H̆k = RkDkLk

e. Define a new matrix

Jk = A−1/2M
−1/2
k RkL

H
k N

1/2
k

f. Qb
k = JkQ

m
k J

H
k

g. End for
3) Decouple the BC transmit covariance matrix Qb

k from the
diagonal structure: Qb

k = diag[Qb
1,k Qb

2,k · · ·Qb
N,k]

for K = 1, 2, · · ·K

Table 4.2. BC-MAC transformation algorithm to the CR-MIMO-
OFDM framework

OFDM framework as in Table 4.2 [107].

4.2.6 The Complete Solution of the Original Problem

The complete description of the algorithm is now presented to solve Problem

4.4. The inner part of Problem 4.4 can be rewritten as

g(α, β) = max
{Qm

n,k}k=1,··· ,K:Qm
n,k≽0

K∑
k=1

N∑
n=1

µkR
b
n,k (4.2.28)

s.t. α(

K∑
k=1

N∑
n=1

tr(Qm
n,k)− Pt)

+β(

K∑
k=1

N∑
n=1

hH
n,0tr(Q

m
n,k)hn,0 − PI) ≤ 0, (4.2.29)

After solving the above optimization problem, it is required to minimize

it with respect to the auxiliary dual variables α and β as follows

min g(α, β) s.t. α ≥ 0, β ≥ 0, (4.2.30)
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1) Initialization: α(1), β(1), n = 1
Repeat

2) a. Find the optimal solution of the decoupled dual MAC
Problem 4.5 using the subgradient update method;

b. Find the solution of the BC problem via the
MAC-to-BC mapping algorithm;

c. Update α(n) and β(n) using subgradient method
(4.2.31) and (4.2.32);

d. n = n+ 1

3) Stop when |Pt −
∑K

k=1

∑N
n=1 tr(Q

b
n,k)| ≤ ϵ and |PI−∑K

k=1

∑N
n=1 h

H
n,0tr(Q

b
n,k)hn,0| ≤ ϵ are satisfied simultaneously.

Table 4.3. Proposed iterative resource allocation algorithm

Hence, the remaining task is to determine the optimal α and β. It has

been shown in [75] that the subgradient of g(α, β) is [Pt−
∑K

k=1

∑N
n=1 tr(Q

b
n,k),

PI −
∑K

k=1

∑N
n=1 h

H
n,0tr(Q

b
n,k)hn,0]. It has been shown in [110] that with a

constant step size, the subgradient algorithm converges to a solution which

is in the close proximity to the optimal solution. Hence, α and β can be

updated as follows

α(n+1) = α(n) + t(

K∑
k=1

N∑
n=1

tr(Qb
n,k)− Pt) (4.2.31)

β(n+1) = β(n) + t(
K∑
k=1

N∑
n=1

hH
n,0tr(Q

b
n,k)hn,0 − PI), (4.2.32)

The proposed iterative algorithm for resource allocation of CR-MIMO-

OFDM-BC problem can be summarized as Table 4.3.

4.2.7 Simulation Results

In order to illustrate the effectiveness of the proposed algorithm, several

simulation results are provided in this section. The elements of the channel

matrix Hn,k are assumed to be CSCG variables with zero mean and unitary

variance. The components of interference channel hn,0 are also assumed to

be CSCG variables with zero mean and unitary variance. The total power
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constraint Pt and the interference power threshold PI are set to be 10 and
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Figure 4.3. Convergence of the proposed algorithm (Nt = 5, Nr = 3,
K = 5, N = 16, PI = 1, Pt = 10 and µi = 1 for all i).
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Figure 4.4. Evolution of interference of the proposed iterative algo-
rithm (Nt = 5, Nr = 3, K = 5, N = 16, PI = 1, Pt = 10 and µi = 1 for
all i).

1 respectively. The noise variances at the secondary users are also set to

unity.

A CR-BC-MIMO-OFDM network with five secondary users and one pri-

mary user is considered in the simulation. Five transmit antennas, three

receive antennas and 16 subcarriers are assumed in the system. The data

rates for all the secondary users are weighted equally. Fig. 4.3 depicts the
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sum rate versus the number of iterations of the proposed algorithm for two
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Figure 4.5. Convergence behavior of the proposed algorithm (Nt = 5,
Nr = 3, K = 5, N = 16, PI = 1, Pt = 10 and µ1 = 5, µ1 = 4, µ1 =
3, µ1 = 2, µ1 = 1).
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Figure 4.6. Power allocation of the proposed algorithm for different
secondary users (Nt = 5, Nr = 3, K = 5, N = 16, PI = 1, Pt = 10 and
µ1 = 5, µ1 = 4, µ1 = 3, µ1 = 2, µ1 = 1).

different step sizes t = 0.05 and t = 0.01. It is clear from Fig. 4.3 that

the step size affects the convergence speed of the proposed algorithm. Fig.

4.4 depicts the interference power at the primary user against the number

of iterations. As seen, the figure that the interference power approaches to

PI = 1 when the proposed algorithm converges.
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Different data rate weights for the secondary users are also considered in

this simulation. Data rate weights for different users are set as µ1 = 5, µ1 =
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Figure 4.7. Interference behavior of the proposed algorithm for differ-
ent secondary users (Nt = 5, Nr = 3, K = 5, N = 16, PI = 1, Pt = 10
and µ1 = 5, µ1 = 4, µ1 = 3, µ1 = 2, µ1 = 1).
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Figure 4.8. Comparison of the optimal achievable rates obtained by
the proposed algorithm for different interference thresholds (Nt = 5,
Nr = 3, K = 5, N = 16, PI = 1, Pt = 10 and µi = 1 for all i).

4, µ1 = 3, µ1 = 2, µ1 = 1. Fig. 4.5 depicts the weighted sum rate versus

the number of iterations of the proposed algorithm for step sizes t = 0.05

and t = 0.01. The sum rate is lower as compared to that presented in Fig.

4.3. This is because the system may loose user diversity gain due to priority
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settings. Similar to Fig. 4.3, the step size affects the convergence speed of

the proposed algorithm. The power consumed by all the secondary users

against the number of iterations is depicted in Fig. 4.6. As seen, secondary

user 1 consumes most of the power and settles at eight. Secondary user 2

consumes only 1.6 due to a lower priority in terms of the data rate. Fig.
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Figure 4.9. Comparison of the optimal achievable rates obtained by
the proposed algorithm for different number of users admitted in the
network (Nt = 5, Nr = 3, K = 5, N = 16, PI = 1, Pt = 10 and µi = 1
for all i).

4.7 depicts the interference power at the primary user against the number of

iterations. It can be seen from the figure that secondary user 1 introduces

most of the interference to the primary user and approaches 0.81.

In Fig. 4.8, all the settings are fixed as before, but the interference thresh-

old is modified from 0.1 to 10. As seen, the sum rate increases dramatically

when the interference threshold is set to a higher value. The interference

threshold is then fixed to one but varied the number of secondary users

served by the network, from one to eight. Due to the user diversity gain, as

shown in Fig. 4.9 the sum rate increases dramatically until the number of

secondary users reaches five. After that, the sum rate increases slightly and

approaches an asymptotic value. This is because any gains achieved by user

diversity is overwhelmed by the mutual interference between users for large
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number of users. Hence the sum rate increases marginally.

4.3 Sum Rate Maximization for Spectrum Sharing Multiuser MIMO

Network under Rayleigh Fading

In this section, a sum rate maximization problem for the CR-MIMO-BC

under Rayleigh fading with partial CSI in the form of covariance feedback

has been investigated. In contrast to previous section on MIMO CR net-

works, in this section, the ergodic capacity region has been studied based on

fading channels. In this situation, the aim is to find the optimum transmit

covariance matrices, i.e., the optimum transmit directions and power alloca-

tion for various users to maximize the ergodic capacity. Based on multiple

auxiliary variables, KKT optimality conditions and BC-MAC duality, an

iterative algorithm has been developed to solve the equivalent problem us-

ing Lagrangian optimization. Simulation results demonstrate the proposed

algorithm converges to a globally optimal solution.

4.3.1 System Model and Problem Statement

A downlink underlay cognitive radio network has been considered. The SNB

is equipped with Nt transmit antennas. Each SU k ∈ {1, 2, . . . ,K} has Nr

receive antennas. All the SUs share the same spectrum as of the PUs. Each

PU is equipped with one receive antenna. The downlink channel between

the transmitter and the user k is represented by a matrix Hk ∈ CNt×Nr . It

is assumed that the receivers of SUs know the downlink CSI, while the SNB

has only the statistical model of the channel. The statistical model that

has been considered in this section is the partial CSI in terms of covariance

matrix feedback. In this model, there exists correlation between the signals

transmitted by or received at different antenna elements. For each user, the
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downlink channel is modeled as [111],

Hk = (Φb
k)

1/2Zb
k(Σ

b
k)

1/2, (4.3.1)

where the transmit antenna correlation matrix, Σb
k, is the correlation be-

tween the signals transmitted for user k and the SNB, and the receive an-

tenna correlation matrix, Φb
k, is the correlation between the signals received

by the Nr receive antennas of user k. The entries of Z
b
k are i.i.d., zero-mean,

unity-variance complex Gaussian random variables. In this section, it is

assumed that the SNB transmitter does not have any physical restrictions

hence there is sufficient spacing between the antenna elements, such that the

signals transmitted from different antenna elements are uncorrelated. As a

result, the transmit antenna correlation matrix is assumed to be an identity

matrix, i.e., Σb
k = I. Therefore, the channel for the user k is written as

Hk = (Φb
k)

1/2Zb
k, (4.3.2)

The matrix Φb
k is defined as the channel covariance feedback matrix for

user k. Essentially, this covariance feedback model has been used in [103]

and [104].

Assuming dirty paper coding at the transmitter and the encoding order

is (1, · · · ,K), i.e., the codeword of user 1 is encoded first, the average data

rate Rb
k for the kth user can be written as [69]

Rb
k = EH[log

|INr +
∑K

i=k HiQ
b
iH

H
i |

|INr +
∑K

i=k+1HiQ
b
iH

H
i |

], (4.3.3)

where EH is the expectation operator with respect to the channel variations

in the matrix H = [HT
1 , · · · ,HT

K ], and | · | is the determinant operator. Let

Qb
k = E[xkx

H
k ] be the transmit covariance matrix for the kth SU, xk is the

signal transmitted by the kth user at the SNB, Qb
k ∈ CNt×Nt . Hence Qb

k is



Section 4.3. Sum Rate Maximization for Spectrum Sharing Multiuser MIMO Network under

Rayleigh Fading 83

a semidefinite matrix, i.e., Qb
k ≽ 0. Using the above definition for data rate,

the sum rate maximization problem is written as

max
{Qb

k}k=1,··· ,K:Qb
k≽0

K∑
k=1

Rb
k (4.3.4)

s.t.
K∑
k=1

tr(Qb
k) ≤ Pt, (4.3.5)

Eh0[

K∑
k=1

hH
0 Qb

kh0] ≤ PI , (4.3.6)

where Pt and PI represent the sum power constraint at the SNB and the

interference threshold for the PU. h0 ∈ CNt×1 denotes the channel gain

vector between the SNB and the PU.

4.3.2 Dual MAC Optimization Problem

The general MIMO sum rate maximization problem can be solved by ap-

plying the duality between the Gaussian MACs and the Gaussian BCs as

in [1] and [69]. However, due to the additional interference constraint for the

primary users and the expectation operator with respect to the channel vari-

ations, the optimization problem for this CR-MIMO-BC is non-convex [93]

and it is difficult to solve it directly. Similar to [75], by introducing auxiliary

dual variables for the interference power constraint and the sum power con-

straint, the original problem in (4.3.4)-(4.3.6) is transformed to the following

equivalent problem,

min
α≥0,β≥0

max
{Qb

k}k=1,··· ,K:Qb
k≽0

K∑
k=1

Rb
k (4.3.7)

s.t. α(
K∑
k=1

tr(Qb
k)− Pt) (4.3.8)

+βEh0[(

K∑
k=1

hH
0 Qb

kh0]− PI) ≤ 0,

where α and β are the auxiliary dual variables for the interference power

constraint and the sum power constraint respectively. The constraint in
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(4.3.8) is still non-convex due to the multiplication of dual variables with

the optimization variables Qb
k. However, if α and β are set to constants, the

constraints in (4.3.8) becomes convex. Hence, α and β are set to constants

and both constraints are written into a single constraint as described in [75]

as follows

α(

K∑
i=1

tr(Qb
k)) + βEh0(

K∑
i=1

hH
0 Qb

kh0) ≤ αPt + βPI , (4.3.9)

By applying the BC-MAC duality as described in [75], the equivalent

problem shown above can be transformed to the dual MAC problem as

follows

max
{Qm

k }k=1,··· ,K:Qm
k ≽0

K∑
k=1

Rm
k (4.3.10)

s.t.
K∑
k=1

tr(Qm
k )σ2 ≤ αPt + βPI , (4.3.11)

where Qm
k ∈ CNr×Nr is the transmit covariance matrix for the kth SU in

the virtual MAC setup, σ2 is the noise variance for all the SUs, Rm
k is the

rate achieved by the kth SU in the virtual MAC setup. Due to the duality

between the MIMO-BC and the MIMO-MAC, the optimal encoding order

for the MIMO-BC employing DPC is the reverse of the decoding order for

the MIMO-MAC using successive interference cancelation scheme. Besides,

due to BC-MAC duality, the SNB acts as a receiver. Hence the virtual uplink

channel for user k has been written as follows

Hm
k = HH

k = ((Φb
k)

1/2Zb
k)

H , (4.3.12)

As a result, the rate achieved by the kth user Rm
k in the virtual MAC

setup is written as

Rm
k = EH[log

|A+
∑k

i=1H
H
i Qm

i Hi|
|A+

∑k−1
i=1 HH

i Qm
i Hi|

], (4.3.13)
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where the matrix A ∈ CNt×Nt is defined as [107]

A = αEh0[h0h
H
0 ] + βIN×Nt (4.3.14)

Substituting (4.3.13) into the dual MAC problem in (4.3.10)-(4.3.11) ,

the problem is transformed to the following problem

max
{Qm

k }k=1,··· ,K:Qm
k ≽0

EH[log|A+
K∑
i=1

HH
i Qm

i Hi|] (4.3.15)

s.t.

K∑
k=1

tr(Qm
k )σ2 ≤ αPt + βPI (4.3.16)

As the antennas at the SNB have been assumed to be uncorrelated, it is

assumed that Eh0[h0h
H
0 ] is an identity matrix. Let Φk = UΦk

ΛΦk
UH

Φk
the

spectral decomposition for the channel covariance matrix of user k. It has

been shown in [105] that the optimum transmit covariance matrix Qk for

user k has the form of Qm
k = UΦk

ΛQk
UH

Φk
, for all users [105]. This means

that each user transmits along the directions of its own channel covariance

matrix. Hence (4.3.15) can be rewritten as

CMAC = max
Qm

k ≽0
EH[log|A+

K∑
i=1

ZkΛQk
ΛΦk

ZH
k |] (4.3.17)

= max
Qm

k ≽0
EH[log|A+

K∑
i=1

Nr∑
j=1

λQijλ
Φ
ijzijz

H
ij |] (4.3.18)

where zij is the jth column of Zi, λ
Q
ij and λΦij are the eigenvalues of ΛQi

and ΛΦi respectively. An iterative algorithm similar to [106] is provided to

determine the optimum eigenvalues of all users. By writing the Lagrangian

for (4.3.18) and using the identity proven in [105] as

∂

∂x
log|C+ xD| = tr[(C+ xD)−1]D (4.3.19)
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The jth KKT condition for user k can be obtained as

Gkj(λ
Q) , E[

λΦkjz
H
kjB

−1
kj zkj

1 + λQkjλ
Φ
kjz

H
kjB

−1
kj zkj

] ≤ νk (4.3.20)

where λQ = [λQ1 , · · · , λ
Q
K ], λQk = [λQk1, · · · , λ

Q
kNr

] is the vector containing the

eigenvalue of user k, and νk is the Lagrange multiplier corresponding to the

user k, Bkj = B− λQkjλ
Φ
kjz

H
kjzkj and B = A+

∑K
i=1

∑Nr
j=1 λ

Q
ijλ

Φ
ijzijz

H
ij . Due

to the KKT conditions, if the optimum λQkj is non-zero, the inequalities in

(4.3.20) are satisfied with equality. Furthermore, if the optimum λQkj is zero,

the inequalities in (4.3.20) are satisfied with strict inequality. λQkj cannot be

solved directly from (4.3.20) because of the expectation operator. Hence,

both sides of (4.3.20) are multiplied by λQkj ,

λQkjGkj(λ
Q) = λQkjνk (4.3.21)

As discussed above, for all λQkj , (4.3.21) is satisfied with equality. Some

artificial fixed points have been created while obtaining (4.3.21) from (4.3.20).

By summing over all antennas for any user k, the Lagrange multiplier νk cor-

responding to the user k can be determined. Then the fixed point equations

can be obtained by inserting this νk into (4.3.21). Note that, the fixed point

equations are satisfied by the optimum power values of user k,

fkj(λ
Q) , λQkj =

λQkjGkj(λ
Q)∑

i λ
Q
kiGki(λQ)

(4.3.22)

where the right hand side of (4.3.22) is defined as fkj(λ
Q). Note that, fkj(λ

Q)

depends on all of the eigenvalues. The power allocation is updated using the

following method,

λQk (n+ 1) = fk(λ
Q
1 (n), λ

Q
2 (n), · · · , λ

Q
K(n)) (4.3.23)
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where fk = [fk1, · · · , fkNr ] is the vector valued update function of user k. By

assuming that the eigenvalues of the rest of the users are fixed, this algorithm

finds the optimum eigenvalues for a given user. Hence, the algorithm moves

to another user, after the convergence of (4.3.23). The transmit covariance

matrix for the user k is computed using the following method,

Qm
k = UΦk

ΛQk
UH

Φk
(4.3.24)

where λQkj is the jth diagonal element of the matrix ΛQk
. Once the optimal

solution for the dual MAC optimization problem has been found, the MAC

covariance matrix is required to map back to the BC covariance matrix. As

shown in [75] the CR-MIMO-BC share the same capacity region as of the CR-

MIMO-MAC. Hence the conventional BC-MAC transformation algorithm

has been extended to the CR-MIMO framework as Table 4.4.

The complete algorithm to solve the problem in (4.3.7)-(4.3.8) is de-

scribed now. The inner part of the problem in (4.3.7)-(4.3.8) can be rewritten

as follows

g(α, β) = max
{Qb

k}k=1,··· ,K:Qb
k≽0

K∑
k=1

Rb
k (4.3.25)

s.t. α(

K∑
k=1

tr(Qb
k)− Pt) (4.3.26)

+βEh0[(

K∑
k=1

hH
0 Qb

kh0]− PI) ≤ 0

After solving the above optimization problem, the next step is to mini-

mize it through the auxiliary dual variables α and β as follows

min g(α, β) s.t. α ≥ 0, β ≥ 0, (4.3.27)

Hence, the remaining task is to determine the optimal α and β. Extend-

ing the principle used in [75], the subgradient of g(α, β) can be written as
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1) Define Ĥk = HkA
−1/2,

Mk = INr + EĤ[
∑K

j=k+1 Ĥ
H

j Q
m
j Ĥj],

Nk = INt + EĤ[Ĥj(
∑K

j=k+1 Q
m
j )Ĥ

H

j ]

2) Define the effective channel as

H̆k = M
−1/2
k ĤkN

−1/2
k

3) Apply Singular Value Decomposition to the effective

channel H̆k = RkDkLk

4) Define a new matrix

Jk = ER[A
−1/2M

−1/2
k RkL

H
k N

1/2
k ]

5) Qb
k = JkQ

m
k J

H
k

Table 4.4. BC-MAC transformation algorithm to the CR-MIMO
framework

[Pt −
∑K

k=1 tr(Q
b
k), PI − Eh0(

∑K
k=1 h

H
0 Qb

kh0)]. It has been shown in [110]

that with a constant step size, the subgradient algorithm converges to a

value that is within a small range of the optimum solution. Hence, α and β

can be updated as follows

α(n+1) = α(n) + t(

K∑
k=1

tr(Qb
k)− Pt) (4.3.28)

β(n+1) = β(n) + t(Eh0[

K∑
k=1

hH
0 Qb

kh0]− PI) (4.3.29)

This procedure is continued until |Pt −
∑K

k=1 tr(Q
b
k)| ≤ ϵ and |PI −

Eh0[
∑K

k=1 h
H
0 Qb

kh0]| ≤ ϵ are satisfied simultaneously, where ϵ is a small

positive value.

Furthermore, as Qb
k is not a function of the interference channel h0,

the primary user does not need to feedback the instantaneous channel state

information but it is required to feedback only the statistical information,

i.e. the covariance matrix of the channel it sees from the SNB.
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Figure 4.10. Convergence behavior of sum rate iterative algorithm
(Nt = 5, Nr = 3, K = 5, PI = 1 and Pt = 10).
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Figure 4.11. Evolution of the iterative algorithm: PU interference
versus iteration number (Nt = 5, Nr = 3, K = 5, PI = 1 and Pt = 10)
.

4.3.3 Simulation Results

In order to illustrate the effectiveness of the proposed algorithm, several sim-

ulation results have been provided. The interference channel components of

h0 are assumed to be CSCG variables with zero mean and unitary variance.

The total power constraint Pt and the interference power threshold PI are

set to 10 and 1 respectively. The noise variances at the SUs are set to unity.

A CR-BC-MIMO network under Rayleigh fading with partial CSI with
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Figure 4.12. Evolution of the proposed iterative algorithm: The
power at SNB reaches the maximum limit of 10 after convergence
(Nt = 5, Nr = 3, K = 5, PI = 1 and Pt = 10).

five SUs and one PU is considered. Five transmit antennas and three receive

antennas have been chosen in this simulation. All the SUs are assumed to

share the same spectrum as of PU. Fig. 4.10 depicts the sum rate versus

the number of iterations of the proposed algorithm for a step size t = 0.01.

It can be seen from the figure that the sum rate approaches to 7 at the

convergence of the algorithm. Fig. 4.11 depicts the interference power at

the PU versus the number of iterations. As seen, the interference power ap-

proaches the threshold of 1 at approximately 80 iterations. Fig. 4.12 depicts

the power consumption at the SNB. It can be seen from the figure that the

power consumption approaches the maximum limit of 10 at the convergence

of the algorithm.

4.4 An Optimal Resource Allocation Technique for Spectrum Shar-

ing MIMO Wireless Relay Network

Relay communications have recently emerged as a powerful spatial diversity

technique that can improve the performance over the conventional point-to-
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point transmissions, such as throughput enhancement, coverage extension,

and power saving. An important work on relay communications was per-

formed by Cover and Gamal [112]. Combining relay technique and cognitive

radio techniques, cognitive radio relaying has attracted a great deal of at-

tention lately [113–115]. In this section, a weighted sum rate maximization

and rate balancing problem for a spectrum sharing MIMO based wireless

relay network has been investigated. The aim is to maximize the sum rate

of the wireless relay network whilst ensuring the interference leakage to the

primary user terminals during two time slots are below a specific value. This

problem has been solved by asymmetrically allocating the power to different

time slots and using the principle of BC-MAC duality. The algorithm in

its dual form has been solved using sub-gradient methods. The simulation

results demonstrate the convergence of the algorithm and the simultaneous

satisfaction of maximum power and the interference constraints.

4.4.1 System Model

A downlink three-node spectrum sharing MIMO based wireless relay net-

work has been considered, where a source, which is a secondary network

basestation, communicates with the destinations (SUs) through a relay sta-

tion, as shown in Fig. 4.13. Each node in this network cannot transmit and

receive at the same time. The SNB and the relay station (RS) are equipped

with Nt antennas. Each SU k ∈ {1, 2, . . . ,K} has Nr antennas. The K SUs

share the same spectrum as of the PUs. Each PU is equipped with one re-

ceive antenna. The downlink transmission between the SNB and the SUs in

the relay network consists of two time slots. In the first time slot, the source

nod sends the data to the relay which is considered as a downlink problem.

The relay receives and decodes the signal. In the second time slot, the relay

re-encodes the signal and forwards it to the destination (SUs), which is also

a downlink resource allocation problem. Finally, the destination decodes the
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Figure 4.13. Wireless cognitive relay network system model (SNB:
secondary network basestation; PNB: primary network basestation; RS:
relay station)

signal from the relay. In this section, it is assumed that transmission dura-

tions for the consecutive time slots are symmetric. The total transmission

duration from the source to the destination is the summation of two time

slots. The total transmit power in the relay network is PT . During the

two time slots, both the SNB and RS introduce interference to PUs. For

simplicity, one PU is considered in the network, as shown in Fig. 4.14, but

extension to multiple PUs is straight forward.

Assuming dirty paper coding at the RS transmitter and the encoding or-

der is (1, · · · ,K), i.e., the codeword of user 1 is encoded first, the data rate

RB
k (from relay to kth destination) for the kth user can be written as [69]

RB
k = log

|INr +
∑K

i=k HiQ
B
i H

H
i |

|INr +
∑K

i=k+1HiQ
B
i H

H
i |
, (4.4.1)

where QB
k = E{xkx

H
k } is the transmit covariance matrix for the kth SU

and xk is the signal transmitted by the kth user in the downlink at the RS.

Hk ∈ CNr×Nt is the channel matrix from RS to the kth user. The capacity
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Figure 4.14. The system model for the K-SU MIMO cognitive relay
system having Nt transmit antennas and Nr receive antennas at each
SU.

achieved at the RS (from SNR) is defined as

RRS = log |INt +H0S
B
0 H

H
0 | (4.4.2)

where SB
0 = E{s0sH0 } is the transmit covariance matrix at the SNB and s0 is

the signal transmitted to RS. H0 ∈ CNt×Nt is the channel matrix from SNB

to RS. Hence, the capacities of the two consecutive time slots are defined as

follows

C1st = RRS = log |INt +H0S
B
0 H

H
0 | (4.4.3)

C2nd =

K∑
k=1

log
|INr +

∑K
i=k HiQ

B
i H

H
i |

|INr +
∑K

i=k+1HiQ
B
i H

H
i |

(4.4.4)

4.4.2 Resource Allocation Scheme for Spectrum Sharing MIMO

Based Wireless Relay Systems

A. Problem Formulation

It is assumed that the data received by the RS are decoded and retransmitted

to the destinations (users). Hence, the capacity from the source to the

destination is C = min{C1st, C2nd}, where C = min{x, y} takes the smaller
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value of x and y. The objective function of the symmetric resource allocation

problem is formulated as follows

max
{SB

0 }SB
0 ≽0; {QB

k }k=1,··· ,K:QB
k ≽0

(min{C1st, C2nd}) (4.4.5)

subject to

tr(SB
0 ) +

K∑
k=1

tr(QB
k ) ≤ Pt, (4.4.6)

hH
1 SB

0 h1 ≤ PI , (4.4.7)
K∑
k=1

hH
2 QB

k h2 ≤ PI , (4.4.8)

where h1 ∈ CNt×1 denotes the channel gain vector between the SNB and

the PU in the first time slot, h2 ∈ CNt×1 denotes the channel gain vector

between the RS and the PU in the second time slot. A sum power constraint

Pt is used to control the SNB and RS transmission power. PI denotes the

interference threshold for the primary receiver. By solving the problem in

(4.4.5)-(4.4.8), joint source-relay power allocation is obtained. It is straight-

forward to derive from (4.4.5) that C is maximized only when C1st in (4.4.3)

is equal to C2nd in (4.4.4). Therefore, the optimization problem becomes

max
{SB

0 }SB
0 ≽0; {QB

k }k=1,··· ,K:QB
k ≽0

C1st + C2nd (4.4.9)

subject to (4.4.6)-(4.4.8) and

C1st = C2nd (4.4.10)

The constraint in (4.4.10) is a non-convex constraint [93]. This is because

the constraint in (4.4.10) can be written as C1st − C2nd = 0, and minus

sign result into loss of convexity. Hence, in the next section, a sum rate

maximization and rate balancing technique has been proposed to solve this
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resource allocation problem using a different approach.

B. Algorithm Description

Since (4.4.10) is not a convex set, this constraint can be relaxed and a new

variable P1 is introduced which denotes the power allocation in the first time

slot. Hence, the capacity between the two time slots can be balanced and

C1st −C2nd = 0 can be achieved by using an appropriate power level P1. As

a result, the problem in (4.4.5)-(4.4.8) can be modified as follows

max
{SB

0 }SB
0 ≽0; {QB

k }k=1,··· ,K:QB
k ≽0, P1

C1st + C2nd (4.4.11)

subject to

tr(SB
0 ) ≤ P1, (4.4.12)

K∑
k=1

tr(QB
k ) ≤ Pt − P1, (4.4.13)

hH
1 SB

0 h1 ≤ PI , (4.4.14)
K∑
k=1

hH
2 QB

k h2 ≤ PI , (4.4.15)

Let us explain the procedure of solving the above problem. First, P
(n)
1

is initialized to an arbitrary positive value. The problem in (4.4.11)-(4.4.15)

is solved for optimal value of SB
0 and QB

k . The capacity achieved during

the two time slots C1st and C2nd are then compared. The value of P
(n)
1 is

updated as P
(n+1)
1 = P

(n)
1 − t(C1st − C2nd), where t is a small positive step

size. This process will continue until the |C1st−C2nd| ≤ ϵ, where ϵ is a small

positive value.

Applying the duality between Gaussian MAC and Gaussian BC as in [1]

and [69], the general MIMO sum rate optimization problem can be solved.

However, due to additional interference constraint for the primary users

(4.4.14) and (4.4.15), the optimization problem in (4.4.11) is non-convex [93].
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Similar to [75], by introducing auxiliary dual variables for the interference

power constraint and the sum power constraint, the original problem in

(4.4.11)-(4.4.15) is transformed to the following equivalent problem

min
α≥0,β≥0,γ≥0,δ≥0

max
{SB

0 }SB
0 ≽0;{QB

k }k=1,··· ,K:QB
k ≽0

C1st + C2nd (4.4.16)

subject to

αtr(SB
0 ) + β

K∑
k=1

tr(QB
k ) + γ(hH

1 SB
0 h1) + δ(

K∑
k=1

hH
2 QB

k h2)

≤ αP1 + β(Pt − P1) + γPI + δPI , (4.4.17)

where α, β, γ and δ are the auxiliary dual variables for the interference

power constraints and the power constraint in two time slots respectively.

Constraint (4.4.17) is still non-convex due to the multiplication of the dual

variables with the optimization variables S0 and Qk. However, if α, β, γ

and δ are set as constants, the constraint in (4.4.17) becomes convex. Hence,

α, β, γ and δ are set as constants and write both constraints into a single

constraint. By applying the BC-MAC duality principle as stated in [75],

the problem shown in (4.4.16) and (4.4.17) is transformed to the dual MAC

problem as follows

max
{SM

0 }SM
0 ≽0;{QM

k }k=1,··· ,K:QM
k ≽0

CM
1st + CM

2nd (4.4.18)

s.t.{tr(SM
0 ) +

K∑
k=1

tr(QM
k )}σ2

≤ αP1 + β(Pt − P1) + γPI + δPI , (4.4.19)

where SM
0 ∈ CNt×Nt and QM

k ∈ CNr×Nr denote the transmit covariance

matrix by the RS and the kth SU for the MAC respectively. CM
1st and C

M
2nd

are the rate achieved during the first and the second time slots for the MAC

respectively. σ2 is the noise variance for the RS and all the SUs. Due to the
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duality between the MIMO-BC and the MIMO-MAC, the optimal encoding

order for the MIMO-BC employing DPC is the reverse of the decoding order

for the MIMO-MAC using successive interference cancelation scheme. Hence

RM
RS and RM

k are written as

RM
RS = log |A1 +HH

0 SM
0 H0| (4.4.20)

RM
k = log

|A2 +
∑k

i=1H
H
i QM

i Hi|
|A2 +

∑k−1
i=1 HH

i QM
i Hi|

, (4.4.21)

where the matrix A1 ∈ CNt×Nt is defined as A1 = γh1h
H
1 + αINt and

A2 ∈ CNt×Nt is defined as A2 = δh2h
H
2 +βINt [107]. Hence the problem in

(4.4.16)-(4.4.17) and its dual form (4.4.18)-(4.4.19) can be solved using the

subgradient algorithm and the CR-BC-MAC duality described in [75].

For the case that PU has multiple antennas Npr, the algorithm can

be extended by writing the primary user channel in the matrix form as

H1 ∈ CNpr×Nt , H2 ∈ CNpr×Nt , and the interference constraint in (4.4.17)

as αtr(S0) + β
∑K

k=1 tr(Qk) + γ tr(HH
1 S0H1) + δ tr(

∑K
k=1H

H
2 QkH2) ≤

αP1+β(Pt−P1)+γPI + δPI . The algorithm presented here will remain the

same afterwards.

The algorithm can be extended to multiple PUs by introducing additional

auxiliary variables βm for each primary user interference constraint and

modifying (4.4.17) as αtr(S0) + β
∑K

k=1 tr(Qk) +
∑M

m=1 γm(hH
1,mS0h1,m) +∑M

m=1 δm(
∑K

k=1 h
H
2,mQkh2,m) ≤ αP1+β(Pt−P1)+

∑M
m=1 γmPI,m+

∑M
m=1 δm

PI,m , where h1,m is the channel response from the SNB to the mth PU, h2,m

is the channel response from the RS to the mth PU and PI,m is the interfer-

ence threshold for the mth PU. The role of the auxiliary variables γm and δm

is similar to that of γ and δ for the case of single PU. Hence the proposed

algorithm can be modified to solve this problem.

In this section, the power constraint is on the total base station and

relay power. In this case, it is possible to equate the data rates from the
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base station to the relay and from the relay to the destination. However,

for the case when the base station and the relay have individual maximum

power constraints, the proposed resource allocation algorithm will still work,

but the overall data rate should be expected to be lower than that for the

case of combined power constraint. This is due to the inability to maintain

equal data rate from base station and the relay.

C. Rate Balancing

Suppose the achievable rate region C2nd in the second time slot for the

problem in (4.4.5)-(4.4.8) is r ∈ C(H, Pt, PI). The technique investigated so

far aims to maximize the sum rate with interference constraint. To ensure

fairness among secondary users, a better criterion is to maximize the data

rate while balancing rate achieved for each SU as [101]

max
r,λ

λ s.t. r = λρ, r ∈ C(H, Pt, PI) (4.4.22)

For example if ρ = 1K , all users attain the same data rate. For other

values of ρ, data rate is maximized while dividing the total rate to users

according to the ratio defined by the vector ρ. Fortunately, the dual problem

can be shown as a weighted sum rate optimization of the following form [101]

min
µ

max
r

K∑
k=1

µk
Rk

ρk
s.t.

K∑
k=1

µk = 1 (4.4.23)

where µk are the Lagrangian coefficients for the K constraints in (4.4.22),

r = [R1 · · ·RK ] is the rate vector and ρk is the k
th element of ρ. The capacity

in the second time slot is now modified as follows

C2nd =
K∑
k=1

µk log
|INr +

∑K
i=k HiQiH

H
i |

|INr +
∑K

i=k+1HiQiH
H
i |

(4.4.24)

Hence, for an initial setting of µk, max
∑K

k=1(
µk
ρk
)Rk can be solved using

the method described earlier, and the µk can be updated using a subgradient

method as in [101], i.e. µ
(d)
k = µ

(d−1)
k − t(Rk − RK). For the updated µk,

the weighted sum rate problem is solved again and µk is computed again.
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1) Initialization: P n
1 to positive values, n = 1

2) repeat
3) Initialization: µd

1 · · ·µd
K to positive values, d = 1,

4) repeat
5) Solve the problem in (4.4.16)-(4.4.17) using the

subgradient method in [75],
6) Update the Lagrangian coefficient µd

k for the
problem in (4.4.23), d = d+ 1,

7) Stop when |Rk −Rk−1| ≤ ϵ for k = 2, · · · , K,
8) Stop when |C1st − C2nd| ≤ ϵ.

Table 4.5. Iterative rate maximization and balancing algorithm
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Figure 4.15. The convergence of the proposed algorithm (Nt = 5,
Nr = 3, K = 3, PI = 1, Pt = 10 and µi = 1 for all i).

This is continued until convergence. The resulting algorithm will maximize

the data rate while ensuring data rate balancing and interference leakage to

primary user is below a target value. The proposed iterative algorithm for

resource allocation of spectrum sharing MIMO based wireless relay network

has been summarized as in Table 4.5.

4.4.3 Simulation Results

The elements of the channel matrix H0 and Hk and the interference channel

vector h1 and h2 are assumed to be CSCG variables with zero mean and
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Figure 4.16. Comparison of the optimal achievable rates obtained by
the proposed algorithm for different time slots (Nt = 5, Nr = 3, K = 3,
PI = 1, Pt = 10 and µi = 1 for all i).
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Figure 4.17. Comparison of the power allocation obtained by the
proposed algorithm for different time slots (Nt = 5, Nr = 3, K = 3,
PI = 1, Pt = 10 and µi = 1 for all i).

unity variance. The total power constraint Pt and the interference power

threshold PI are set to 10 and 1 respectively. The noise variances at the SUs

have been set to unity.

A MIMO cognitive relay network with three SUs and one PU has been

considered. Five antennas at the SNB and RS, three receive antennas at each

SU has been chosen in this simulation. In the first simulation, the aim is to
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Figure 4.18. Comparison of the optimal achievable rates obtained by
the proposed algorithm for different time slot (Nt = 5, Nr = 3, K = 3,
PI = 1, Pt = 10 and µi = 1 for all i).
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Figure 4.19. Rate balancing of the proposed algorithm for the case
of three SU (Nt = 5, Nr = 3, K = 3, PI = 1 and Pt = 10)

show the proposed algorithm converges to an identical setting regardless of

the initializations in term of P1 for a particular set of random channels. The

initial values for the power allocation are varied in the first and the second

time slots as (P1 = 1
10Pt, P1 = 9

10Pt), (P1 = 1
2Pt, P1 = 1

2Pt), (P1 = 2
3Pt,

P1 =
1
3Pt) and (P1 =

4
5Pt, P1 =

1
5Pt). As seen in Fig. 4.15, the sum capacity

of the two time slots approaches to 15 regardless of the initializations.
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Fig. 4.16 depicts the capacity of both time slots against the number of

iterations. As seen, after approximately 50 iteration, the capacity of both

time slot approaches to 7.5 bits. Fig. 4.17 depicts the power consumption

in both time slots against the number of iterations. As seen, the power

consumption in the first time slot is approximately 7 whilst it is 3 in the

second time slot. Fig. 4.18 examines the validity of the interference control

of the proposed algorithm. As seen, the interference power in both the time

slots approaches to PI = 1 when the proposed algorithm converges.

Finally, the proposed algorithm can balance all the SUs data rate has

been shown. All the elements of the data rate balancing vector ρ were set

to one. Fig. 4.19 depicts the convergence of the data rate for all three

users against the adaptation of the Lagrangian multiplier µk as explained

in Section C. All the users attain equal data rate. The data rate without

rate balancing constraints is also shown. The total sum rate in this case

is 7.5 bits/s/Hz. With the rate balancing constraints, each user attains 2.2

bits/s/Hz. Hence the total rate is less than that of the scheme that does not

use rate balancing constraint. However the rate balancing constraint ensures

fairness among users.

4.5 Conclusion

The sum rate maximization problem for spectrum sharing networks has been

studied. Weighted sum rate maximization and rate balancing techniques for

MIMO-OFDM based spectrum sharing broadcast channels have been pro-

posed first. The aim was to maximize the sum rate of the secondary users

whilst ensuring interference leakage to the primary user terminals is below a

specific value and each secondary user attains a specific portion of the total

data rate. This problem has been solved by converting the MIMO-OFDM

channel into a block diagonal form and using the principle of BC-MAC du-
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ality. The algorithm in its dual form has been solved using sub-gradient

methods. The simulation results demonstrated the convergence of the algo-

rithm and the simultaneous satisfaction of maximum power and interference

constraints. Fading channel and the ergodic capacity region maximization

problem is another interesting research area. Hence, in contrast to previous

section on MIMO CR networks, the ergodic capacity region has been studied

based on fading channels. The sum rate maximization problem for spectrum

sharing MIMO BC under Rayleigh fading has then been investigated. Based

on the multiple auxiliary variables, the KKT optimality conditions and the

BC-MAC duality, an iterative algorithm has been developed to solve the

equivalent problem using the Lagrangian theory and showed that the pro-

posed algorithm converges to the setting as defined by the optimization

problem, i.e., the interference and the power limit are met whilst maximiz-

ing the sum capacity. Finally, to further exploit the performance of the

network, a weighted sum rate maximization and rate balancing problem for

a spectrum sharing MIMO based wireless relay network has been studied.

The aim is to maximize the sum rate of the wireless relay network whilst

ensuring the interference leakage to the primary user terminals during two

time slots are below a specific value. This problem has been solved by asym-

metrically allocating the power to different time slots and using the principle

of BC-MAC duality. The algorithm in its dual form has been solved using

sub-gradient methods. The simulation results demonstrated the convergence

of the algorithm and the simultaneous satisfaction of maximum power and

interference constraints.



Chapter 5

BEAMFORMING AND

TEMPORAL POWER

OPTIMIZATION FOR

SPECTRUM SHARING

NETWORKS

This chapter focuses on beamforming and power control for an overlay cog-

nitive radio network. Co-existence of a secondary network with a primary

network under an overlay framework has been considered. Beamformer de-

sign and power allocation approach has been proposed using an iterative

optimization technique. The secondary network serves multiple users in the

same frequency band as of the primary network, however, in order to com-

pensate the interference leakage to the primary user terminals, the secondary

network acts as a relay to forward the primary user signals. The interfer-

ence and noise level at the primary terminals during various time slots are

different, therefore, the primary network needs to allocate resources asym-

metrically during various time slots for the optimal performance. Hence, a

joint spatial and temporal resource allocation technique has been proposed

104
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to enhance the overall system power saving while satisfying the data rate or

the SINR requirement of the primary and the secondary users.

5.1 Introduction

The spectrum efficiency can be enhanced further by using spatial diver-

sity techniques [23, 116, 117] and user cooperation diversity [118] and [119].

Communications based on user cooperation, namely cooperative communi-

cation, exploit the spatial diversity of multiuser systems without a need for

using multiple antennas at the user terminals [120]. In cooperative com-

munications, users relay messages to each other thereby providing multiple

paths from sources to the destinations. Combining cooperations and cog-

nitive radio techniques, cognitive radio relaying has attracted a great deal

of attention lately [113–115]. Distributed beamforming has been recently

proposed under a relay network scenario in [121–128]. Mitigation of inter-

ference is very important in cognitive radio networks to ensure primary users

are not harmfully affected by the secondary user transmissions [129]. Beam-

forming can be used to mitigate interference leakage towards the primary

users [75, 107, 130–132]. In [58], a SINR balancing beamforming technique

for a CRN was proposed to maximize the worst case SU SINR while ensuring

the interference leakage to the PUs is below a specific threshold.

There are three fundamental operational modes for the CRN, namely,

interweave, overlay, and underlay methods [22]. The interweave method is

known as opportunistic spectrum access, whereby the SU transmits over the

spectrum which was originally allocated to PU when the PU transmission is

detected to be off. The overlay and the underlay methods allow the SU to

operate simultaneously with the PU. The underlay method regulates the in-

terference power level at the PU receiver introduced by the SU transmission

to be below a specific threshold which is known as ”interference tempera-
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Figure 5.1. System model for the cognitive radio relay network (K=2).

ture”. In the overlay method, the SU network helps the PU network to offset

the interference caused by the SU transmission by assisting and relaying PU

signals. Most of the published works on interference mitigation using beam-

forming considered only an underlay cognitive radio network [58,75,107]. In

this section, beamforming and power control for an overlay cognitive radio

network has been considered. The proposed algorithm minimizes the total

power consumed by the network while satisfying each user’s SINR require-

ment. An iterative algorithm based on second order cone programming has

been proposed to greatly improve the overall power saving of the network.

5.2 System Model and Problem Statement

Primary and secondary downlink networks with two PUs, K SUs, one PNB

and one SNB has been considered as shown in Fig. 5.1 (for the case K=2).

Each of the PUs and SUs is equipped with a single antenna. The PNB

and the SNB are equipped with multiple antennas. The SU network uses

the licensed frequency of the PU for transmission of signals to its users.

However, in order to compensate the interference leakage to the primary

network, the SNB acts as a relay to assist PU transmission. Our aim is
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to minimize the total power consumed by the network while satisfying each

user’s SINR requirement. It is assumed that both the PNB and the SNB

have the perfect channel state information of all the channels between their

basestations and the SUs as well as the PUs. Such information is exploited

to determine the optimal beamforming as well as the optimum transmit

power levels for the PUs and the SUs. It is assumed that the channels

remain unchanged for a number of frames to allow feedback based spatial

multiplexing and interference control. PU 1 is within the coverage region of

PNB. It is assumed that PU 2 is out of the coverage region of PNB, thus its

channel gain from the PNB is very low. As a result, the PNB will require

very high power to transmit signals to PU 2 in the absence of cooperations

from SNB. It is assumed that PU 2 is within the coverage region of SNB, and

the SNB is able to help the PNB to transmit signal to PU 2. Therefore, SNB

will act as a relay station for the primary network. This relaying requires

multiple time slots. In this chapter, two time slots are employed as an

example, however, extension to more than two time slots is straightforward.

During the first time slot, PNB transmits signals sp1(n) and sp2(n) to

PU 1 and SNB respectively. sp2(n) is intended for the PU 2 through SNB.

E{|sp1(n)|2} = E{|sp2(n)|2} = 1. The channels from PNB to PU 1 and SNB

are denoted by g1 ∈ CMp×1 and gps ∈ CMp×1 respectively, where Mp is

the number of antennas at the PNB. Let vp1,1 ∈ CMp×1 and vps ∈ CMp×1

denote the beamforming vectors for the signals transmitted to PU 1 and

SNB respectively in the first time slot. The received signals at the PU 1 and

the SNB in the first time slot are given by

yp1,1(n) = vH
p1,1g1sp1(n) + vpsg1sp2(n) + q1(n), (5.2.1)

yBS(n) = vH
psgpssp1(n) + v1,1gpssp2(n) + q2(n), (5.2.2)
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where q1(n) and q2(n) are the additive white Gaussian noise components

with variance σ2n. Hence, the received SINRs at the PU 1 and the SNB on

the first time slot are given respectively as

γp1,1 =
vH
p1,1Rp1vp1,1

vH
psRp1vps + σ2n

, (5.2.3)

γBS =
vH
psRpsvps

vH
p1,1Rpsvp1,1 + σ2n

, (5.2.4)

where Rp1 = E{g1gH1 }, Rps = E{gpsgHps}. The channel covariance matrices

Rp1 and Rps can be of any arbitrary rank. However, for pencil beams Rp1

and Rps are of rank one. SNB needs to decode PU 1’s data successfully,

otherwise the relay (SNB) will not be able to forward the message to PU 2

in the second time slot. As a result, it is required to set the SINR target

high enough to successfully decode the PNB’s signal during the first time

slot. The SINR target for SNB during the first time slot is denoted as δBS ,

thus this leads to the following constraint

vH
psRpsvps

vH
p1,1Rpsvp1,1 + σ2n

≥ δBS , (5.2.5)

Power budget Pp,1 for the primary network at first time slot leads to

another constraint as

∥vp1,1∥22 + ∥vps∥22 ≤ Pp,1, (5.2.6)

During the second time slot, PNB will continue to transmit data sp1,2(n)

to PU 1, E{|sp1,2(n)|2} = 1. The SNB will relay the signal it received

from PNB during the first time slot to the PU 2. In addition, SNB should

also transmit its own data to SUs. Therefore PU 2 joins in the secondary

network and receive the data from SNB. PU 2 can be treated as the (K+1)th

secondary user. Hence the SNB will transmit data sk(n)(k = 1, 2, · · ·K +1)

to all theK+1 users, E{|sk(n)|2} = 1(k = 1, 2, · · ·K+1). In the second time



Section 5.2. System Model and Problem Statement 109

slot, mutual interference is introduced between the primary users and the

secondary users. The channel between the SNB and the kth SU is denoted by

hk ∈ CMs×1, k = 1, 2, . . . ,K+1, whereMs is the number of antennas at the

SNB. The interference channel between the PNB and the kth SU is denoted

as gsk ∈ CMp×1, k = 1, 2, . . . ,K + 1. The interference channel between the

SNB and the PU 1 is denoted as hp1 ∈ CMs×1. Let vp1,2 ∈ CMs×1 denote

the transmit beamforming vector at the PNB for PU 1 in the second time

slot. Let vk ∈ CMs×1 denote the transmit beamforming vector at the SNB

for the kth SU, k = 1, 2, . . . ,K +1. The received signal at PU 1 and the kth

SU in the second time slot is given by

yp1,2(n) = vH
p1,2g1sp1,2(n) +

K+1∑
i=1

vihp1sk(n) + q3(n), (5.2.7)

ysk(n) = vH
k hksk(n) + vp1,2gsksp1,2(n) +

K+1∑
i=1,i̸=k

vihp1si(n) + qsk(n).

(5.2.8)

where q3(n) and qsk(n) are the additive white Gaussian noise components

with variance σ2n. Hence, the received SINR at the PU 1 and the kth SU in

the second time slot is given by

γp1,2 =
vH
p1,2Rp1vp1,2∑K+1

i=1 vH
i Rs,p1vi + σ2n

, (5.2.9)

γsk =
vH
k Rskvk

vH
p1,2Rp,skvp1,2 +

∑K+1
i=1,i̸=k v

H
i Rskvi + σ2n

, (5.2.10)

where Rs,p1 = E{hp1h
H
p1}, Rp,sk = E{gskgHsk} and Rsk = E{hkh

H
k }. γp1,2

and γsk are the SINRs of PU 1 and the kth SU respectively. Power budget

for both the primary network and the secondary network in the second time

slot leads to the following constraints as

∥vp1,2∥22 ≤ Pp,2, (5.2.11)
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K+1∑
i=1

∥vi∥22 ≤ Ps, (5.2.12)

where Pp,2 and Ps are the power budget for the primary network and the

secondary network in the second time slot. PU 1 is the only user who receives

useful signals in both time slots. The data rate requirement for PU 1 over

the two time slots is set to ζ. The SINR targets for PU 1 at the first and

the second time slots are denoted as δp1,1 and δp1,2. Therefore, it is required

to satisfy the following equation:

log2(1 + δp1,1) + log2(1 + δp1,2) = ζ bits/s/Hz. (5.2.13)

From these definitions, the objective of the optimization problem can be

stated as the minimization of the total network’s power consumption subject

to the individual SINR constraints to PUs and SUs together with the power

constraint as follows:

min
vp1,1,vps,vp1,2,vk,δp1,1,δp1,2

∥vp1,1∥22 + ∥vps∥22 + ∥vp1,2∥22 +
K+1∑
i=1

∥vi∥22, (5.2.14)

s.t.
vH
p1,1Rp1vp1,1

vH
psRp1vps + σ2n

≥ δp1,1, (5.2.15)

vH
psRpsvps

vH
p1,1Rpsvp1,1 + σ2n

≥ δBS , (5.2.16)

vH
p1,2Rp1vp1,2∑K+1

i=1 vH
i Rs,p1vi + σ2n

≥ δp1,2, (5.2.17)

vH
k Rskvk

vH
p1,2Rp,skvp1,2 +

∑K+1
i=1,i̸=k v

H
i Rskvi + σ2n

≥ δskk = 1, 2, . . . ,K + 1, (5.2.18)

∥vp1,1∥22 + ∥vps∥22 ≤ Pp,1, (5.2.19)

∥vp1,2∥22 ≤ Pp,2, (5.2.20)

K+1∑
i=1

∥vi∥22 ≤ Ps, (5.2.21)

log2(1 + δp1,1) + log2(1 + δp1,2) = ζ. (5.2.22)
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Figure 5.2. Data rate allocation procedure.

The objective function in (5.2.14) represents the total power consumption

of both networks over the two time slots. Constraint (5.2.15) and (5.2.16)

represent the SINR target for PU 1 and SNB respectively during the first

time slot. Constraints (5.2.17)-(5.2.18) represents the SINR target for PU 1,

kth SU and the PU 2 (considered as (K + 1)th SU) in the second time slot.

Constraint (5.2.19) represents the power budget for the primary network

during the first time slot. Constraint (5.2.20) and (5.2.21) represents the

power budgets for the primary network and the secondary network during the

second time slot. Constraint (5.2.22) represents the data rate requirement

for the PU 1 during the two time slots. Since δp1,1 in (5.2.15) and δp1,2 in

(5.2.17) are optimization variables, the constraints in (5.2.15) and (5.2.17)

are non-convex [93]. Hence the overall problem is non-convex [93]. In the

next section, a dual bi-section method has been proposed to avoid this non-

convexity issue.

5.3 Iterative Algorithms using Convex Technique

As the constraints in (5.2.15) and (5.2.17) are non-convex, a method similar

to the bi-section method has been proposed to solve the problem. The data

rate target for PU 1 at the first time slot has been set to ζ1. Hence the data
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rate target for PU 1 at the second time slot should be set to ζ2 = ζ − ζ1,

where ζ1 = log2(1 + δp1,1), ζ2 = log2(1 + δp1,2). As a result, the constraint

in (5.2.22) can be removed. Constraint (5.2.15) and (5.2.17) need to be

updated. If the SINR target for the PU 1 during the first time slot is set to

δp1,1 = λ, in order to maintain the total data rate at ζ, the SINR target for

PU 1 at the second time slot should be set to:

δp1,2 =
2ζ

1 + λ
− 1, (5.3.1)

This is because log2(1+δp1,1)+log2(1+δp1,2) = log2(1+λ)+log2(
2ζ

1+λ) = ζ

bits/s/Hz. First of all, identical data rate target is set for PU 1 at the first

and the second time slots i.e. ζ1 = ζ2 = ζ
2 , the SINR target δp1,1 for this

step is set to λ(0) = 2
ζ
2 − 1. The problem in (5.2.14)-(5.2.21) is solved and

the optimum cost value P is saved in a memory. Then the data rate target

for PU 1 during the first time slot is increased to 1.5ζ
2 . Hence the data rate

target for PU 1 at the second time slot should be set to 0.5ζ
2 . For this step,

SINR target for the first and the second time slots are λ(1) = δp1,1 = 2
1.5ζ
2 −1

and δp1,2 = 2ζ

1+λ(1) − 1 respectively. The problem (5.2.14)-(5.2.21) is solved

again and the result is used to compare with the cost value saved in the

memory. If the total power consumption is smaller than the one already

saved in the memory, this new value will be saved in the memory and the

data rate target for PU 1 during the first time slot will be increased to 1.75ζ
2 ,

and the data rate target for PU 1 at the second time slot will be reduced

to 0.25ζ
2 as shown in Fig. 5.2. The optimization in (5.2.14)-(5.2.21) is then

performed again and the cost value is used to compare with the one saved in

the memory. If the total power is smaller than the one already saved already

in the memory, the data rate target for PU 1 during the first time slot will be

increased to 1.875ζ
2 , and the data rate target for PU 1 at the second time slot

will be reduced to 0.125ζ
2 . Otherwise, the data rate target for PU 1 during the

first time slot will be reduced to 1.625ζ
2 and the data rate target for PU 1 at
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the second time slot will be increased to 0.375ζ
2 . This procedure as shown in

Fig. 5.2 will continue until no further significant improvement on the power

consumption is observed, i.e. until the following is satisfied

|P (q) − P (q−1)| < ϵ, (5.3.2)

where P (q) and P (q−1) indicates the total power consumed at the qth and the

(q − 1)th step. ϵ represents the stoping criterion for the iteration. Defining

a rank one matrix Vk = vkv
H
k , Vp1,1 = vp1,1v

H
p1,1, Vp1,2 = vp1,2v

H
p1,2 and

Vps = vpsv
H
ps the problem in (5.2.14)-(5.2.21) can be solved using semidefi-

nite programming with Lagrangian relaxation on the rank of the matrix Vk,

Vp1,1, Vp1,2 and Vps [133]. For example, the constraint in (5.2.16) can be

written as

tr(RpsVps)− δBStr(RpsVp1,1) ≥ δBSσ
2
n,

Vps = VH
ps,Vp1,1 = VH

p1,1, rank(Vps) = 1, rank(Vp1,1) = 1. (5.3.3)

Writing constraints (5.2.15), (5.2.17) and (5.2.18) also in this form, and

relaxing the rank constraints, the problem can be converted into semidefinite

programming form which is convex for a given δp1,1 and δp1,2. However when

the covariance matrix can be written in the form of Rp1 = g1g
H
1 , Rps =

gpsg
H
ps, Rs,p1 = hp1h

H
p1, Rp,sk = gskg

H
sk and Rsk = hkh

H
k , the constraints

(5.2.15)-(5.2.18) can be written in the second order cone programming form

whose solution is less complex as compared to the semidefinite programming.

To convert the problem to second order cone programming without loss of

generality, additional constraints vH
p1,1g1 ≥ 0, vH

psgps ≥ 0, vH
p1,2g1 ≥ 0 and

vH
k hk ≥ 0 where k = 1, 2, . . . ,K + 1 are added and the constraints (5.2.15)-

(5.2.18) are formulated to the second order cone programming form (5.3.5)-

(5.3.8). Hence for the case of rank one channel covariance matrices, the
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optimization problem is solved in the qth step of Fig. 5.2 as

min
vp1,1,vps,vp1,2,vk(k=1,··· ,K+1)

∥vp1,1∥22 + ∥vps∥22 + ∥vp1,2∥22 +
K+1∑
i=1

∥vi∥22, (5.3.4)

s.t. (vH
p1,1g1)

2 ≥ λ(q)(vH
psRp1vps + σ2n), (5.3.5)

(vH
psgps)

2 ≥ δBS(v
H
p1,1Rpsvp1,1 + σ2n), (5.3.6)

(vH
p1,2g1)

2 ≥ (5.3.7)

(
2ζ

1 + λ(q)
− 1)(

K+1∑
i=1

vH
i Rs,p1vi + σ2n),

(vH
k hk)

2 ≥ (5.3.8)

δsk(v
H
p1,2Rp,skvp1,2 +

K+1∑
i=1,i ̸=k

vH
i Rskvi + σ2n),

∥vp1,1∥22 + ∥vps∥22 ≤ Pp,1, (5.3.9)

∥vp1,2∥22 ≤ Pp,2, (5.3.10)

K+1∑
i=1

∥vi∥22 ≤ Ps, (5.3.11)

vH
p1,1g1 ≥ 0,vH

psgps ≥ 0,vH
p1,2g1 ≥ 0, (5.3.12)

vH
k hk ≥ 0, k = 1, 2, . . . ,K + 1. (5.3.13)

The original optimization problem in (5.2.14)-(5.2.22) was non-convex for

two reasons. First in constraints (5.2.15) and (5.2.17), when the fractional

form is expanded, the optimization variables δp1,1 and δp1,1 are multiplied

with another set of optimization variables vps and vi (i.e. the beamformer

vectors). The multiplication of these optimization variables makes the con-

straints in (5.2.15) and (5.2.17) non-convex. This issue has been solved using

the proposed dual bi-section method so that the parameters δp1,1 and δp1,1

are no longer optimization variables, but considered as constants in each

step (node) of Fig. 5.2. Even after solving this issue, the constraints in

(5.2.15)-(5.2.18) are non-convex due to the fractional quadratic form. For

rank one channel covariance matrices, this has been solved by introducing

additional constraints as in (5.3.12)-(5.3.13) and converting the constraints
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in (5.2.15)-(5.2.18) in the second order cone form as in (5.3.5)-(5.3.8). How-

ever for general rank channel covariance matrices, this problem can be solved

using semidefinite programming.

5.4 Simulation Results

In order to validate the performance of the proposed algorithm, a network

with two PUs and two SUs has been considered. The channels have been

generated using zero mean Gaussian random variables. Average channel

gain for all the channels was set to one, except the channel from PNB to PU

2 which was set to 0.1 and the channel from the PNB to the SNB which was

set to two. The additive white Gaussian noise variance σ2n is 0.01. Power

budgets for the primary network and the secondary network for both time

slots Pp,1 and Pp,2 have been set to 1.5. The SINR target for PU 2 and

the SUs would be varied depending on the target data rate requirement.

However, in all simulation results, the SINR target δBS for the SNB for

receiving PNB signal is set to two times higher than that of SUs. This is

important for the SNB to decode the signal transmitted from the PNB error

free. It should be noted that high SINR for SNB is possible to achieve as the

channel between two basestations is likely to have much higher gain than

the channels between BS and user terminals. The stoping criterion ϵ was set

to 10−4.

In the first simulation, the aim is to show the proposed algorithm con-

verges to an identical setting regardless of the initializations in term of ζ1

and ζ2 for a particular set of random channels. For this simulation, the data

rate requirements for both the primary users and the secondary users have

been set to 4 bits/s/Hz. Therefore ζ = 4 and δsk = 15 for all k = 1, ...,K+1.

Since the SINR target for the SNB is twice that of SINR of SUs, δBS has

been set to 30. The initial values for the data rate allocation for PU 1 in
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the first and the second time slots have been set to vary as (ζ1 = 1, ζ2 = 3),
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Figure 5.3. Convergence of the optimal joint optimization algorithm
for various initializations in terms of the data rate for PU 1 in the first
and the second time slots. The data rate target for PU 1 was set to 4
bits/s/Hz.

(ζ1 = 2, ζ2 = 2), (ζ1 = 3, ζ2 = 1) and (ζ1 = 4, ζ2 = 0). As seen in Fig. 5.3,

the total power consumption of both the basestations approaches to 0.361

regardless of the initializations.

In the proposed algorithm, the PU 1 receives data in both the first and
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Figure 5.4. The total power consumption for serving PUs and SUs
against various data rate requirements for users.
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the second time slots. In the second time slot, the PU 1 receives signal from
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Figure 5.5. The power consumption of the PNB for serving PUs
against various data rate requirements for PUs.

both PNB and SNB. Hence the PNB could allocate the resources in terms of

power asymmetrically depending on the channel gains. Therefore the total

power consumption of our proposed scheme is compared against a scheme

that allocates equal data rate for PU 1 in both time slots (i.e., ζ1 = ζ2). The

later scheme is called equal data rate optimization. The data rate targets for

all other users have been changed from one to four bits/s/Hz. As expected,

as seen in Fig. 5.4, the total power consumption for the proposed scheme

that allocates date rate for PU 1 asymmetrically in the first and the second

time slots is lower than that of the equal data rate allocation scheme.

The power consumption of the PNB for the proposed scheme and the

equal data rate scheme are now investigated. These results are used to com-

pare with a scheme where the PNB attempts to transmit signal to PU 2

without the help of SNB. The later scheme is called as “No SNB coopera-

tion network”. As seen in Fig. 5.5, without cooperation from the SNB, the

PNB requires relatively very high power to meet its users’ data rate require-

ments. This result confirms the advantage of subleasing the spectrum to the

SU network in return of transmission power budget.
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For a given transmission power budget for the PNB and the SNB, the

1 1.5 2 2.5 3 3.5 4
10

−2

10
−1

10
0

Data rate requirement for PU 2 (bits/s/Hz/)

O
ut

ag
e 

P
ro

ba
bi

lit
y

 

 

Equal data rate optimization
Optimal joint optimization
No SNB cooperation network

Figure 5.6. The outage probability of all three schemes against various
data rate requirement for PU 2. The data rate target for PU 1, SU 1
and SU 2 was set to 4 bits/s/Hz.

optimization problem may not be feasible all the time. For example, when

the target data rate is set too high, the optimization will turn out to be

infeasible for most of the time. The occurrence of infeasibility is called as

outage and this outage probability is used to compare all three schemes for

various target data rate requirement for PU 2. The data rate requirement

for PU 1, SU 1 and SU 2 has been set to 4 bits/s/Hz. As shown in Fig.

5.6, for the SNB cooperation based methods, the outage probability is very

closer to zero while the outage probability approaches one for the scheme

that does not have SNB cooperation.

5.5 Conclusion

A joint spatial and temporal resource allocation technique has been proposed

for an overlay cognitive radio relaying network. By using cooperations in the

cognitive radio network, the aim was to minimize the total power consumed

by the networks while satisfying each user’s SINR requirement. The original

optimization problem was non-convex. A dual bi-section based second order
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cone programming has been proposed to greatly improves the power saving

as compared to a network without any cooperations. The simulation results

demonstrated the convergence of the algorithm and power saving for both

the primary and the secondary networks.



Chapter 6

INTERFERENCE

ALIGNMENT TECHNIQUES

FOR SPECTRUM SHARING

NETWORKS

Interference mitigation techniques have become an important part of wire-

less network design. An interference alignment technique has been proposed

recently in [27] as an efficient capacity achieving scheme at high SNR regime.

The fundamental concept of interference alignment is to align the interfer-

ence signals in a particular subspace at each receiver so that an interference-

free orthogonal subspace can be solely allocated for data transmission. Since

the work of [27], interference alignment techniques have attracted signifi-

cant research interests and various algorithms have been proposed and ana-

lyzed. In this chapter, interference alignment algorithms have been proposed

for a multi-cell multi-user MIMO Gaussian interfering broadcast channels

(MIMO-IFBC) based on a hybrid interference alignment and BC-MAC du-

ality based beamformer design. A grouping method already known in the

literature has been extended to a multiple-cells scenario and jointly design

transmit and receiver beamforming vectors using a closed-form expression

without iterative computation. Based on the grouping method, a new ap-

120
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proach using the principle of BC-MAC duality has been proposed to perform

interference alignment while maximizing capacity of users in each cell. The

algorithm in its dual form has been solved using interior point methods. It

has been shown that the proposed approach outperforms the extension of

the grouping method in terms of capacity and basestation complexity. To

further exploit the performance of the network, a MIMO cognitive radio

network with a MIMO relay that opportunistically accesses the same fre-

quency band as that of a MIMO primary network has then been considered.

In particular both interference cancelation and interference alignment tech-

niques have been investigated to enhance the achievable DoF for the MIMO

cognitive radio network. It has been shown that the DoF obtained by the

cognitive radio network in the presence of a MIMO relay is higher than that

could be obtained without a relay.

6.1 Introduction

Mitigation of interference is very important in cognitive radio networks to

ensure that PUs are protected from the SU transmissions. Instead of consid-

ering interference mitigation, an interference alignment technique has been

proposed recently in [27] as an efficient multiuser capacity achieving scheme

in a high SNR regime. The fundamental concept of IA is to align all interfer-

ence signals in a particular subspace at each receiver so that an interference-

free orthogonal subspace can be solely allocated for data transmission. Since

the work of [27], IA techniques have attracted significant interests and var-

ious algorithms have been proposed and analyzed, for example, MIMO in-

terference network [28,29], X network [30], and cellular network [31,32].

Initially, the interference alignment has been proposed to achieve optimal

DoF in a SISO interference channel (IC) [27]. It was shown that interfer-

ence alignment can achieve the optimal DoF of K
2 , in a K-user time varying



Section 6.2. Interference Alignment Techniques for Multiple Input Multiple Output Multi-Cell

Interfering Broadcast Channels 122

interference channel. In [28], the authors provided examples of iterative algo-

rithms that utilize the reciprocity of wireless networks to achieve interference

alignment with only local channel knowledge at each node. The work in [76]

proposed the alignment of multi-user interference at each receiver based on a

carefully constructed signal structure, which was referred to as interference

alignment in signal space. For the interference alignment in signal space,

transmit precoding technique is used to align the multi-user interferences in

the same interference space which is orthogonal to the desired signal space

at each receiver. Furthermore, the authors in [29] provided an inner-bound

and an outer-bound for the total number of degrees of freedom for the K

user MIMO Gaussian time varyings interference channels with M antennas

at each transmitter and N antennas at each receiver. For the case of K

user M × N MIMO interference channel, authors in [29] showed that the

total number of degrees of freedom is equal to min(M,N)K if K ≤ R and

min(M,N) R
R+1K if K > R, where R = max(M,N)

min(M,N) . An interference alignment

scheme was provided in [77] for a deterministic K-user interference channel.

6.2 Interference Alignment Techniques for Multiple Input Multi-

ple Output Multi-Cell Interfering Broadcast Channels

Multi-cell and multi-user downlink transmission schemes have been actively

discussed for future generation cellular networks in [134]. The idea is to

maximize the network capacity by efficiently mitigating interference. Au-

thors in [31] proposed an interference alignment based scheme for cellular

networks, namely subspace interference alignment. This is based on align-

ing interferences onto multi-dimensional subspace (instead of one dimension)

for simultaneous alignments at multiple non-intended basestations (BS). In

the multi-cell MIMO-IFBC, each BS supports multiple users within its cell.

Therefore there exists two kinds of interference namely inter-user interference
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(IUI) and inter-cell interference (ICI). To mitigate both IUI and ICI, authors

in [135] proposed a zero-forcing (ZF) scheme for the IFBC with the aim of

maximizing the sum rate performance in a MISO scenario. In [136], the ZF

scheme for the MIMO-IFBC was extended to the case of multiple receiver

antennas. Authors provided a precise expression of the spatial multiplex-

ing gain for two mutually interfering MIMO broadcast channels using linear

transceiver. Authors in [137] developed an interference alignment technique

for a downlink cellular system which requires feedback only within each cell.

The scheme provided substantial gain especially when the interference from a

dominant interferer is significantly stronger than the remaining interference.

Furthermore, for a two-cell MIMO-IFBC, the authors in [138] proposed a

novel interference alignment technique for jointly designing the transmitter

and receiver beamforming vectors using a closed-form expression without a

need for iterative computation. It was shown both analytically and numer-

ically that the proposed scheme achieves the optimal degrees of freedom.

In this section, interference alignment algorithms have been proposed for

a multi-cell multi-user MIMO-IFBC based on a hybrid interference align-

ment and BC-MAC duality based beamformer design. A grouping method

already known in the literature has been extended to a multiple-cells sce-

nario and jointly design transmit and receiver beamforming vectors using a

closed-form expression without iterative computation. Based on the group-

ing method, a new approach using the principle of BC-MAC duality has

been proposed to perform interference alignment while maximizing capacity

of users in each cell. The proposed approach outperforms the extension of

the grouping method in terms of capacity and basestation complexity.

6.2.1 System Model

The MIMO-IFBC model consists of a cellular network with L cells, each

cell consists of K users. It is assumed that each user is equipped with Nr
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Figure 6.1. A multi-cell interference alignment scheme shown for the
case of three cells and two users in each cell. In this example, BS 1 tries
to convey data information to user 1 while introducing interference to
other two cells.

antennas and each cell has one BS consisting of Nt antennas. The channel

in each cell can be regarded as MIMO-IFBC. An example for the case of

L = 3 and K = 2 is illustrated in Fig. 6.1. As shown in Fig. 6.1, the

BS 1 sends data to user 1 while introducing both inter-user interference and

inter-cell interference. Similarly, BS 2 and BS 3 introduce interference to

other users. It is assumed that each BS aims to convey ds data streams to

its corresponding user, where ds ≤ min(Nt, Nr) = Nr. The kth user in the

lth cell is denoted as user [k, l]. The signal intended for the kth user in the

lth cell is written as

x[k,l] =

ds∑
i=1

v
[k,l]
i s

[k,l]
i = V[k,l]s[k,l], (6.2.1)

where s
[k,l]
i denotes the ith transmitted symbol for the kth user in the lth cell,

satisfying an average power constraint, E[||x[k,l]||2] ≤ P [k,l], and v
[k,l]
i ∈ CNt×1

is the linear transmit beamforming vector corresponding to the symbol, s
[k,l]
i ,
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with a unity norm constraint, i.e., ||v[k,l]
i || = 1. The transmitter beamform-

ing matrix for the user [k, l] is written as V[k,l] = [v
[k,l]
1 v

[k,l]
2 · · · v

[k,l]
ds

] ∈

CNt×ds , and its corresponding data signal vector is denoted by s[k,l] =

[s
[k,l]
1 s

[k,l]
2 · · · s[k,l]ds

]T ∈ Cds×1. Therefore the received signal of the kth

user in the lth cell y[k,l] ∈ CNr×1 can be written as

y[k,l] =

L∑
i=1

H
[k,l]
i

K∑
j=1

x[j,i] + n[k,l] (6.2.2)

= H
[k,l]
l V[k,l]s[k,l]︸ ︷︷ ︸
desired signal

+

K∑
j=1,j ̸=k

H
[k,l]
l V[j,l]s[j,l]︸ ︷︷ ︸

inter-user interference

+

L∑
i=1,i ̸=l

K∑
j=1

H
[k,l]
i V[j,i]s[j,i]︸ ︷︷ ︸

inter-cell interference

+n[k,l],

where n[k,l] ∈ CNr×1 is the AWGN vector with variance σ2 per entry at

the receiver of user [k, l], and H
[k,l]
i is the Nr ×Nt channel matrix from the

BS i to the user [k, l]. Each entry of the channel matrix H
[k,l]
i is generated

using independently and identically distributed (i.i.d.) random variables ac-

cording to CN (0, 1). It is assumed that each channel is quasi-stationary and

frequency flat fading. Each user decodes the desired signals coming from

its corresponding BS by multiplying the received signal by a receiver beam-

forming matrix. The signal at the receiver for the user [k, l] after receiver

beamformer is written as

ỹ[k,l] = U[k,l]Hy[k,l] (6.2.3)

= U[k,l]HH
[k,l]
l V[k,l]s[k,l]

+ U[k,l]H(

K∑
j=1,j ̸=k

H
[k,l]
l V[j,l]s[j,l] +

L∑
i=1,i̸=l

K∑
j=1

H
[k,l]
i V[j,i]s[j,i]) + ñ[k,l],

where U[k,l] = [u
[k,l]
1 u

[k,l]
2 · · · u

[k,l]
ds

] ∈ CNr×ds denotes the receiver beam-

forming matrix for the user [k, l], and ñ[k,l] = U[k,l]Hn[k,l] is the effective

noise component at the output of the beamformer which is distributed ac-

cording to CN (0, 1).
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As in [29], the degrees of freedom for the multi-cell network is defined as

the pre-log factor of the sum rate. This is one of the key metrics used for

assessing the performance of a multiple antenna based system at high SNR

regime, which is defined as

d , lim
SNR→∞

CΣ(SNR)

log(SNR)
=

L∑
l=1

K∑
k=1

d[k,l], (6.2.4)

where CΣ(SNR) denotes the sum capacity that can be achieved for a given

SNR, CΣ(SNR) =
∑L

l=1

∑K
k=1C

[k,l], where C [k,l] is the capacity achieved by

the kth user in the lth cell and d[k,l] is the number of data streams transmitted

to user [k, l].

In order to decode the useful signal efficiently, both the ICI and IUI

should be aligned into the interference space at the receiver. The desired

signal should be linearly independent of the interference. Hence the signal

space for the desired signal should be larger than or equal to the dimension of

the data vector d[k,l]. Both ICI and IUI are aligned into the sub-space which

is orthogonal to U[k,l]. Therefore the following condition must be satisfied

for the kth user in the lth cell:

U[k,l]HH
[k,l]
i V[j,i] = 0, ∀i ̸= l, j ∈ {1, 2, · · · ,K} (6.2.5)

U[k,l]HH
[k,l]
l V[m,l] = 0, ∀m ̸= k (6.2.6)

rank{U[k,l]HH
[k,l]
l V[k,l]} = d[k,l] (6.2.7)

In the next section, the interference alignment scheme has been ex-

tended using a grouping method proposed in [138] for two cells to jointly

design transmitter and receiver beamforming vectors for multiple cells us-

ing a closed-form expression without a need for iterative computation. The

extension as in the following section will be used later to compare other

proposed interference alignment methods based on BC-MAC duality.
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6.2.2 Extension of the Grouping Method

To maximize the sum rate performance of the MIMO-IFBC, the transmitter

and the receiver beamforming matrices are usually designed by applying an

iterative optimization algorithm as in [28]. The iterative scheme performs in-

terference alignment implicitly and it normally requires a considerable num-

ber of iterations. In this section, the grouping method in [138] has been

extended to the multi-cell scenario. This interference alignment scheme not

only mitigates both ICI and IUI simultaneously in the multi-cell multi-user

MIMO-IFBC, but also it does not require any iterative computation.

A simple example of (Nt, Nr,K, L, ds) = (10, 6, 2, 3, 2) has been employed

to explain the algorithm. Suppose the BS l wants to transmit two sets

of independent symbols s[1,l] = [s
[1,l]
1 s

[1,l]
2 ] and s[2,l] = [s

[2,l]
1 s

[2,l]
2 ] to user

[1, l] and user [2, l] respectively. For this example, for the case of the first

cell (l = 1), in order to transmit the symbol s[1,1] without causing any

interference to the users, the beamformer V[1,1] should satisfy the following

condition,

V[1,1] ⊂ null ([(U[2,1]HH
[2,1]
1 )H︸ ︷︷ ︸

effective IUI channel

(U[1,2]HH
[1,2]
1 )H (U[2,2]HH

[2,2]
1 )H︸ ︷︷ ︸

effective ICI channel (Cell 2)

(U[1,3]HH
[1,3]
1 )H (U[2,3]HH

[2,3]
1 )H︸ ︷︷ ︸

effective ICI channel (Cell 3)

]H) (6.2.8)

where null(A) denotes an orthonormal basis for the null space of a matrix A.

The condition for the existence of the beamformer matrixV[1,1] is that the di-

mension of the null space of the matrix L = [(U[2,1]HH
[2,1]
1 )H (U[1,2]HH

[1,2]
1 )H

(U[2,2]HH
[2,2]
1 )H (U[1,3]HH

[1,3]
1 )H (U[2,3]HH

[2,3]
1 )H ]H is no less than ds. The

size of this matrix L is Nt× (5×ds). For the example of (Nt, Nr,K, L, ds) =

(10, 6, 2, 3, 2), the size of the matrix L is Nt×10. Since ds = 2, it requires at

least Nt = 12 antennas in order to have a null space of dimension at least 2.

In general, suppose if a zero forcing based transmitter precoder is employed,
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Figure 6.2. The extension of the grouping scheme shown for the case
of three cells and two users in each cell.

for six users (two users in each cells) with two data streams for each user, it

will require minimum of 12 antennas to cancel all ICI and IUI at the receiver

of each user. However, the extension of grouping method requires only 10

transmitting antennas in order to remove both IUI and ICI simultaneously,

thus reducing the hardware complexity at the BS. The transmitter and re-

ceiver beamforming design method has been presented using the following

two-step scheme.

Step 1: Grouping the users and designing the receiver beamform-

ing matrices

In the first step, similar to [138], the users are grouped to a particular inter-

ference space at different cells. The grouping procedure is explained in detail

using the same example as in Fig. 6.2. The users [1, 2] and [2, 2] in the 2nd

cell are grouped together (Group 1) by designing the receiver beamforming

matrices U[1,2] and U[2,2] such that the ICI channels from BS 1 are aligned

in the same subspace. Hence from the view point of BS 1, users in the 2nd

cell are placed in the same interference space. In other words, the interfer-

ence channels for users [1, 2] and [2, 2] from BS 1 span the same subspace as
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follows,

G1 = span{H[1,2]H
1 U[1,2]} = span{H[2,2]H

1 U[2,2]}, (6.2.9)

where span(·) denotes the subspace spanned by the column vectors of a

matrix. The intersection subspace satisfying the condition (6.2.9) above can

be determined by solving the following matrix equation [138],

 INt −H
[1,2]H
1 0

INt 0 −H
[2,2]H
1




G1

U[1,2]

U[2,2]

 = F1X1 = 0, (6.2.10)

where G1 accounts for the subspace spanned by the aligned effective inter-

ference channels from BS 1 to the user [1, 2] and user [2, 2] after applying the

receiver beamforming. Since the size of the matrix F1 is 2Nt × (Nt + 2Nr),

the condition for existing null space is 2Nr > Nt. For the example which

has been considering, the size of the matrix F1 is 20 × 22. Therefore, it is

possible to obtain receiver beamforming vectors for ICI channel alignment.

Generally, the size of the matrix F1 is (2Nt) × (Nt + 2Nr). When Nt

and Nr are large, it can become cumbersome to find the solutions. Hence

the sparsity in F1 is exploited to propose an efficient decomposition to re-

duce complexity. Instead of forming the F1 matrix, the matrix equation in

(6.2.10) is decomposed into two matrix equations as follow,

[
INt −H

[1,2]H
1

] G̃11

Ũ
[1,2]

 = F̃1X̃1 = 0, (6.2.11)

[
INt −H

[2,2]H
1

] G̃12

Ũ
[2,2]

 = F̃2X̃2 = 0, (6.2.12)

where G̃11 and G̃12 account for the direction of the interference channels

from BS 1 to the user [1, 2] and user [2, 2] respectively after applying the re-

ceiver beamforming matrices. First, it is required to determine the nullspaces

X̃1 of matrix F̃1 and X̃2 of matrix F̃2. The nullspaces X̃1 and X̃2 always

exist because the size of both matrices F̃1 and F̃2 is Nt × (Nt + Nr). G̃11
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and G̃12 are obtained from X̃1 and X̃2. The aim is to determine U[1,2] and

U[2,2] from X̃1 and X̃2. For this, it is required to determine the intersection

of subspaces spanned by G̃11 and G̃12 which will be equal to the subspace

spanned by the columns of G1. i.e., It is required to determine the matrices

(or vector if the dimension of X1 is 1) C1 and C2 such that

G̃11C1 = G̃12C2. (6.2.13)

The matrices C1 and C2 can be obtained as the nullspace of [G̃11 −G̃12]

as follows,

[G̃11 − G̃12]

 C1

C2

 = ḠC̄ = 0. (6.2.14)

The nullspace always exists because the size of the matrix Ḡ is Nt×2Nr

(note 2Nr > Nt). OnceC1 andC2 are determined, the receiver beamforming

matrices U[1,2] and U[2,2] are obtained from Ũ
[1,2]

and Ũ
[2,2]

as follows,

U[1,2] = Ũ
[1,2]

C1︸ ︷︷ ︸
receiver beamforer

(6.2.15)

U[2,2] = Ũ
[2,2]

C2︸ ︷︷ ︸
receiver beamforer

(6.2.16)

After applying the receiver beamforming matrices, the users [1, 2] and

[2, 2] in the 2nd cell are grouped together such that the ICI channels from

BS 1 are aligned in the same subspace G̃11.

The complexity of the method in (6.2.10) and (6.2.11)-(6.2.16) mainly

depends on the complexity of a matrix SVD and matrix multiplication.

For a given m × n matrix, the required arithmetic operations to deter-

mine the singular values and the corresponding singular vectors are given

by O(min{mn2,m2n}) [139]. Based on this, for a network with Nt trans-

mit antennas at each BS and Nr receive antennas for each user, the num-

ber of arithmetic operations required for the first method in (6.2.10) is

O(min{2Nt×(Nt+2Nr)
2, (2Nt)

2×(Nt+2Nr)}). Since 2Nr > Nt, the number
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of arithmetic operations required for the first method is O(4N3
t + 8N2

t Nr).

For the second method described in (6.2.11)-(6.2.16), the number of arith-

metic operations required involves performing SVD as in (6.2.11)-(6.2.12)

and (6.2.14) and performing the matrix multiplication as in (6.2.13) and

(6.2.15)-(6.2.16). Since the size of the matrices F̃1 and F̃2 is Nt× (Nt+Nr),

the number of arithmetic operations required for the SVD as in (6.2.11) and

(6.2.12) is 2O(min{Nt × (Nt +Nr)
2, N2

t × (Nt +Nr)}). Since Nt < Nt +Nr,

the number of arithmetic operations for performing SVD is 2O(N3
t +N

2
t Nr).

Since the size of the matrix Ḡ is Nt × 2Nr, the number of arithmetic oper-

ations required for the SVD as in (6.2.14) is O(2N2
t Nr). Furthermore, the

number of arithmetic operations required for the matrix multiplication in

(6.2.13) and (6.2.15)-(6.2.16) is 2NtNr(2Nr −Nt) + 2N2
r (2Nr −Nt). Hence,

the overall complexity for the proposed low complexity algorithm is 2O(N3
t +

N2
t Nr)+O(2N2

t Nr)+2NtNr(2Nr−Nt)+2N2
r (2Nr−Nt). Since Nr < Nt, the

overall complexity is bounded below 2O(N3
t +N

2
t Nr)+2O(2N2

t Nr), which is

considerably lower than the complexity of the first method O(4N3
t +8N2

t Nr).

This saving becomes more significant for K ≥ 3.

When K ≥ 3, as shown in the Appendix A, the complexity for the first

algorithm depends on the complexity of a matrix SVD. Since the size of

matrix F1 in this case is KNt × (Nt +KNr), the number of arithmetic op-

erations required is O(K2N3
t +K3N2

t Nr). For the proposed low complexity

algorithm, the large matrix can be decomposed into K matrix equations

and hence the number of arithmetic operations required is bounded below

KO(N3
t + N2

t Nr) + 2(K + ⌊log2K⌋)O(2N2
t Nr). Details and examples are

shown in the Appendix A and Figure 6.1.

K Nt Nr Matrix Decomposition Matrix SVD

2 2 2 8×O(16) O(96)

4 5 3 4×O(200) + 12×O(150) O(6800)

4 10 6 4×O(1600) + 12×O(1200) O(56800)

Table 6.1. Complexity of the proposed scheme
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Similar to Group 1, all the users in cell 3 can be grouped to a particular

interference space when seen from BS 2 (Group 2), and all the users in cell 1

to a particular interference space when seen from BS 3 (Group 3) as shown

in Fig. 6.2.

G2 = span{H[1,3]H
2 U[1,3]} = span{H[2,3]H

2 U[2,3]} (6.2.17)

G3 = span{H[1,1]H
3 U[1,1]} = span{H[2,1]H

3 U[2,1]} (6.2.18)

As a result, all the users are put into three groups. From the view

point of each BS, the interference to users in each group can be treated as

interference to one destination. Hence in the example of (Nt, Nr,K, L, ds) =

(10, 6, 2, 3, 2), each BS only requires 10 transmit antennas to remove both

IUI and ICI at the same time. However a zero forcing based transmitter

precoder will require minimum of 12 antennas to cancel all ICI and IUI at

each user receiver. Hence, there is a saving in terms of complexity of the

BS.

Please note that, for the case of the ICI in the first cell, if the technique

used in [138] is directly employed for the three-cells example discussed above,

the users [1, 2] and [2, 2] in the second cell, and the users [1, 3] and [2, 3] in the

third cell are grouped together (e.g., Group 1). The receiver beamformer will

be designed based on the interference space (U[1,2], U[2,2], U[1,3], U[2,3] are

designed). However, since the receiver beamformers for all these users have

already been designed, it is impossible to use the proposed grouping method

to make the interference in BS 2 and BS 3 into a particular interference space.

As a result, extra number of antennas are required by BS 2 and BS 3 to

perform perfect interference alignment (to cancel out both the ICI and IUI),

hence it increases the number of antennas required for each basestation and

the complexity for each basestation. This situation becomes more complex

for a large number of cells and users. However the extension of the grouping

method solves this issue and reduces the complexity at the basestation while
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maintaining perfect interference annihilation.

Step 2: Designing the transmit beamforming matrices

Since the effective ICI channels are aligned to each other, the BS 1 can treat

the two different ICI channel vectors corresponding to user [1, 2] and user

[2, 2] as a single ICI channel vector which spans ds dimensional subspace as

shown in (6.2.9). Hence the method in [138] is extended to the multi-cell

model. The transmit beamforming vectors for the two users in the first cell

V[1,1] and V[2,1] are designed as

V[1,1] ⊂ null ([G1 (U[1,3]HH
[1,3]
1 )H (U[2,3]HH

[2,3]
1 )H (U[2,1]HH

[2,1]
1 )H ]H)

(6.2.19)

V[2,1] ⊂ null ([G1 (U[1,3]HH
[1,3]
1 )H (U[2,3]HH

[2,3]
1 )H (U[1,1]HH

[1,1]
1 )H ]H)

(6.2.20)

Hence BS 1 can send the symbols s[1,1] and s[2,1] to the users [1, 1] and

[2, 1] respectively without introducing any interference to users in the 2nd

and 3rd cells. Similarly, the transmit beamforming vector at BS 2 and BS 3

are designed as

V[1,2] ⊂ null ([G2 (U[1,1]HH
[1,1]
2 )H (U[2,1]HH

[2,1]
2 )H (U[2,2]HH

[2,2]
2 )H ]H)

(6.2.21)

V[2,2] ⊂ null ([G2 (U[1,1]HH
[1,1]
2 )H (U[2,1]HH

[2,1]
2 )H (U[1,2]HH

[1,2]
2 )H ]H)

(6.2.22)

V[1,3] ⊂ null ([G3 (U[1,2]HH
[1,2]
3 )H (U[2,2]HH

[2,2]
3 )H (U[2,3]HH

[2,3]
3 )H ]H)

(6.2.23)

V[2,3] ⊂ null ([G3 (U[1,2]HH
[1,2]
3 )H (U[2,2]HH

[2,2]
3 )H (U[1,3]HH

[1,3]
3 )H ]H)

(6.2.24)

Hence, in the three-cell MIMO-IFBC with two users in each cell, and

when each BS and the users are equipped with 10 and 6 antennas respec-

tively, an effective interference alignment can be designed to achieve a DoF
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of 12 (i.e.,
∑L

l=1

∑K
k=1 d

[k,l] = 12).

A general case with K users, L cells, and ds data streams per user has

now been studied. As an example, kth user in the ith cell has been con-

sidered. The transmit beamforming matrix should be obtained as follows,

V[k,i] ⊂ null ([ Gi︸︷︷︸
effective interference channels

(U[t(t=1,··· ,K),s(s̸=i,i+1)]HH
[t(t=1,··· ,K),s(s̸=i,i+1)]
i )H︸ ︷︷ ︸

effective ICI channel

(U[t(t ̸=k),i]HH
[t(t ̸=k),i]
i )H︸ ︷︷ ︸

effective IUI channel

]H)

(6.2.25)

Hence, the condition for the existence of V[k,i] is that the above matrix

should have a null space of dimension at least ds. Since the size of above

matrix is [K(L − 1)ds] × Nt, the required minimum number of transmit

antennas Nt is [K(L− 1) + 1]× ds.

The required minimum number of receive antennas Nr is now studied.

Again, kth user in the ith cell is considered as an example. The method in

(6.2.10) should be modified as follows,



INt −H
[1,i+1]H
i 0 · · · 0

INt 0 −H
[2,i+1]H
i · · · 0

...
...

...
. . .

...

INt 0 0 · · · −H
[K,i+1]H
i





Gi

U[1,i+1]

U[2,i+1]

...

U[K,i+1]


= FiXi = 0,

(6.2.26)

where Gi accounts for the direction of the aligned effective interference chan-

nels from BS i to all the users in the (i+1)th cell after applying the receiver

beamforming matrices. Hence, the condition for the existence of the aligned

effective interference channels Gi and the receiver beamforming matrices

U[k,i+1] is the existence of the nullspace of the matrix Fi. Since the size

of above matrix Fi is (K × Nt) × (Nt + K × Nr), the required minimum

number of receive antennas Nr is K−1
K Nt +

ds
K . Since the required minimum
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number of transmit antennas Nt is [K(L− 1) + 1]× ds, this result is substi-

tuted to state that the required minimum number of receive antennas Nr is

[(K − 1)(L− 1) + 1]× ds.

6.2.3 The Proposed Interference Alignment Scheme using BC-

MAC Duality

The interference alignment scheme using the grouping method in section

6.2.2 can ensure zero IUI and ICI at the receiver of each user, hence this

method is appropriate at high SNR region as the intention was to fully utilize

the available degrees of freedom for transmission. However, for a moderate

range of SNR, due to the perfect interference alignment, the interference

alignment scheme using the grouping method proposed in section 6.2.2 may

result in a lower network capacity. Also, due to the perfect interference

alignment for the intra-cell users, the number of antennas required at the BS

could still be comparably high. Therefore, interference alignment is proposed

tp use only for the inter-cell users to ensure no ICI, but interference alignment

is not performed for the intra-cell users. Instead, the IUI among users within

each cell is treated by designing the beamformers to maximize capacity of

each cell using the principle of BC-MAC duality.

For multiple-cells with multiple MIMO users, the basic approach of the

proposed method is to write the beamformer matrix for the kth user in the

lth cell as

V̄
[k,l]

= V[k,l]Wk,l, (6.2.27)

where V[k,l] ensures interference alignment to users in the (l + 1)th cell,

and Wk,l is a matrix that combines the column space of V[k,l] optimally to

maximize the intra-cell capacity. Hence, V̄
[k,l]

is the overall transmit beam-

forming matrix for user [k, l] which is aimed at aligning interference of users

in the (l+1)th cell and to maximize sum rate of cell l. The original problem
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has become determining the optimal weight vector Wk,l to maximize the

sum capacity in each cell l.

An example is provided to explain the proposed hybrid interference align-

ment scheme. The grouping method can still be used for the users as a first

step of the algorithm described in Section 6.2.2, however the transmit beam-

forming matrix design should be modified as follows

T1 = V[1,1] = V[2,1] ⊂ null ([G1 (U[1,3]HH
[1,3]
1 )H (U[2,3]HH

[2,3]
1 )H ]H)

(6.2.28)

T2 = V[1,2] = V[2,2] ⊂ null ([G2 (U[1,1]HH
[1,1]
2 )H (U[2,1]HH

[2,1]
2 )H ]H)

(6.2.29)

T3 = V[1,3] = V[2,3] ⊂ null ([G3 (U[1,2]HH
[1,2]
3 )H (U[2,2]HH

[2,2]
3 )H ]H)

(6.2.30)

where T1, T2 and T3 represent the base matrices (sub-spaces) for the beam-

former design in (6.2.27) for the basestations BS 1, BS 2 and BS 3 respec-

tively. It is clear that the transmit beamforming matrix for user [1, 1] will

introduce IUI to user [2, 1], and vice versa, but there is no ICI introduced

between users in other cells.

To explain the proposed algorithm, the same example of (Nt,Nr,K,L, ds)

= (10, 6, 2, 3, 2) is employed. To design the beamformers, the interference

alignment subspace T1, T2 and T3 are first determined using (6.2.28)-

(6.2.30). Then it is required to find the optimal combination matrices as

shown in (6.2.27) to maximize the sum rate of users in each cell. Consider-

ing the case of lth cell, the BS l wants to transmit two independent symbol

s[1,l] and s[2,l] to user [1, l] and user [2, l] respectively. Using (6.2.28), both

the users [1, l] and [2, l] share the same base matrix Tl. However, as the

proposed interference alignment scheme only considers the inter-cell users

to ensure no ICI, but interference alignment is not performed for the intra-

cell users, the components (U[2,l]HH
[2,l]
l )H in (6.2.19) and (U[1,l]HH

[1,l]
l )H in
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(6.2.20) should be excluded, as shown in (6.2.28). Hence the base matrix for

cell l, Tl has four column vectors, e.g., Tl = [t1,l t2,l t3,l t4,l]. Two weight

matrices W1,l ∈ C4×2 and W2,l ∈ C4×2 are introduced for user [1, l] and

user [2, l] respectively. Hence the transmit beamforming matrices for user

[1, l] and user [2, l] are designed as a linear combination of the columns of

Tl respectively as follows,

V̄
[1,l]

= TlW1,l, (6.2.31)

V̄
[2,l]

= TlW2,l. (6.2.32)

Hence V̄
[1,l]

and V̄
[2,l]

are the overall transmit beamforming matrices for

users [1, l] and [2, l] respectively. Now it is required to determine the optimal

weight vector W1,l ∈ C4×2 and W2,l ∈ C4×2 to maximize the sum rate for

all the users in the cell l using the following optimization

max
Wk,l

K∑
k=1

R[k,l] (6.2.33)

s.t.
K∑
k=1

P [k,l] ≤ P l, (6.2.34)

where R[k,l] denotes the data rate achieved by user k in the lth cell, P [k,l]

denotes the power consumption by user k in the lth cell. P l denotes the total

power budget for the lth cell. This optimization problem can not be solved

directly using convex optimization techniques [93]. Therefore the BC-MAC

duality technique is employed to solve the optimization problem.

The first step is to define the effective channel and introduce a virtual

transmit covariance matrix. The duality between Gaussian MAC and Gaus-

sian BC as in [69] and [1] is then applied to solve the MIMO sum rate

optimization problem as described in section A. Finally, the optimization

for the solution of virtual matrices in the MAC setting has been proposed
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and this MAC solution needs to map it back to BC setting. In section B, a

rate balancing technique is also used to maintain fairness among users.

A. Sum rate maximization

Dirty paper coding is employed at the BS. Assuming the encoding order is

(1, 2, · · · ,K), i.e., the codeword of user 1 is encoded first. The data rate

R
[k,l]
b for the kth user in the lth cell can be written as [69]

R
[k,l]
b = log

|I+
∑K

i=k H̃
[i,l]
l Q

[i,l]
b H̃

[i,l]H
l |

|I+
∑K

i=k+1 H̃
[i,l]
l Q

[i,l]
b H̃

[i,l]H
l |

, (6.2.35)

where H̃
[k,l]
l denotes the effective channel from BS l to user [k, l] which is

written as

H̃
[k,l]
l = U[k,l]HH

[k,l]
l V[k,l], (6.2.36)

and Q
[i,l]
b = {Wi,lW

H
i,l} is the virtual transmit covariance matrix for the ith

user in the lth cell, Q
[i,l]
b ≽ 0. Hence the sum rate maximization problem in

(6.2.33)-(6.2.34) can be written as

max
Q

[i,l]
b ≽0

K∑
k=1

R
[k,l]
b (6.2.37)

s.t.

K∑
k=1

tr(Q
[k,l]
b ) ≤ P l

b , (6.2.38)

where P l
b denotes the total power budget for the lth cell. The optimization

problem in (6.2.37) and (6.2.38) is a sum rate maximization problem for

MIMO-BC channel. However, this is not a convex problem, hence it can not

be solved directly. The authors in [1] proved that the dirty paper capacity

region of a MIMO BC channel with a power constraint P is equal to the

capacity region of the dual MIMO MAC with the same sum power constraint
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P . Hence, the problem in (6.2.37) and (6.2.38) can be solved by transforming

the BC (i.e., downlink) problem to the dual MAC problem as follows

max
Q

[i,l]
m ≽0

K∑
k=1

R[k,l]
m (6.2.39)

s.t.

K∑
k=1

tr(Q[k,l]
m ) ≤ P l

m, (6.2.40)

where R
[k,l]
m and Q

[k,l]
m denotes the rate achieved and the virtual transmit

covariance matrix by the kth user in the lth cell for the MAC respectively.

The problem in (6.2.39)-(6.2.40) is convex [69] and it can be solved for the

optimal value of Q
[k,l]
m using interior point methods [93]. Due to the duality

between the MIMO-BC and the MIMO-MAC, the optimal encoding order

for the MIMO-BC employing DPC is the reverse of the decoding order for

the MIMO-MAC using successive interference cancelation scheme. Hence

R
[k,l]
m is written as

R[k,l]
m = log

|I+
∑k

i=1 H̃
[i,l]H
l Q

[i,l]
m H̃

[i,l]
l |

|I+
∑k−1

i=1 H̃
[i,l]H
l Q

[i,l]
m H̃

[i,l]
l |

, (6.2.41)

The authors in [69] derived a transformation that takes as inputs a set

of MAC covariance matrices and a decoding order and outputs a set of

BC covariance matrices with the same sum power as in MAC. The virtual

beamforming matrix Q
[k,l]
m obtained in the MAC from (6.2.39)-(6.2.40) can

be mapped to Q
[k,l]
b in the BC as follows [69],

Q
[k,l]
b = B[k,l]−1/2

D[k,l]E[k,l]HA[k,l]1/2Q[k,l]
m A[k,l]1/2E[k,l]D[k,l]HB[k,l]−1/2

(6.2.42)

where A[k,l] and B[k,l] are defined as follows

A[k,l] , I+ H̃
[k,l]
l (

k−1∑
i=1

Q
[i,l]
b )H̃

[k,l]H
l , (6.2.43)



Section 6.2. Interference Alignment Techniques for Multiple Input Multiple Output Multi-Cell

Interfering Broadcast Channels 140

B[k,l] , I+
K∑

i=k+1

H̃
[i,l]H
l Q[i,l]

m H̃
[i,l]
l , (6.2.44)

and the effective channel B[k,l]−1/2H̃
[k,l]H
l A[k,l]−1/2 is decomposed using the

SVD as B[k,l]−1/2
H̃

[k,l]H
l A[k,l]−1/2

= D[k,l]Λ[k,l]E[k,l], where Λ[k,l] is a square

diagonal matrix. Once the matrix Q
[k,l]
b is obtained, the optimal beamform-

ing matrix can be determined using equation (6.2.31) and (6.2.32). This

procedure is repeated for all the cells l ∈ {1, 2, · · · , L}.

The analysis for the number of antennas at both the transmitter and the

receiver has now been provided. The required minimum number of transmit

antennas Nt and receive antennas Nr is considered as the required num-

ber of antennas for the proposed hybrid IA scheme to perform interference

alignment for the inter-cell users to ensure no ICI while maximizing network

capacity of each cell in the moderate SNR regime. Consider a general case

with K users, L cells, and ds data stream per user. kth user in the ith cell

is considered as an example. Since interference alignment is used only for

the inter-cell users to ensure no ICI, but interference alignment is not per-

formed for the intra-cell users, the transmit beamforming matrices should

be obtained as follows,

V[k,i] ⊂ null([Gi (U[t(t=1,··· ,K),s(s ̸=i,i+1)]HH
[t(t=1,··· ,K),s(s̸=i,i+1)]
i )H︸ ︷︷ ︸

effective ICI channel

]H)

(6.2.45)

Hence, the condition for the existence of V[k,i] is that the above matrix

should have a null space of dimension at least ds. Since the size of above

matrix is [K(L − 2) + 1]ds × Nt, the required minimum number of trans-

mit antennas Nt is [K(L− 2) + 2]ds. For the required minimum number of

receive antennas Nr, the same grouping method has been employed as in

section 6.2.2, hence the required minimum number of receive antennas Nr

is K−1
K Nt +

ds
K . Since the required minimum number of transmit antennas
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1) Group the users and design the receiver beamforming matrices

U[k,l], k ∈ 1, 2, · · ·K, l ∈ 1, 2, · · ·L;
2) Design the base matrices for the transmit beamforming using

equation (6.2.28), (6.2.29) and (6.2.30),
k ∈ 1, 2, · · ·K, l ∈ 1, 2, · · ·L;

3) Define the effective channel from BS l to user [k, l]
using equation (6.2.36) for k ∈ 1, 2, · · ·K, l ∈ 1, 2, · · ·L;

4) For l = 1, 2, · · · , L, do the following:
5) Initialize: µd

1 · · ·µd
K to positive values, d = 1;

6) repeat

7) Determine the optimal solution Q[k,l]
m for MAC

problem as in Subsection A, Q[k,l]
m is mapped to

Q
[k,l]
b using BC-MAC duality;

8) Update the Lagrangian coefficient µd
k in (6.2.47),

d = d+ 1;

9) Stop when |R[k,l]
b −R

[k−1,l]
b | ≤ ϵ for k = 2, · · · , K;

10)End For.

Table 6.2. Proposed interference alignment scheme

Nt is [K(L − 2) + 2]ds, this result is substituted to determine the required

minimum number of receive antennas Nr as [(K − 1)(L− 2) + 2K−1
K ]ds.

B. Data rate balancing

Suppose the achievable rate region for the problem in (6.2.39)-(6.2.40) is

r ∈ C(H̃
[l]
, P l). The technique investigated so far aims to maximize the

sum rate of users in each cell. To ensure fairness among the users, a better

criterion is to maximize the data rate while balancing rate achieved for each

user as in [101]

max
r,γ

γ s.t. r = γρ, r ∈ C(H̃
[l]
, P l) (6.2.46)

where γ is the optimization variable and the cost function to reflect max-

imization of balanced data rate and ρ is a vector account for ratio of data
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rats achieved for various users. For example if ρ = 1K , all users attain the

same data rate. For other values of ρ, data rate is maximized while scal-

ing the total rate to users according to the ratio defined by the vector ρ.

Due to convexity of the capacity region [77], the optimization problem in

(6.2.46) is convex. Hence the iterative algorithm for the solution of (6.2.46)

can by found by exploiting Lagrangian duality. Furthermore, as rate vectors

in the interior C(H̃
[l]
, P l) can always be found that lie on the straight line

defined by the QoS constraints, strong duality holds [140]. As a consequence,

(6.2.46) can be alternatively solved by solving the dual problem. Using the

results in [101], the dual problem is a weighted sum rate optimization of the

following form

min
µ

max
r

K∑
k=1

µk
R[k,l]

ρk
s.t.

K∑
k=1

µk = 1 (6.2.47)

where µk are the Lagrangian coefficients for the k constraints in (6.2.46),

r = [R[1,l]R[2,l] · · ·R[K,l]] is the rate vector and ρk is the kth element of ρ.

Hence, for an initial setting of µk, max
∑K

k=1(
µk
ρk
)R[k,l] can be solved using

the method described earlier (Section A), and the µk can be updated using

a subgradient method as in [101], i.e. µ
(d)
k = µ

(d−1)
k − t(R[k,l]−R[K,l]), where

t is a small positive step size. At each iteration, it is necessary to solve

the weighted sum rate problem corresponding to the maximization step.

For the updated µk, the sum rate optimization problem is solved again and

µk is computed again. This is continued until convergence. The resulting

algorithm will maximize the capacity for each cell while ensuring data rate

balancing and interference alignment to all the users in other cells. The

complete proposed interference alignment scheme using BC-MAC duality is

now summarized in Table 6.2.
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Proposed hybrid IA scheme using the MAC−BC duality (Nt=5)
Extension of the grouping method (Nt=5)

Figure 6.3. The achievable rates for the proposed hybrid interference
alignment scheme and comparison to the extension of the grouping
method (DoF = 6).

6.2.4 Simulation Results

In this section, the performance of the proposed hybrid interference align-

ment and BC-MAC duality based scheme is compared with the extension of

the grouping method in terms of the sum rate. Two system configurations

(Nt, Nr,K, L, ds) = (5, 3, 2, 3, 1) and (Nt, Nr,K, L, ds) = (10, 6, 2, 3, 2) have

been considered. For these configurations, the proposed scheme is able to

achieve 6 degrees of freedom and 12 degrees of freedom, respectively. To be

specific, to achieve a degrees of freedom of 6, the extension of the grouping

scheme requires Nt = 5 antennas for the example of (Nt, Nr,K, L, ds) =

(5, 3, 2, 3, 1), but the conventional zero-forcing beamforming scheme requires

Nt = 6 antennas for the case of (Nt, Nr,K, L, ds) = (6, 3, 2, 3, 1). More-

over, for a general case with K users, L cells, and ds data stream per

user, the required minimum number of transmit antennas Nt for the pro-

posed hybrid interference alignment and BC-MAC duality based scheme is

[K(L−2)+2]×ds. Therefore, the minimum number of antennas for each BS

employing the proposed hybrid interference alignment and BC-MAC duality

based scheme is 4 and 8. For the case that (Nt, Nr,K, L, ds) = (4, 3, 2, 3, 1),
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Proposed hybrid IA scheme using the MAC−BC duality (Nt=10)
Proposed hybrid IA scheme using the MAC−BC duality (Nt=8)
Extension of the grouping method (Nt=10)

Figure 6.4. The achievable rates for the proposed hybrid interference
alignment scheme with different number of antennas setting (DoF =
12).

and as an example, when cell l is considered, as 4 antennas are employed at

BS l, the base matrix Tl for cell l as shown in (6.2.28)-(6.2.30) is a column

vector, e.g., Tl = [t1,l]. Thus the duality optimization problem for this case

is a pure power allocation problem.

The performance of different number of transmit antennas for the pro-

posed hybrid interference alignment and BC-MAC duality based scheme is

compared. The elements of the channel matrix H
[k,i]
l is assumed to be cir-

cularly symmetric complex Gaussian variables with zero mean and unity

variance. The total power constraint P l is varied from 1 to 100. The noise

variances at the users have been set to unity. First, the case that only a single

data stream is transmitted for each user has been considered. There exists

three cells, each containing two users with three receiver antennas. Fig. 6.3

depicts the sum rate versus SNR of the proposed algorithm and compares

it with the grouping method. As seen, the proposed interference alignment

scheme using the BC-MAC duality with five transmit antennas outperforms

the extension of the grouping method with five transmit antennas.

The same system but with two data streams transmitted for each user
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Figure 6.5. Rate balancing of the proposed hybrid interference align-
ment algorithm using the BC-MAC duality (DoF = 6).
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Figure 6.6. Rate balancing of the proposed hybrid interference align-
ment algorithm using the BC-MAC duality (DoF = 12).

has then been considered. For the proposed interference alignment scheme

using BC-MAC duality, both 8 and 10 transmit antennas are considered

for each base station. Fig. 6.4 depicts the sum rate versus SNR of the

proposed algorithm and compares it with the grouping method but with 10

transmit antennas. As seen, the proposed interference alignment scheme,

even with 8 transmit antennas, outperforms the extension of the grouping

method with 10 transmit antennas. The reason is that although only eight
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antennas are employed at the BS, the sum rate is maximized using the virtual

beamforming matrices Q
[k,l]
m , hence it outperforms the perfect interference

alignment algorithm due to increase subspace dimension for mitigating intra-

cell interference.

Simulation for rate balancing has been provided. The aim is to show
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Proposed hybrid IA scheme using the MAC−BC duality

Figure 6.7. Probability density function for the number of iterations
of the proposed hybrid interference alignment algorithm using the BC-
MAC duality.

the proposed interference alignment algorithm can also balance all the users’

data rate in each cell. All the elements of the data rate balancing vector ρ

were set to one. Fig. 6.5 and Fig. 6.6 depict the convergence of the data

rate for the two users against the adaptation of the Lagrangian multiplier µk

as explained in the Section 6.2.3 B Section. All the users attain equal data

rate. The data rate without rate balancing constraints is also shown. The

total sum rate in this case is 7.5 bits/s/Hz and 14.6 bits/s/Hz for DoF =

6 and DoF = 12 respectively. With the rate balancing constraints, each

user attains 3.05 bits/s/Hz and 6 bits/s/Hz for DoF = 6 and DoF = 12

respectively. Hence the total rate is less than that of the scheme that does not

use rate balancing constraint. However, the rate balancing constraint ensures

fairness among users. Finally, the probability density function has been
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provided for the number of iterations required for the proposed interference

alignment algorithm using the BC-MAC duality. As shown in Fig. 6.7, the

algorithm converges with 21 iterations most of the time.

6.3 Interference Cancelation and Alignment Techniques for MIMO

Cognitive Relay Networks

There are several results that show significant improvement in SNR gains by

employing relays within the context of interference cancelation [81–83]. The

DoF is increased with the use of relays, which is particularly attractive when

the source and the destination nodes are not directly connected. Authors

in [84] characterized the DoF for a multihop two-user interference channel

with layered relays. However, if the direct channel coefficients between the

source and the destination nodes are non-zero, then from the perspective of

DoF, it has been shown that the use of half-duplex relays does not contribute

to any gain in DoF for the two-user interference channel [85], regardless of the

number of relay nodes. Remarkably, this is true even if the relay nodes are

equipped with multiple antennas. Since the conventional half-duplex relays

are not contributing to increase the DoF of a two-user interference chan-

nel, another form of relaying introduced by El Gamal and Hassanpour [86]

has been exploited, known as instantaneous relaying (relay-without-delay).

El Gamal and Hassanpour [86] have shown that the memoryless instanta-

neous relay channel can potentially achieve a higher capacity than a con-

ventional relay. By employing this memoryless instantaneous relay channel,

the authors in [87] showed that the two-user interference channel with an

instantaneous relay can achieve 3
2 DoF. An instantaneous relay increases the

DoF for the two-user interference channel as compared to a network with-

out relays. In this section, a MIMO cognitive radio network with a MIMO

relay that opportunistically accesses the same frequency band as that of a
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MIMO primary network has been considered. Both interference cancelation

and interference alignment techniques have been investigated to enhance the

achievable degrees of freedom for the MIMO cognitive radio network.

6.3.1 System Model

Coexistence of primary network and secondary network has been considered

as shown in Fig. 6.8. The first transmitter-receiver pair (Tp, Rp) is for the

primary network. The secondary link consists of a source node (Ts), an in-

termediate relay node (Relay) and a destination node (Rs). The secondary

network is an opportunistic link that should not strictly cause interference

to the primary network. It is assumed that primary transmitter and the

receiver are equipped withMp and Np antennas respectively. The secondary

transmitter and the receiver are equipped with Ms and Ns antennas respec-

tively. It is assumed that the number of transmitting antennas is the same

as that of the receiving antennas at the intermediate relay i.e, Mr = Nr.

In this channel, both the primary and the secondary transmitters wish to

send independent messages to their respective destinations and no explicit

cooperation is assumed between them in the sense that there is no data

message exchange between the transmitters. It is assumed that the channels

between various nodes are quasi-stationary and fixed over the duration of a

number of blocks.The channel matrices from the primary transmitter to the

PU receiver, the relay and the SU receiver are denoted as Hpp, Hrp and Hsp

respectively. Similarly, the channel matrices from the secondary transmitter

to the SU receiver, the relay and the PU receiver are denoted as Hss, Hrs

and Hps respectively. Finally, the channel transfer matrices from the inter-

mediate relay to the PU receiver and the SU receiver are denoted as Hpr

and Hsr respectively. Regarding channel knowledge assumptions at various

nodes, it is assumed that the primary terminals (transmitter and receiver)

have perfect knowledge of its own channel matrix Hpp, while the secondary
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terminals (transmitter and receiver) and the relay have perfect knowledge of

all the channel transfer matrices. There are many cases that will make this

assumption possible, for example, the channel reciprocity can be exploited

to acquire CSI at the transmitters. Also, when the primary network sub-

leases the spectrum for monitory purposes to the secondary network under

a spectrum sharing arrangement, a degree of collaboration can be expected

for acquiring CSI values.

It is assumed that the rank of the channel Hpp is dp = min(Mp, Np). The

primary transmitter wishes to convey dp data streams to its corresponding

receiver. The underlying logic presented in this section will remain valid

for case when the rank of the channel Hpp is less than min(Mp, Np). The

primary network aims to operate using its maximum possible DoF. Hence,

the signal intended for the PU is written as

xp =

dp∑
i=1

vi
ps

i
p = Vpsp (6.3.1)

where sip denotes the ith transmitted symbol at the primary transmitter,

satisfying an average power constraint, E{||xp||2} ≤ Pp, and vi
p ∈ CMp×1 is

a linear transmit beamforming vector corresponding to the symbol, sip, with

a unit norm constraint, i.e., ||vi
p|| = 1. The transmitter beamforming matrix

for the primary network is written asVp = [v1
p v

2
p · · · vdp

p ] ∈ CMp×dp , and its

corresponding data signal vector is denoted as sp = [s1p s
2
p · · · sdpp ]T ∈ Cdp×1.

Similarly, it is assumed the secondary transmitter wishes to convey ds data

streams to its corresponding secondary receiver. Hence, the signal intended

for the SU is written as

xs =

ds∑
i=1

vi
ss

i
s = Vsss (6.3.2)
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Figure 6.8. Cognitive radio network with a memoryless instantaneous
relay. The first transmitter-receiver pair (Tp, Rp) is for the primary
network. The second transmission link consists of a source node (Ts),
an intermediate relay node (Relay) and a destination node (Rs).

where sis denotes the ith transmitted symbol at the secondary transmitter,

satisfying an average power constraint, E{||xs||2} ≤ Ps, and vi
s ∈ CMs×1 is

a linear transmit beamforming vector corresponding to the symbol, sis, with

a unit norm constraint, i.e., ||vi
s|| = 1. The transmitter beamforming matrix

for the SU is written as Vs = [v1
s v2

s · · · vdp
s ] ∈ CMs×ds , and its correspond-

ing data signal vector is denoted as ss = [s1s s
2
s · · · sdss ]T ∈ Cds×1. The relay

operates in its full-duplex mode as similar to the work presented in [87].

It forwards the received data symbols from the sources to the destinations

instantaneously. The received signal at the relay yr ∈ CNr×1 which is a

combination of the primary and the secondary signals, can be written as

yr = Hrpxp +Hrsxs + nr (6.3.3)

where nr ∈ CNr×1 is the AWGN vector with variance σ2 per entry at the

receiver of the relay. The received signal at the PU yp ∈ CNp×1 and the SU
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receiver ys ∈ CNs×1 are written as

yp = Hppxp +Hpsxs +Hprxr + np (6.3.4)

ys = Hssxs +Hspxp +Hsrxr + ns (6.3.5)

where np ∈ CNp×1 and ns ∈ CNs×1 are the AWGN vectors with variance

σ2 per entry at the receivers of the primary and the secondary network

respectively. xr ∈ CMr×1 is the signal transmitted from the intermediate

relay.

The system model in Fig. 6.8 in the absence of any intermediate relays

is known as MIMO IC. For this case, it was shown in [79] that the DoF of

the cognitive network with Ms transmit antennas and Ns receive antennas

operating in the presence of primary network with dp DoF is upper bounded

by

ds ≤ min{(Ms − dp)
+, (Ns − dp)

+}. (6.3.6)

In the subsequent subsections, an intermediate MIMO relay is used

within the context of interference cancelation and interference alignment

to enhance the above DoF further.

6.3.2 The Maximum Achievable Degrees of Freedom for Interfer-

ence Cancelation Based MIMO Cognitive Relay Networks

In this section, the maximum achievable degrees of freedom for MIMO cogni-

tive relay networks is established. To keep the problem formulation simple,

the case of no symbol extension has been considered, however the same

arguments can be extended to the case of symbol extension. The primary

transmitter sends dp independent data symbols to its corresponding receiver,

where dp = min{Mp, Np}. The primary transmitter chooses the transmit
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beamforming matrix that maximizes its capacity as

max
Vp≽0

log |I+ 1

σ2
HppQpH

H
pp| (6.3.7)

where σ2 denotes the noise covariance at the PU receiver, Qp = VpPpV
H
p

is the transmit beamforming matrix at the primary transmitter and Pp is

the power allocation matrix. The PU receiver will receive simultaneously

the interference signals from the secondary transmitter as well as the relay

respectively. Hence, a relay transceiver is designed to cancel both these in-

terferences.

Theorem 1 : Suppose the number of antenna at the intermediate relay Nr

is not less than the sum of DoF of the primary network dp and the maximum

DoF available for the secondary network without the presence of primary

network min{Ms, Ns}. The maximum achievable DoF of the cognitive radio

network with Ms transmit antennas and Ns receive antennas operating in

the presence of primary network with dp DoF is ds ≤ min{Ms, Ns}.

As the number of antennas at the primary network and the secondary

network may be different, in this proof, four cases have been considered ac-

cording to different combinations of antenna numbers. Theorem 1 has been

proven by considering all these four cases as follows,

Case A. Mp ≥ Np,Ms ≥ Ns

In this case, the number of transmit antennas is not less than that of the

corresponding receiver antennas at both the primary and the secondary net-

work. The primary transmitter wishes to transmit dp data streams to its

corresponding receiver using the beamformer shown in (6.3.1). The sec-

ondary transmitter wishes to transmit ds = min{Ms, Ns} data streams us-

ing the beamformer shown in (6.3.2) to its corresponding receiver. As the

number of antennas at the relay is not less than the sum of DoF in the
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primary network and the maximum DoF available in the secondary net-

work in the absence of primary network, the case that the relay employs

minimum number of antenna required has been considered for the proof,

i.e., Nr = Mr = dp + min{Ms, Ns}. There are two different source signals,

Hrpxp from the primary transmitter and Hrsxs from the secondary trans-

mitter. As the channel transfer matrices Hrp and Hrs are realizations of a

random matrix, the received source signal vectors are linearly independent

with a probability approaching one at the relay receiver, i.e., Hrpxp and

Hrsxs are not co-linear vectors. There are enough space to separate all the

signals as such the relay sees dp+ds independent data symbols from the two

sources nodes.

First, the relay estimates dp + ds data symbols from the two sources

which are sp and ss respectively. The estimation of the symbols at the relay

is written as

s1r = sp, s2r = ss. (6.3.8)

The relay employs two beamforming matrices Vp
r and Vs

r for carrying s1r

and s2r. In particular, the relay employs Vp
r and Vs

r to cancel sp at the SU

receiver and ss at the PU receiver respectively. Hence, the relay beamforming

matrices should satisfy

HsrV
p
r = −HspVp. (6.3.9)

HprV
s
r = −HpsVs. (6.3.10)

Therefore, sp is canceled at the SU receiver while ss is canceled at the

PU receiver. For the case that Mp ≥ Np, Ms ≥ Ns, there always exists

two set of beamformers Vp
r and Vs

r to satisfy the conditions in (6.3.9) and

(6.3.10), for which the proof is given in Appendix B. The next step is to ver-

ify whether each destination can decode the desired data symbols. From the

relay transmission, the undesired interferences are annihilated at each desti-
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nation, leaving only the desired signals which can be resolved in the receiver’s

dimensional space. As a result, each destination can decode the desired data

symbols and thus min{Ms, Ns} DoF are achieved at the secondary network

when Nr =Mr ≥ dp +min{Ms, Ns}. This is interesting because it is higher

than the upper bound of DoF min{(Ms−dp)+, (Ns−dp)+} reported for the

case of two-user MIMO interference channel in the absence of relay node [79].

Remark 1 : The relay beamformer Vp
r in this case not only cancels the

interference to the SU receiver, but also it forwards the data symbols sp to

the PU receiver. The signal at the PU receiver is written as

yp = HppVpsp +HprV
p
rs

1
r + np (6.3.11)

where s1r = sp. Therefore, to avoid the possibility of destructive addition of

primary signals at the PU receiver, the beamformer Vp
r has to be designed

such that the primary capacity is maximized through the effective primary

channel H̃p subject to a SU signal cancelation constraint as follows

max
G≽0

log |I+
H̃pGH̃

H
p

σ2
| (6.3.12)

s.t. HsrG+T = 0

where the effective channel H̃p = Hpr − Hpp(H
H
spHsp)

−1HH
spHsr, G =

Vp
rV

pH
r , T = (HspVp)(HspVp)

HHsr(H
H
srHsr)

−1, 0 is an Np × 1 vector con-

sisting of all zeros, σ2 is the noise variance at the PU receiver. The above

optimization problem is convex and hence it can be solved using convex tech-

niques [93]. Details for the optimization problem in (6.3.12) and the proof

for convexity is given in Appendix C. Hence by replacing the beamforming

scheme from (6.3.9) to (6.3.12), the relay beamformer Vp
r not only cancels

the interference to the SU receiver, but also helps the primary network to

maximize its data rate.
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Remark 2 : The proposed beamforming scheme for the secondary trans-

mitter and the relay focused on attaining maximum possible DoF gain. How-

ever, beamforming vectors at the secondary transmitter and the relay can

also be designed to maximize its achievable data rate through the effective

primary channel H̃s while keeping the maximum possible DoF. To show this,

the signal at the SU receiver is written as

ys = HssVsss +HsrV
s
rs

2
r + ns (6.3.13)

where s2r = ss. To maximize its achievable data rate, the beamforming

vectors Vs
r is constructed as

max
F≽0

log |I+ H̃sFH̃
H
s

σ2
| (6.3.14)

s.t. HprF+R = 0

where the effective channel H̃s = Hsr−Hss(H
H
psHps)

−1HH
psHpr, F = Vs

rV
sH
r ,

R = (HpsVs)(HpsVs)
HHpr(H

H
prHpr)

−1. Similar to Appendix C, the above

optimization problem is convex and hence it can be solved using convex

techniques [93]. Hence, by replacing the beamforming scheme in (6.3.10) to

(6.3.14), the effective channel gain can be increased by coherently combining

the desired symbols coming from the two different paths. As a remark, the

interference cancelation technique not only annihilates interference at the

primary destination (yielding required DoF gain), but it also maximizes its

achievable data rate at the secondary destination (enhancing SNR gain).

Case B. Mp < Np,Ms ≥ Ns

In this case, the number of transmit antennas at the primary network is

less than the number of receive antennas. However, the number of transmit

antennas at the secondary network is not less than that of its receiver. A
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beamforming matrix Vs
r may not always exist to satisfy equation (6.3.10).

This is because (ds + dp +Ms) > Np does not always hold, and hence unlike

in Case A, the existence of the nullspace of the effective channel matrix can

not be proven. The interference cancelation scheme proposed previously can

not be employed in this case. Hence a new interference cancelation approach

is required.

The underlying idea is to cancel the interference at the PU at the point

after the receive beaforming processing matrix Up. The interference cance-

lation scheme proposed in the previous section was to cancel the interfer-

ence before the receiver beamforming matrix Up (at the receiver antennas).

Therefore equation (6.3.10) in the previous section should be modified to

UH
p HprV

s
r = −UH

p HpsVs. (6.3.15)

Hence, the interference introduced from both the secondary transmitter

and the relay at the signal space of the PU receiver is aimed to be canceled

while aligning or ignoring the interference placed in the null space of the

PU receiver. There always exists Vs
r to satisfy the condition in (6.3.15),

for which the proof is given in Appendix D. Since Ms ≥ Ns, by using the

proposed interference cancelation scheme, there always exists Vp
r to satisfy

the condition in (6.3.9), hence no interference is introduced to the secondary

network. As a result, each destination can decode the desired data symbols

and thus DoF of min{Ms, Ns} is achieved at the secondary network when

Nr =Mr ≥ dp +min{Ms, Ns}.

The same strategy employed in Remark 2 is applicable here as well.

The constraint in the optimization problem (6.3.14) should be replaced by

(6.3.15). Since the constraint in (6.3.15) is affine, the optimization problem

can be solved using convex techniques. Therefore, the proposed beamform-

ing scheme will be able to obtain diversity gain while attaining maximum
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DoF.

Case C. Mp ≥ Np,Ms < Ns

As similar to the case B, i.e., Mp < Np, Ms ≥ Ns, the interference cancela-

tion constraint can be applied for the secondary network as follows,

UH
s HsrV

p
r = −UH

s HspVp. (6.3.16)

The interference introduced from both the primary transmitter and the

relay are canceled after the receiver beamforming matrix Us. There always

exists Vp
r to satisfy the condition in (6.3.16), for which the proof is similar

to the one presented in Appendix D. Since Mp ≥ Np, by using the pro-

posed interference cancelation scheme, there always exists Vs
r to satisfy the

condition in (6.3.10), hence no interference is introduced to the secondary

network. As a result, each destination can decode the desired data symbols

and thus min{Ms, Ns} DoF are achieved at the secondary network when

Nr =Mr ≥ dp +min{Ms, Ns}.

The strategy employed in Remark 1 is also applicable here. The con-

straint in the optimization problem (6.3.12) should be replaced by (6.3.16).

Since (6.3.16) is affine, the optimization problem can be solved using convex

techniques. Therefore, the proposed beamforming scheme not only cancels

the interference to the SU receiver, but also helps the primary network to

transmit the data symbols to the PU receiver.

Case D. Mp < Np,Ms < Ns

By employing the proposed interference cancelation scheme as in (6.3.15)

and (6.3.16), the interference introduced to both the primary and the SU re-

ceivers is canceled. As a result, each destination can decode the desired data

symbols and thus min{Ms, Ns} DoF is achieved at the secondary network
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when Nr =Mr ≥ dp+min{Ms, Ns}. By combining all four different cases in

terms of different number of antennas settings, Theorem 1 has been proven

that the maximum achievable degrees of freedom for MIMO cognitive relay

networks is ds ≤ min{Ms, Ns}.

6.3.3 The Maximum Achievable Degrees of Freedom for Inter-

ference Alignment Based MIMO Cognitive Relay Networks

Suppose the primary link operates at its highest transmission rate in the

absence of interference, and interference is not strictly allowed in the sig-

nal space at the PU receiver. Hence, the proposed interference cancelation

scheme is unsuitable. This is because the desired signal sp forwarded from

the relay will cause inter-stream interference to the PU receiver. Hence the

proposed interference cancelation technique can not be applied directly. As

a result, IA scheme is now introduced to solve this problem. The basic idea

is to ensure the received signal vectors at the PU receiver are aligned away

from the used eigen modes at the PU receiver. Hence, no interference is

introduced to the primary link and the primary network achieves the maxi-

mum capacity using this transmission technique. Next, the IA problem has

been formulated for the cognitive relay network.

Following the results in [67], the optimal pre-processing and post-proces-

sing schemes for the primary network should be as follows. It is assumed

that the primary transmitter is oblivious to the presence of the SUs. Let

the SVD of the channel matrix Hpp is given by Hpp = UppΛppV
H
pp, where

Λpp is an Np ×Mp diagonal matrix consisting of the singular values of the

channel matrix Hpp. The matrices Upp and Vpp contain the left and the

right singular vectors of Hpp, respectively. The primary transmitter and the

receiver employs Vp = Vpp and Up = Upp as their precoding and postpro-

cessing matrices respectively. The power allocation matrix Ppp is designed



Section 6.3. Interference Cancelation and Alignment Techniques for MIMO Cognitive Relay

Networks 159

to maximize the rate of the primary link under a power constraint as follows,

max
Ppp≽0

log2 |INp +
1

σ2
HppVppPppV

H
ppH

H
pp| (6.3.17)

s.t. tr(Ppp) ≤ Pp

where the nonzero elements of the Np × Mp diagonal matrix Ppp are the

power allocated to different symbols, i.e., {Pl}
dp
l=1, and Pp is the total power

available at the primary transmitter. The solution to (6.3.17) is the well-

known water filling algorithm [80] where the power of the lth symbol is given

by water filling over the nonzero singular values λl of the matrix as

Pl = (β − σ2

λ2l
)+ (6.3.18)

where β is the water level that should satisfy the power constraint. The

primary transmitter employs a water-filling solution leaving unused eigen-

modes at the PU receiver for possible IA.

The required conditions have now been investigated for IA. In order to

ensure that both the secondary transmitter and the relay transmitter do not

generate any interference to the PU receiver, the following conditions on the

precoders of the SUs are required

UH
p HpsVs = 0 (6.3.19)

UH
p HrsVr = 0 (6.3.20)

Furthermore, to guarantee that the dimension of the desired signal space

at the SU receiver is ds (in order to enable the secondary link to achieve ds

DoF), the following condition on the secondary link is required as rank{UH
s

HssVs} = ds.

Theorem 2 : Suppose the primary network operates with its maximum

possible capacity using SVD based encoding and decoding scheme, no in-
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terference signal is allowed in its receiver signal space, and the number of

antenna at the relayNr is not less than the min{Ms+dp, Ns}. The maximum

achievable DoF of the cognitive radio network with Ms transmit antennas

and Ns receive antennas operating in the presence of primary network with

dp DoF is ds ≤ min{Ms, (Ns − dp)
+}.

Proof : Similar to Theorem 1, there are two different source signals,

Hrpxp from the primary transmitter and Hrsxs from the secondary trans-

mitter. As the channel transfer matrices Hrp and Hrs are the realization

of a random matrix, as ds = min{Ms, (Ns − dp)
+}, and as the number of

antennas at the relay Nr is not less than the min{Ms + dp, Ns}, the vectors

Hrpxp and Hrsxs are linearly independent with a probability reaching one

at the relay receiver. The relay sees dp + ds independent data symbols from

the two source nodes.

First, the relay estimates dp+ds data symbols from the two source nodes

which are sp and ss. The estimation of the symbols at the relay is written

as

s1r = sp, s2r = ss. (6.3.21)

The relay employs two beamforming matrices for carrying s1r and s2r. In

particular, the relay employs Vp
r to align the interference at the PU receiver

and employs Vs
r to cancel ss at the PU receiver.

Vp
r has been designed to align the interference at the PU receiver. Define

the effective channel from the relay to the PU receiver as H̄ , UH
p Hpr, which

has a block structure [80]

H̄ =

 H̄1

H̄2

 (6.3.22)

where the dimension of H̄1 and H̄2 are dp ×Mr and (Np − dp)×Mr respec-

tively. Hence, to satisfy the IA condition in (6.3.20), the transmit beam-
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forming matrix at the relay should satisfy the condition as follows

H̄1V
p
r = 0dp×L (6.3.23)

where L is the dimension of the null space of the matrix H̄1. Hence, Vp
r

can guarantee IA condition in (6.3.20). The relay transmitter has to avoid

interfering with the signal space used by the primary transmitter. This is

achieved by aligning interference from the relay with the unused receiver

dimensions of the primary link. Similar to [80], it appears that L columns of

matrixVp
r belong to the null space of H̄1. Therefore matrixVp

r is in the space

spanned by the last L columns of matrix VH̄1
, where H̄1 = UH̄1

ΛH̄1
VH

H̄1
is

the SVD of H̄1 with UH̄1
and VH̄1

two unitary matrices of respective sizes

dp × dp and Mr ×Mr, ΛH̄1
is a dp ×Mr matrix containing the elements

(λ2
H̄1,1

, · · · , λ2
H̄1,min{dp,Mr}

) on its main diagonal and zeros elsewhere, such

that λ2
H̄1,1

≥ · · · ≥ λ2
H̄1,min{dp,Mr}

. Therefore, the beamforming matrix at the

relay should be designed as

Vp
r = span(v

(rank(H̄1)+1)

H̄1
, · · · ,v(Mr)

H̄1
) (6.3.24)

where the column vector v
(i)

H̄1
represents the ith column of the matrix VH̄1

.

To accomplish this goal, the relay beamforming matrix Vs
r has been chosen

as in Section 6.3.2. As a result, ss is canceled at the PU receiver. No

interference appears at the PU receiver. The received signal at the SU

receiver is given by

ys = Hspxp +Hssxs +Hsrx
1
r +Hsrx

2
r + ns (6.3.25)

= (HspVp +HsrV
p
r)sp + (HssVs +HsrV

s
r)ss + ns

= [Ĥ1 Ĥ2][s
T
p sTs ]

T + ns
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where Ĥ1 and Ĥ2 denote effective channel carrying the symbol vector sp and

ss respectively. Since the dimension of sp and ss are dp×1 and min{Ms, (Ns−

dp)
+}×1 and the number of antennas at the SU receiver isNs, there is enough

spatial dimension for the SU receiver to receive and decode both the signals.

Furthermore, from (6.3.25) it is seen that sp and ss can be decoded by

applying zero-forcing since Ĥ1 and Ĥ2 are linearly independent. As a result,

each destination can decode two different independent data symbols and thus

min{Ms, (Ns− dp)+} DoF is achieved by the secondary network. Therefore,

it is higher than the upper bound min{(Ms − dp)
+, (Ns − dp)

+} DoF that

can be achieved for the two-user MIMO interference channel without the

assistance of the relay node.

Remark 3 : Suppose at the PU receiver H̄1 is a full row rank matrix

rank(H̄1) = dp. Furthermore, suppose there is no adequate subspace at

the PU receiver to enable the relay to perform IA, e.g., Mr − rank(H̄1) <

length(sr1) = dp. However, the beamforming vectors for carrying the data

symbols s1r can be designed by sharing the column space spanned by the last

Mr − rank(H̄1) columns of matrix VH̄1
as

Vp
r = [v

(rank(H̄1)+1)

H̄1
· · ·v(Mr)

H̄1
]W (6.3.26)

where W ∈ C(Mr−rank(H̄1))×dp is a combination matrix.

Since Mr > dp, V
p
r exists with probability one. All the data symbols

s1r arrive at the PU receiver which is orthogonal to the dp dimension used

by the primary link. As can be seen by (6.3.25) that sp and ss can be

decoded by applying zero-forcing since Ĥ1 and Ĥ2 in this case are still

linearly independent. As a result, each destination can decode two different

independent data symbols and thus min{Ms, (Ns − dp)
+} DoF is achieved

by the secondary network. Interestingly, when the number of antennas at

the secondary transmitter is less than the rank of the first block H̃1 of the
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The primary network capacity without the cognitive radio network
The primary network capacity with the cognitive radio network
The cognitive radio network capacity with relay

Figure 6.9. The achievable rates for the proposed interference cance-
lation scheme with a relay and comparison of the results to the rates
achieved by a network without a relay (Mp = 6 Np = 4, Nr = Mr = 10,
Ms = 8, Ns = 6. The DoF achieved by the secondary network is 6).

effective channel H̃ps (H̃ps , UH
p Hps), i.e., Ms − rank(H̃1) < 0, there is

no interference subspace that exists for the secondary network to align its

interference to the PU receiver. Hence no DoF is available for the secondary

network for MIMO cognitive radio network without the involvement of the

relay node.

6.3.4 Simulation Results

The performance of the proposed interference cancelation scheme and the

proposed combined interference alignment and interference cancelation scheme

have been studied in terms of achievable sum rate. The elements of all the

channel matrices are assumed to be CSCG variables with zero mean and

unity variance. The total power constraints for the primary transmitter, the

cognitive transmitter and the relay are set to be identical and varied from

0dB to 30dB. The noise power at the PU receiver and the cognitive receiver

are set to unity.

A MIMO cognitive relay network with a primary link operating with
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The primary network capacity without the cognitive radio network
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The cognitive radio network capacity with relay

Figure 6.10. The achievable rates for the proposed interference can-
celation scheme with a relay and comparison of the results to the rates
achieved by a network without a relay (Mp = 4 Np = 6, Nr = Mr = 10,
Ms = 8, Ns = 6. The DoF achieved by the secondary network is 6).

DoF = 4 has been considered first. Four different cases in terms of different

numbers of antenna settings in accordance with section 6.3.2 have been con-

sidered. The relay employs ten antennas for transmitting and receiving. For

the first case (Mp ≥ Np, Ms ≥ Ns), six transmit antennas and four receive

antennas are employed for the primary link. The number of antennas at the

secondary transmitter and the receiver is set to eight and six respectively.

As seen in Fig. 6.9, the achievable rates for the cognitive radio network at

30 dB is 60 bits/Hz/s which indicates the DoF achieved is approximately

six. If a relay is not employed, the cognitive radio network in this case can

achieve only two DoF using the conventional IA scheme as shown in [79]. The

achievable rates for the primary network with the cognitive relay network is

higher than that of the primary network without a relay. This is because

the interference cancelation technique not only annihilates interference at

the primary destination, but it also assists the primary network to increase

the effective channel gain. For the second case (Mp < Np, Ms ≥ Ns), four

transmit antennas and six receiver antennas are employed at the primary
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Figure 6.11. The achievable rates for the proposed interference can-
celation scheme with a relay and comparison of the results to the rates
achieved by a network without a relay (Mp = 6 Np = 4, Nr = Mr = 10,
Ms = 6, Ns = 8. The DoF achieved by the secondary network is 6).
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The primary network capacity without the cognitive radio network
The primary network capacity with the cognitive radio network
The cognitive radio network capacity with relay

Figure 6.12. The achievable rates for the proposed interference can-
celation scheme with a relay and comparison of the results to the rates
achieved by a network without a relay (Mp = 4 Np = 6, Nr = Mr = 10,
Ms = 6, Ns = 8. The DoF achieved by the secondary network is 6).

link. The number of antennas for the secondary network remains the same

as that of the first case. As seen in Fig. 6.10, the achievable rates for the

cognitive radio network is 60 bits/Hz/s at 30 dB. This indicates that the

DoF achieved is approximately six. For the third case (Mp ≥ Np, Ms < Ns)
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The cognitive radio network capacity with relay

Figure 6.13. The achievable rates for the proposed combined inter-
ference alignment and interference cancelation scheme with a relay and
comparison of the results to the rates achieved by a network without
a relay (Mp = 6 Np = 4, Nr = Mr = 10, Ms = 6, Ns = 10. The DoF
achieved by the secondary network is 6).

and the fourth case (Mp < Np,Ms < Ns), as seen in Fig. 6.11 and Fig. 6.12,

the achievable rate for the cognitive radio network is 60 bits/Hz/s at 30 dB.

This indicates that the DoF achieved for both the cases is approximately six.

Hence, the simulation results for four cases support the result in Theorem 1.

The performance of the proposed combined interference alignment and

interference cancelation scheme has then been investigated with six transmit

antennas and four receiver antennas employed by the primary network. The

maximum achievable DoF for the primary network in this case is four. The

number of antennas at the secondary transmitter and the receiver is set to

six and ten respectively. The relay employs ten antennas. Without employ-

ing a relay, the cognitive radio network can achieve only two DoF using the

conventional IA scheme. However, as seen in Fig. 6.13, the achievable rates

for the cognitive network is 58 bits/Hz/s at 30 dB. This indicates the DoF

achieved is approximately six. This result is in accordance with Theorem 2.

Interestingly, the achievable rate for the primary network with the support
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of the cognitive radio relay is equal to that of the primary network without

a relay. This is because the relay aligns the signal received from the primary

transmitter in the unused space of the PU receiver. Hence there is no effect

on the primary network in terms of achievable rates. Furthermore, the ca-

pacity of the secondary network is decreased as compared to the proposed

IA scheme as shown in Fig. 6.11.

6.4 Conclusion

An interference alignment scheme has been proposed for a network with mul-

tiple cells and MIMO users under a Gaussian interference broadcast channel

scenario. A grouping method has been extended to the multi-cell scenario

to jointly design the transmitter and receiver beamforming vectors using

a closed-form expression without a need for iterative computation. The

grouping method can ensure no ICI and IUI at each user’s receiver while re-

ducing both the number of antennas and the complexity at the basestation

as compared to the conventional zero-forcing beamforming scheme. After

that, a hybrid interference alignment scheme has been proposed based on

the principle of BC-MAC duality. This proposed scheme removes the ICI

using interference alignment while maximizing the total capacity of the cor-

responding cell using BC-MAC duality. Since, interference alignment is not

performed explicitly to all users in the network, but the users within each cell

are dealt with using capacity maximization, the number of transmit anten-

nas required is generally lower than the existing grouping method. A hybrid

rate balancing and interference alignment technique was introduced to main-

tain fairness among users. The proposed technique is able to maximize the

data rate while balancing the rate achieved by each user. To further enhance

the performance of the network, a cognitive radio network with an instanta-

neous relay that allows the secondary transmitter to use the same frequency



Section 6.4. Conclusion 168

band as that of the primary network without generating any interference to

the PU within the context of interference cancelation and interference align-

ment has been considered. The achievable DoF was obtained analytically

and shown to agree with the simulation results.



Chapter 7

SUMMARY, CONCLUSION

AND FUTURE WORK

The thesis has four contributing chapters and the conclusion of each chapter

is summarized below, followed by a discussion on future works.

7.1 Summary and Conclusions

This thesis has studied various resource allocation and spatial diversity tech-

niques problems for spectrum sharing networks. Resource allocation tech-

niques for OFDMA based cognitive radio networks have been introduced in

Chapter 3. Resource allocation problem is first considered for an OFDMA-

based cognitive radio network. This problem was formulated using an integer

linear programming framework and solved using branch and bound method.

The solution to this problem optimally allocated the subcarriers, power and

bits to secondary users while satisfying the data rate and bit error rate re-

quirements for each secondary user. It ensured that the interference leakage

to the primary users was always less than a specific threshold. To admit as

many secondary users as possible in the network while allocating subcarriers

and bits to each admitted user in such a way that the interference leakage to

primary users is below a specific threshold, admission control techniques for

an OFDMA based cognitive radio network was also investigated in Chapter

3. A suboptimal optimization algorithm based on integer programming was

169
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proposed to optimally choose a subset of users from a larger set of users and

to jointly allocate power and subcarriers to each admitted users to satisfy

certain constraints.

Chapter 4 studied the capacity optimization problems for spectrum shar-

ing networks. A weighted sum rate maximization and rate balancing prob-

lems have been investigated for spectrum sharing MIMOOFDM based broad-

cast channels. The aim was to maximize the sum rate of the secondary users

whilst ensuring interference leakage to the primary user terminals is below

a specific value and each secondary user attains a specific portion of the

total data rate. This problem was solved by converting the MIMO OFDM

channel into block diagonal form and using the principle of MAC-BC du-

ality. The algorithm in its dual form has been solved using sub-gradient

methods. The simulation results demonstrated the convergence of the algo-

rithm and the simultaneous satisfaction of maximum power and interference

constraints. A sum rate maximization problem for spectrum sharing MIMO

broadcast channels under Rayleigh fading has then been studied. The re-

ceiver side was assumed to have the perfect CSI, however the transmitter side

has partial CSI in the form of channel covariance matrix feedback. Based

on multiple auxiliary variables, KKT optimality conditions and broadcast

channel-multiple access channel duality, an iterative algorithm was devel-

oped to solve the equivalent problem using the Lagrangian theory and it

was shown that the proposed algorithm converges to the setting as defined

by the optimization problem, i.e., the interference and the power limit are

met whilst maximizing the sum capacity. Finally, a weighted sum rate max-

imization and rate balancing problem were proposed for a spectrum sharing

MIMO based wireless relay network. The aim was to maximize the sum rate

of the wireless relay network whilst ensuring the interference leakage to the

primary user terminals during two time slots are below a specific value. This

problem was solved by asymmetrically allocating the power to different time
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slots and using the principle of MAC-BC duality.

Chapter 3 and 4 investigated resource allocation and spatial multiplexing

problems for an underlay cognitive radio network. However, in the overlay

cognitive radio network, the secondary users coexist with primary users and

use part of the transmission power to relay the primary users’ signals to

the primary receiver. This assistance will offset the interference caused by

the secondary user transmissions at the primary users’ receiver and hence

no loss in primary users’ signal-to-noise ratio by secondary users spectrum

access. Chapter 5 focused on beamforming and power control for an overlay

cognitive radio network. Co-existence of a secondary network with a primary

network under an overlay framework was considered. By using cooperation

in the cognitive radio network, the aim was to minimize the total power

consumed by the networks while satisfying each user’s SINR requirement.

Since the original optimization problem was non-convex, a dual bi-section

based second order cone programming algorithm has been proposed and it

has been shown that the proposed algorithm greatly improves the power

saving as compared to a network without any cooperations. The simulation

results demonstrate the convergence of the algorithm and power saving for

both the primary and the secondary networks.

Interference mitigation techniques have become an important part of

wireless network design. An interference alignment technique was proposed

recently as an efficient capacity achieving scheme at high SNR regime. In-

terference alignment techniques were studied for various spectrum sharing

networks in Chapter 6. An interference alignment algorithm was proposed

for a multi-cell MIMO Gaussian interfering broadcast channels. A grouping

method already known in the literature has been extended to this multiple-

cells scenario and transmit and receiver beamforming vectors were jointly

designed using a closed-form expression without a need for iterative compu-

tation. Based on the grouping method, a new approach using the principle of
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MAC-BC duality was proposed to perform interference alignment while max-

imizing capacity of users in each cell. The proposed approach was shown to

outperform the extension of the grouping method in terms of capacity and

basestation complexity. A MIMO cognitive radio network with a MIMO

relay that opportunistically accesses the same frequency band as that of a

MIMO primary network was then considered. In particular both interference

cancelation and interference alignment techniques have been investigated to

enhance the achievable degrees of freedom for the MIMO cognitive radio

network. The degrees of freedom obtained by the cognitive radio network

in the presence of a MIMO relay has been shown to be higher than that

could be obtained without a relay. The analyses considered both sufficient

and insufficient number of antennas at the relay in terms of the ability to

separate and decode both the primary and secondary transmitted signals.

All the techniques proposed in the thesis facilitate shared use of spectrum

by multiple transmitters and networks without harmfully interfering each

other. Hence the techniques proposed enhances the efficient use of the radio

spectrum.

7.2 Future Work

The potential areas for future research have been recognized. Some of the

algorithms proposed in this thesis, were developed based on the assumption

that the secondary network basestation has perfect knowledge of the channel

state information of the users. It is important to extend these algorithms

for the case when only imperfect channel knowledge is available to the sec-

ondary network basestation. In addition to the evaluation of the physical

layer performance for the secondary networks and primary networks for vari-

ous channel fading environment, the performance evaluation of the networks

based on the information theoretical methods will reveal more useful infor-
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mation about the networks. Specifically, channel capacity under a spectrum

sharing set up with interference constraints to primary users can be derived

analytically. Outage capacity defines the rate that can be maintained in all

fading states and is a more appropriate capacity notion in wireless systems

that carry out real-time delay-sensitive applications. This capacity could

be derived analytically in the future work for the techniques discussed in

this thesis when only imperfect channel knowledge of the interference link is

available to the secondary transmitters.

In Chapter 3, an adaptive radio resource allocation algorithm has been

proposed based on BnB method. This algorithm optimally assigns subcarri-

ers and bits for SUs while satisfying SUs’ QoS requirements. However, when

the number of secondary users and number of available frequency bands for

secondary user access increase, the complexity of these algorithm also in-

creases exponentially. This radio resource allocation problem is originally

a non-convex problem and NP hard in terms of computational complexity.

Therefore, different convex approximations could be investigated and the

original problem can be formulated into one of the convex programming

techniques.

In Chapter 5, only a single antenna was considered for the secondary

receiver. MIMO systems have tremendous potential to increase the data

throughput compared to a MISO system. Hence, in cognitive radio net-

works, employing multiple antennas at the receiver will significantly improve

the data throughput and it will be very interesting to extend the work in

Chapter 5 to a MIMO scenario. As a result, SOCP technique employed in

Chapter 5 can be updated using an SDP framework considered spatial mul-

tiplexing to serve multiple secondary users simultaneously with target SINR

while imposing constraints on primary user interference with a cost function

on total transmit power. Furthermore, it would be very interesting to extend

this technique with per antenna power constraints in addition to the aver-
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age transmit power constraint. This problem will probably require an SDP

relaxation to exclude the non-convex rank-one constraint. If the solution

of the relaxed problem does not yield a rank-one solution, randomization

techniques can be developed to compensate the Lagrangian relaxation on

rank of the matrix. Moreover, in cognitive radio network secondary users

and primary users can transmit their data simultaneously. Therefore, em-

ploying multiple antennas at the secondary user receivers will also be very

beneficial in order to mitigate interference from the primary users. How-

ever, this problem will probably turn out to be a non-convex problem and a

joint transmitter-receiver beamformer design is generally required. To over-

come the non-convex issue, iterative methods can be exploited to design

transmitter-receiver beamformers.

Chapter 6 considered a MIMO cognitive radio network with a MIMO

relay that opportunistically accesses the same frequency band as that of a

MIMO primary network. The analyses considered both sufficient and insuf-

ficient number of antennas at the relay in terms of the ability to separate

and decode both the primary and secondary transmitted signals. It is as-

sumed that there exists one SU and one PU in our system model. Therefore,

the analyses can be extended to the case of multiple SUs and multiple PUs.

Furthermore, we focus on the maximum achievable DoF for the MIMO Cog-

nitive Relay Networks. This can be extended to explore the feasibility of

interference alignment in signal vector space for this model.



Appendix

A. The case of multiple users in each cell K ≥ 3

For the case that there are multiple users in each cell K ≥ 3. For simplicity

of explaining the algorithm, first we consider K is a even number. The case

for which K is an odd number will be considered later. The matrix equation

(6.2.10) for K ≥ 3 will appear as,



INt −H
[1,2]H
1 0 · · · 0

INt 0 −H
[2,2]H
1 · · · 0

...
... 0

. . .
...

INt 0 0 · · · −H
[K,2]H
1





G1

U[1,2]

U[2,2]

...

U[K,2]


= F1X1 = 0,

(7.2.1)

where G1 accounts for the subspace spanned by the aligned effective inter-

ference channels from BS 1 to all the users in the second cell after applying

the receiver beamforming.

Similar to (6.2.11) and (6.2.12), we decompose the matrix equation in

(7.2.1) into K matrix equations, and the kth equation is shown as follows,

[
INt −H

[k,2]H
1

] G̃1k

Ũ
[k,2]

 = F̃kX̃k = 0, k = 1, 2, · · · ,K, (7.2.2)

where G̃1k accounts for the direction of the interference channels from BS

1 to the user [k, 2] after applying the receiver beamforming matrices. We

175
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find the nullspaces X̃k of matrix F̃k. The nullspace X̃k for k = 1, 2, · · · ,K

always exists because the size of the matrix F̃k is Nt × (Nt + Nr). As a

result, we can find the solution G̃1k and Ũ
[k,2]

, k = 1, 2, · · · ,K.

Since we have decomposed the matrix equation in (7.2.1) into K parts

as in (7.2.2), there exists K
2 combination matrix pair C1k and C1(K

2
+k) such

that G̃1k and G̃1(K
2
+k) span the same subspace as follows,

G̃1kC1k = G̃1(K
2
+k)C1(K

2
+k), k = 1, 2, · · · , K

2
. (7.2.3)

The matrices C1k and C1(K
2
+k) can be obtained as

[G̃1k − G̃1(K
2
+k)]

 C1k

C1(K
2
+k)

 = ĜkĈk = 0, k = 1, 2, · · · , K
2
. (7.2.4)

Hence, G̃1kC1k is the subspace from BS 1 to the user [k, 2] and user

[(K2 + k), 2] respectively after applying the receiver beamforming matrices

Ŭ
[k,2]

= Ũ
[k,2]

C1k and Ŭ
[(K

2
+k),2]

= Ũ
[(K

2
+k),2]

C1(K
2
+k). We define this

subspace as

Sk = G̃1kC1k = G̃1(K
2
+k)C1(K

2
+k), k = 1, 2, · · · , K

2
. (7.2.5)

As a result, we have K
2 subspaces S = [S1 S2 · · · SK/2]. Our next step

is to find the intersection of these K
2 subspaces. Again if K

2 is even, we

determine the combination matrices Z1k and Z1(K
4
+k) such that subspaces

Sk and S(K
4
+k) span the same space sa follows,

S1kZ1k = S1(K
4
+k)Z1(K

4
+k), k = 1, 2, · · · , K

4
. (7.2.6)

We will continue this until intersection of all subspaces is determined.

If at any stage, the number of subspaces is odd, the same procedure will

be applied. For example, we consider S = [S1 S2 S3]. In this case, we
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first determine the intersection of subspaces S1 and S2 (let it call Θ1), and

intersection of S2 and S3 (let it call Θ2). To find out Θ1 and Θ2, we solve

the following matrix equations

[S̃11 − S̃12]

 C11

C12

 = Ĝ1Ĉ1 = 0 (7.2.7)

[S̃12 − S̃13]

 C13

C14

 = Ĝ2Ĉ2 = 0 (7.2.8)

Hence, there left two subspaces which are Θ1 = S̃11C11 and Θ2 =

S̃12C13. We then determine the intersection of Θ1 and Θ2 by using the com-

bination matrix pair, and hence all the users in the second cell are grouped

together such that the ICI channels from BS 1 are aligned in the same sub-

space.

Since we decompose the problem in (7.2.1) into K matrix equations,

the number of arithmetic operations required for the proposed algorithm

depends on the complexity of matrix SVD for all the K matrix equations

and also to determine intersection of the same subspace for all the K users.

Hence, the overall complexity for the proposed low complexity algorithm is

bounded belowKO(N3
t +N

2
t Nr)+2(K+⌊log2K⌋)O(2N2

t Nr), which is signif-

icantly lower than the complexity of the first method O(K2N3
t +K3N2

t Nr).

B. Proof for the existence of Vp
r and Vs

r when Mp ≥ Np, Ms ≥

Ns

We can rewrite equation (6.3.9) as

HsrV
p
r +HspVp = 0. (7.2.9)
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Defining D = [Hsr Hsp] ∈ CNs×(Mr+Mp) and B =

 Vp
r

Vp

, hence equa-

tion (7.2.9) can be written as

DB = 0. (7.2.10)

Hence matrix B spans the nullspace of matrix D. As the dimension of

the matrix D is Ns × (ds + dp +Mp), the condition for the existence of the

nullspace for the matrix D is ds + dp + Mp > Ns. Since Ms ≥ Ns and

ds = min{Ms, Ns} = Ns, ds + dp +Mp > Ns is always hold. Hence, there

exists a matrix Vp
r satisfying equation (6.3.9). Similar arguments can be

used to prove the existence of Vs
r to satisfy equation (6.3.10).

C. Proof for the convexity for Remark 1

We design the beamformer Vp
r such that the primary capacity is maximized

through the effective primary channel subject to a SU signal cancelation

constraint as follows,

max
Vp

r≽0
log |I+ (HppVp +HprV

p
r)(HppVp +HprV

p
r)

H

σ2
| (7.2.11)

s.t. HsrV
p
r +HspVp = 0

where 0 is an Np × 1 vector consisting of all zeros, σ2 is the noise vari-

ance at the PU receiver. Unfortunately, the above optimization problem

is non-convex and hence it can not be solved using convex techniques [93].

Here we introduce a method to transfer the non-convex problem to a convex

optimization problem. The signal at the PU receiver is written as

yp = HppVpsp +HprV
p
rs

1
r + np (7.2.12)
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where s1r = sp. Since HsrV
p
r = −HspVp, after substitute Vp, equation

(7.2.12) can be written as

yp = (Hpr −Hpp(H
H
spHsp)

−1HH
spHsr)V

p
rsp + np (7.2.13)

Therefore, we define the effective channel H̃p = Hpr−Hpp(H
H
spHsp)

−1HH
sp

Hsr. The objective function of the optimization problem (7.2.11) can be

written as

max
G≽0

log |I+
H̃pGH̃

H
p

σ2
| (7.2.14)

where G = Vp
rV

pH
r is a positive semidefinite matrix. The objective function

is a log determine problem in terms of the positive semidefinite matrix G

and hence it is a concave function. Then we define a matrix T as

T = (HspVp)(HspVp)
HHsr(H

H
srHsr)

−1 (7.2.15)

hence the constraint in optimization problem (7.2.11) can be written as

HsrG+T = 0 (7.2.16)

which is an affine function. Since we maximize a concave function subject

to an affine function, the optimization problem is convex, which concludes

the proof. The optimization problem can be solved using convex techniques.

Once we have obtained the optimum solution G, the beamformer Vp
r can be

obtained.

D. Proof for the existence of Vs
r when Mp < Np, Ms ≥ Ns

We can rewrite equation (6.3.15) as follows

UH
p HprV

s
r +UH

p HpsVs = 0. (7.2.17)
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Similar to Appendix B, we define S = [UH
p Hpr U

H
p Hps] andA =

 Vs
r

Vs

.
The equation (7.2.17) can be written as

SA = 0. (7.2.18)

Hence columns of matrix A span the nullspace of matrix S. The dimen-

sion of the matrix S is dp × (ds + dp +Mp). Therefore, the condition for the

existence of the nullspace of matrix S is ds + dp +Mp > dp, which is always

hold. Hence, there exists Vs
r satisfying equation (6.3.15).
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