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Abstract 

Visual analytics (VA) is a multi-disciplinary field with interactive visualisation at its core. 

This field has emerged out of the need to analyse an ever-increasing amount of 

heterogeneous, large and often unstructured information data-sets. The aims of visual 

analytics are to promote and assist analytic reasoning and generate insights from the 

information presented. Furthermore, the human is an essential element in this system, 

and understanding the perceptual and cognitive factors is key to progress in this field. 

This research focuses on understanding the benefits of interaction in terms of insight 

generation and the effects on mental effort required to generate them.  

This investigation also explores the compounding effects individual differences have with 

interaction when analysing data to generate insights by investigating the individual 

differences in two sets: a psychometric measure set composed of Locus of Control, Self-

Efficacy and Self-Acceptance taken from the International Personality Item Pool (IPIP); 

and a multimodal learning style (VARK) to investigate the sensorial preferences 

relationship to insight generation. The psychometric measures were selected on the basis 

of their use as predictors of performance. The learning style model selection was driven 

by the ability to separate learning preferences into different sensorial modes. 

This thesis analyses interaction from an information visualisation perspective, where 

human interaction can occur in three main parts (Data Transformation, Visual Mapping 

and View Transformation) according to the reference model defined by Card et al. [1]. 

The research explores the latter two parts of the model, Visual Mapping and View 

Transformation interaction, by isolating interaction as an independent variable. The 

analysis of the benefits of interaction uses the aptitude-by-treatment interaction (ATI) 

methodology. The ATI approach adopted enabled the assessment of the performance 

gains in terms of insight generation by using a pre-defined set level of individual 

differences measures. 
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The experimental design consisted of two experiments that isolated interaction as an 

independent variable. Experiments examined the visual mapping, where participants 

interacted with visual structures via a data analysis task. The second experiment studied 

the view transformation, allowing participants to interact by changing the views in 

‘serious game’-based VA simulation problem solving task. Additionally, this second 

experiment used two different visual representations of the problem – 2D and 3D, in 

order to gauge the effects of visual representation on view transformation interaction. 

The experiment involves 42 participants, divided into two groups: one interacting with 

information visualisation; the other performing an equivalent non-interactive task. The 

participants were assessed prior to the experiment on their individual differences, using 

an online questionnaire consisting of the three psychometric measures associated with 

performance together with a multimodal learning preference style assessment. Then 

using the ATI methodology, a group comparison was performed, comparing individual 

differences conjoint effect with the visual structure and view interaction. 

This thesis establishes the benefits of interaction as generating more insights and 

increasing accuracy. Further, the results show significant conjoint effects between 

interaction and individual differences. Additionally, this research revealed a performance 

difference between 2D and 3D visual representation in the ‘serious game’ problem 

solving context. 

Overall, this thesis provides tangible proof that both visual structure and view interaction 

are beneficial to VA in generating insights. It also strengthens the view that interaction 

with the problem-set improves understanding, and the number of insights gleaned into 

the problem. The results showed that view transformation using a 2D representation in a 

game environment outperformed a 3D representation in the context of gathering insights 

into the problem set. Finally, these findings show compounding effects between 

interactions and psychometric measures and learning styles for both the visual structure 

and view interaction. Thus, adding more dimensions in the use of individual differences as 

a performance predictor in VA and providing additional credibility and confidence in the 

possibility of better profiling and selecting high performing visual analysts. 
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1.1 Background and Motivation 

In today’s world, the amount of data available for analysis is increasing exponentially [2]. 

Data in their raw format have limited value; what is more valuable is the insight that can 

be extracted from these. Visual analytics (VA) stems from the visualisation and data 

analysis fields. Visualisation tools and techniques provide clarity through visual 

representations, and data analysis methods and algorithms help categorise and cluster 

data, to highlight otherwise hidden patterns. The first uses of interactive visualisation 

came from the data analysis field led by Tukey [3] with a shift from confirmatory analysis 

using static graphics to Exploratory Data Analysis, which is focused on interaction with 

the data. Then Card et al. [1] continued this process of interdisciplinary integration from 

the information visualisation field by depicting the use of vision to think from an 

information visualisation perspective. Interest in this new combined field has been on the 

increase ever since the term ‘Visual Analytics’ was first coined in 2004 [4]. The aims VA 

are to make this deluge of data an opportunity to synergise the strengths of computers 

and humans to make sense of ‘big data’. Initial interest was generated in homeland 

security and emergency services, where VA has been used to investigate complex 

heterogeneous data-sets in the context of threats and rapid response options analysis. 

Within this context, Thomas and Cook’s [5; p.4], define VA as “ … the science of analytical 

reasoning facilitated by interactive visual interfaces”. 

The guiding process in VA is a synergy between interactive visualisation and automated 

analysis of the data. In this context Keim et al. [6] define the exploration process as 

‘Analyse first, show the important, zoom/filter, analyse further, details on demand’. This 

practice is focused on the analysis of the data before their visual representation, and 

through interaction generating insights. 

Scientific visualisation and information visualisation have been used for some time now to 

gain insights into complex data-sets. Upson et al. [7] have defined a framework describing 

the computational environment for scientific visualisations in which the analysis cycle is a 

key step. In this framework, scientists create and adapt data models based on their 

research and analysis cycles and then the outcome is used in the visualisation cycles. This 
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human in the loop process is performed outside the visualisation tool, whereas in VA the 

human interactive analysis using visualisation is an integral part of the tool set. 

The VA research and development agenda [5] calls for a ‘science of interaction’. Pike at al 

[8] in their latest review regarding the progress of this ‘science’, identified many areas of 

development. One of the areas of research requiring attention relates to the evaluation 

of interaction, which is the key characteristic that this thesis investigates. Additionally, 

recent research [9–12] into the characteristics of the user population affecting the use of 

VA, identified the need to further explore interaction as an experimental variable. 

Investigations into these different human characteristics are referred to as ‘individual 

differences studies’. Moreover, when considering interaction as “… the process of active 

discourse of user with the data” [13; p.18], the research on individual differences helps 

uncover the relationship between personality factors and learning styles with interaction 

performance. Further, as the main purpose of visualisation is insight [5, 14], this is the key 

dependent variable in these investigations. 

This thesis, builds and expands upon the information visualisation research done by 

Green and Fisher [9–11] and Ziemkiewicz et al. [12], which focuses on the relationships 

between individual differences and visualisation structures and layout. Both these studies 

are insight-based investigations, and were performed in a controlled experimental 

setting. This thesis aims to expand the existing body of knowledge regarding the effects of 

individual differences in VA, by investigating not previously researched performance-

related psychometric measures, such as self-efficacy and self-acceptance, as well as the 

effects of sensorial multimodal learning styles. In addition to examining interaction as the 

key independent variable of study, thus providing insight-based results with regards to 

the benefits of interaction in VA. 
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1.2 Key Concepts and Scope 

1.2.1 Insight 

The literature review chapter details the current definitions of insight, its measurement, 

characteristics and provenance in the context of VA. Starting with a broader view, the 

Oxford English Dictionary [15] defines insight as “Internal sight, mental vision or 

perception, discernment; in early use sometimes, Understanding, intelligence, wisdom”. In 

this thesis, the insight definition used will concentrate on the latter part of the definition, 

centred on understanding. 

As insight is the main purpose of visualisation, insight-based evaluations have become a 

standard approach in VA [16]. Insight-based evaluations are distinct from other 

quantitative evaluation and present measurement and characterisation challenges, for 

which other than absolute counting and timing no consensual agreement has been 

reached thus far. With regards to the classification of insights, a multitude of taxonomies 

exist, these are derived from both the insight characteristics and their provenance. 

Consequently, this research characterises insights in its simplest form and at the simplest 

level of interpretation, using counting as the data collection and provenance as 

categorisation mechanisms. Where provenance is defined as the process and rational by 

which insight is derived. 

1.2.2 Mental Effort 

Research studies [9–12] have investigated iterative procedural versus inferential learning 

using different visualisation interfaces. In these kinds of studies procedural tasks are 

considered from a bottom up perspective as a task requiring little conscious mental 

effort, due to their automatic and repetitive nature. Inferential tasks are about drawing 

conclusions from the data that require more conscious mental effort, and are used in 

reasoning activities such as induction, deduction, and comparison [17]. Using these 

definitions, insights were grouped into two categories based on the conscious mental 

effort required to obtain them. They are defined as procedural for the low mental effort 

insights and inferential for the high mental effort insights. Table 1.1 illustrates the kind of 

tasks involved in the different mental effort categories. The method section covers the 

mental effort categorisation in more detail. 
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ID Procedural ID Inferential 

1 Retrieve value 5 Sort 

2 Filter 7 Characterise Distribution 

3 Compute Derived Value 8 Find Anomalies 

4 Find Extremum 9 Cluster 

6 Determine Range 10 Correlate 

Table 1.1 – Mental Effort Categories Detail 

1.2.3 Interaction 

Card et al. [1] define a reference model for information visualisation, depicted in 

Figure 1.1. In this model the raw data are transformed into data tables which are a 

description of the raw data though the use of meta-data. The next step in the process is 

the transformation of the data tables into visual structures through visual mappings that 

transform the data into graphical representations. Lastly, the visual structures have 

different views, which are created though view transformations that provide graphical 

parameters such as scaling and position. Human interaction occurs at three points in this 

model: in the Data Transformation, Visual Mapping, and View Transformation. 

 

Figure 1.1 – Information Visualisation Reference Model (Adapted from [1]) 
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In this research, interactivity was studied from the visual mapping and the view 

transformation perspective as these are the key elements of interactivity in VA. In the 

visual mapping interaction (VMI), users interact with the visual structures in order to 

perform their exploration in a data analysis task. With regards to the view transformation 

interaction (VTI), users change the views within a game environment, used as a proxy to a 

spatio-temporal VA simulation problem-solving task as defined by Keim et al. [18]. 

Games are highly visual and interactive. Salem and Zimmerman [19] write 

comprehensively about the use of games as a system proxy, in particular about games as 

emergent systems. In this investigation the definition of the concept of emergence is 

taken from the Oxford English Dictionary as “An effect produced by a combination of 

several causes, but not capable of being regarded as the sum of their individual effects. 

Opposed to resultant.” [20]. The particular facets of interest in this thesis are the 

interaction aspect of games, and their use in exploring emergent system behaviours to 

understand a problem-solving data-set and extract insights. Hence in this study, the 

aspects of view transformations were studied using games in both 2D and 3D 

representations to understand the possible differences these two have when presented 

to the population sample. 

1.2.4 Individual Differences 

HCI has a long history of accounting for individual differences in user analysis research 

[21]. The individual differences investigated in this research are twofold. Firstly, 

performance-related psychometric measures, of which three were selected based on 

prior visualisation research. Secondly, a sensory based learning style preference model 

based on the differentiation of the verbal and non-verbal sensory modes as defined by 

Paivio [22].  

The performance-related psychometric measures studied in this thesis are: Rotter’s Locus 

of Control (LoC) [23], which is a measure that suggests how much a person attributes 

outcomes of actions to their own behaviour. (LoC is defined as a continuum going from 

internal to external LoC, depending whether the control is perceived internally or 

externally to the individual [24]); Bandura’s self-efficacy (SE) measure [25], which 

measures the attitude towards goals and challenges (a high level is an indicator of high 

self-belief of good performance); and Self-acceptance (SA) [26] which is a measure 
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concerned with confidence in personal decision-making and asserting one’s own 

viewpoint, also associated with more resiliency to stress and higher effectiveness at work. 

The sensory based learning style used is the VARK model, which profiles participants 

learning predispositions in terms of visual, aural, read-write and kinaesthetic sensory 

modes [27]. The different sensory modes are defined as: 

• Visual preference, which refers to information presented in a symbolic manner 

without words such as graphs and charts (analogous to non-verbal processes in 

Paivio dual coding theory [22]); 

• Aural preference, which relates to information presented by auditory means; 

• Read-write preference, used to categorise people who absorb information in 

written format other than graphs and charts (analogous to verbal process in Paivio 

dual coding theory [22]); and 

• Kinaesthetic preference, which relates to a practical learning preference. 
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1.3 Research Objectives 

The VA agenda [5] calls for a science of interaction outlining in particular the need to look 

at the nature of interaction. Pike et al. [8] in their state of the art analysis, call for further 

research into the capacity of interaction as the inquiry process to generate knowledge. 

Research into the ‘personal equation of interaction’ [9–11] investigate the relationship 

between individual differences and interactive visualisation structures and call for more 

in-depth research into the value of interaction and the relationship with learning styles. 

As a result, the research in this thesis will study interaction as an independent variable in 

the context of VA, in order to evaluate its benefits in terms of insight generation. Also this 

research will investigate the compounding effects individual differences have with 

interaction within this context. 

Objective One: Investigate the effects of Visual Mapping Interaction in the context of 

performing an analytical task using information visualisation. 

Research Question 1: Does Visual Mapping Interaction affect the number of 

insights generated and their accuracy, when compared to an equivalent non-

interactive task? 

Research Question 2: When insights are categorised based on mental effort 

(inferential for high and procedural for low mental effort), does Visual Mapping 

Interaction have an effect on the number and accuracy of insights generated in 

each mental effort category? 

Objective Two: Investigate the compounding effects of Visual Mapping Interaction with 

performance-related psychometric measures (Locus of Control, Self-efficacy, and Self-

acceptance) and the VARK model of learning styles in the context of performing an 

analytical task using information visualisations. 

Research Question 3: Do Locus of Control, Self-efficacy, and Self-acceptance, and 

Visual, Aural, Read-write, and Kinaesthetic learning preferences have compound 

effects with Visual Mapping Interaction, whereby according to the level of the 
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different measures, there will be a significant effect on the generation of insights 

and their accuracy? 

Research Question 4: When categorising insights based on mental effort, do 

individual differences (LoC, SE, SA, V, A, R, and K) have a compounding effect with 

VMI with regards to the generation and accuracy of insights? 

Objective Three: Investigate the effects of View Transformation Interaction in the context 

of a problem-solving task, where View Transformation Interaction is used to explore the 

problem data-set using a game-based simulation using a 2D and 3D visual representation. 

Research Question 5: Does View Transformation Interaction affect the number 

and accuracy of insights identified in a problem data-set represented in a game-

based simulation, when comparing to an equivalent non-interactive task? 

Research Question 6: Does the view representation – 2D and/or 3D, have an effect 

on the number and accuracy of insights into a problem data-set represented in a 

game-based simulation? 

Research Question 7: Does the representation – 2D and/or 3D and View 

Transformation Interaction have an interaction effect with regards to the number 

and accuracy of insights identified in a problem data-set represented in a game-

based simulation? 
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Objective Four: Investigate the compounding effects of View Transformation Interaction 

with the performance-related psychometric measures (Locus of Control, Self-efficacy, and 

Self-acceptance) and the VARK model of learning styles; in the context of a problem-

solving task, where View Transformation Interaction is used to explore the problem data-

set using a game-based simulation using a 2D and a 3D visual representation. 

Research Question 8: Independently from the representation, do Locus of Control, 

Self-efficacy, Self-acceptance, and Visual, Aural, Read-write, and Kinaesthetic 

learning preferences have a compound effects with View Transformation 

Interaction, whereby according to the level of the different measures, there will 

be a significant effect to the number and accuracy of insights identified in a 

problem data-set represented in a game-based simulation? 

Research Question 9: Does the representation – 2D and/or 3D and View 

Transformation Interaction have compounding effects with Locus of Control, Self-

efficacy, Self-acceptance, and Visual, Aural, Read-write, and Kinaesthetic learning 

preferences, whereby according to the level of the different measures, there will 

be a significant effect to the number and accuracy of insights identified in a 

problem data-set represented in a game-based simulation? 
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1.4 Thesis Outline 

This thesis consists of eight chapters. Below is the outline content of the remaining seven 

chapters following this one. 

Chapter Two: Literature review 

This chapter provides a review of the state of the art regarding the characterisation and 

measurement of insight, as well as a human-centred account of interaction in terms of 

value and benefits in the information visualisation and VA fields. This chapter also covers 

insight provenance, and taxonomies as well as the current approaches in insight-based 

evaluation and experiments, moreover it also outlines the current research regarding 

individual differences in the information visualisation domain. 

Chapter Three: Methods 

This chapter describes the methods and approach taken in this research to answer the 

research questions. It then depicts the key construct underlying the experiments, 

followed by a description of the research and the experimental design of this 

investigation. Finally, this chapter describes the choice of statistical analysis methods in 

relation to the research questions. 

Chapter Four: Population characterisation and preparation 

This chapter provides an outline of the population sample demographics and previous 

experience of the sample with the experimental settings. Then this chapter describes the 

different individual differences distributions and characterisations for the Aptitude-by-

Treatment Interaction profiling. Finally, this chapter describes the insight categorisation 

used in the Visual Mapping Interaction experiment and the data collection aspects of the 

View Transformation Interaction experiment. 
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Chapter Five: Visual Mapping Interaction experiment 

This chapter describes the analysis and the findings of the Visual Mapping Interaction 

experiment addressing objectives one and two of this thesis. Initially this chapter outlines 

the experiment statistical analysis, followed by the validation of the assumption of the 

experiment using the NASA-TLX workload assessment. Then the chapter covers the 

interactivity main effects before covering the compounding effects between the 

interaction treatment and individual differences. 

Chapter Six: View Transformation Interaction experiment 

This chapter describes the analysis and the findings of the View Transformation 

Interaction experiment, addressing objectives three and four of this thesis. As in the 

previous chapter, initially this chapter outlines the experiment statistical analysis, 

followed by the validation of the assumption of the experiment using the NASA-TLX 

workload assessment. Then the chapter covers the interactivity main effects and 

compounding effects between the interaction treatment and individual differences. 

Concluding with the findings of the interaction treatment using different visual 

representations – 2D and 3D. 

Chapter Seven: Discussion 

This chapter examines critically the research undertaken and its findings. It also discusses 

the interpreted results in the context of the research objectives.  

Chapter Eight: Conclusions 

This final chapter concludes and highlights the main contributions to the body of 

knowledge. Also, this chapter provides an outline of the potential areas of further 

development and future research. 
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Chapter 2. Literature Review 

The purpose of this chapter is to establish the state of the art regarding the definition of 

insight as a concept and how to measure and evaluate it. Interaction is then evaluated in 

the context of VA, and the relationship it has with insight. Finally, this review looks at the 
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2.1 Insight 

2.1.1 Definition of insight  

In their research and development agenda for VA, Thomas and Cook [5] specify the VA 

grand challenge as ‘Enabling Profound Insights’. More recently Keim et al. [18] describe 

that deriving insight from massive, dynamic, ambiguous, and often conflicting data is one 

of the goals of VA. In this context insight has two distinct concepts, one taken from the 

cognitive sciences defined as spontaneous insight or the ‘eureka’ effect [28], and another 

known as knowledge building insight taken from the visualisation community, defined as 

a unit of discovery [29]. It is thus important to study insight from these two point of views 

as they can both be considered as distinct aspects. 

2.1.2 Characteristics of Insight 

Reiman [30] categorises insights, which he calls ‘eureka slips’, into strategies used in 

finding these insights. These strategies are defined as try (trial and error), read (user 

manual), ask (in person or over the phone), help (online or application help), stumbled 

across (serendipitous insight), notice (observation of an other user), email (method 

requesting help or public notification) and other. This has benefits in describing insights 

with finer granularity, but they cover a narrow spectrum for the use mainly in software 

applications. Additionally, this research starts to link insight to its provenance as an 

outcome of a task. On the other hand these definitions lack in crispness as some 

strategies used overlap such as the read and help categories, whereby user manuals can 

be often embedded within the help files of the application.  

Saraiya et al. [29, 31] describe a thorough classification of insights and whilst the study is 

in the biological domain, its use can be considered domain and application independent. 

The characteristics of insights defined are: the number of observations and their 

accuracy, timing elements such as time to first insight, serendipitous aspects described as 

directed vs. unexpected, ability to generate new avenues of enquiry (hypothesis), domain 

value, breadth vs. depth and categorisation. The latter aspect, insight categorisation is 

also generic in nature and describes four main aspects: overview, detail, cluster and 

pattern. In their controlled experiment they asked participants to equationte questions 
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about the data before the exploration. This approach helped establish expectations and 

goals about the data, which allows the capture of the serendipity aspects of insight. The 

timing elements allow the observation of how insight progresses over time. They asked 

participants to estimate the amount of insight gained at regular intervals, this approach 

enabled them to contrast and compare actual vs. perceived number of insights, thus 

providing some level of validation to the count. The interesting finding in this study is that 

experts and novices performed evenly in terms of insights, using the non-domain tools set 

in these experiments. Unsurprisingly, they found lack of motivation to be a factor, but 

despite this factor this study did yield significant results. In their discussion regarding the 

methodology, Saraiya et al. outline that this is a highly labour intensive approach, 

primarily driven by their use of the ‘think-aloud’ protocol for insight capture, but other 

primary concerns were the lack of domain expertise. They conclude that the VA tool has a 

great influence in the nature of insights and therefore it needs to be chosen carefully. 

Based on the these findings, this initial experiment was subsequently expanded into a 

longitudinal study [32]. In this second study they chose two motivated domain experts, 

with whom they chose the VA tools and examined their exploration of the data over a 

longer period of time. The main insight capturing method was using a diary analogous to 

the Rieman ‘eureka slips’ [30] and regular debriefing meetings. With this study a better 

understanding of the collective and connective nature of insight were investigated. This 

led to the ability to inform the design of VA tools for the analysis process in the domain 

under consideration as well as help future research design in this kind of study.  

North [33] builds on the work of Saraiya et al. [29], and defines insights characteristics 

more broadly. Where the main features of insights are described as (1) complex in term 

of size of the data-set, (2) depth which accounts for the accumulation of insight, (3) 

qualitative accounting for the imprecise nature, unexpected and (4) relevance to the 

domain. North argues that significant insights will often rank high in these characteristics. 

He then discusses the suitability of control experiments to measure insight and the 

important aspects when considering this approach. North reasons that often, controlled 

experiments studying insight go against the key insight characteristic described, thus 

hindering the value of the approach. Substantiating his claim by describing that if the 

experiments have very precise instructions, they will constrain unexpected insights. Also 

the need for tasks to be short makes the findings shallow and domain irrelevant. 
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Additionally as questions have Boolean type answers they are not qualitative in nature. 

Finally, the simplicity of answers given in these controlled experiments is not conducive to 

finding relevant and complex insights. Subsequently, he argues that because of these 

issues it limits the generalisation of the findings beyond the remit of that particular study. 

Further, this paper challenges whether time related performance is relevant, as perhaps 

participants start to guess under time pressure. Nevertheless, this critique still values the 

controlled experiment format, but proposes a different methodology. Recommending 

increasing the complexity of the data, broadening the answer range and suggesting 

multiple answers format. Further, he advocates for an open-ended protocol, qualitative 

insight analysis and emphasis on domain relevance as used in Saraiya et al. study [29]. 

North concludes that there are benefits in using both methods of controlled experiments, 

In this dual approach, the open-ended experiment preceeds the task-oriented approach, 

thus enabling the benefit that both approaches offer.  

Klein and Jarosz, [34] made a naturalistic study of insight by analysing 120 occurrences of 

insight in real life settings. They selected the cases, based on the account of a radical shift 

in the mental model. Klein and Jarosz, used Klein et al. [35] data/frame theory of 

sensemaking to define insight. The data/frame theory evolved from naturalistic decision 

making research where frames are mental models of a situation informing the decisions. 

Frames can be also seen as analogous to ‘fluid’ hypotheses, in that they can still evolve, as 

more information becomes available. In this context, the sensemaking process objective 

is to reach congruence between data and frame. There are two main cycles in this 

process, elaboration and reframing. The elaboration phase initiates from the data to 

create associated frames and the reframing phase starts from a frame to create a new 

frames. In Klein and Jarosz’s naturalistic study of insight, the radical shifts refer to radical 

reframing such that resulting insights are more accurate, comprehensive and useful. Thus, 

defining insights as “… understanding that caused specific events, seeing new 

relationships between elements, or identifying new ways to accomplish an outcome.” 

[34; p. 338]. 

Insights were then coded based on their provenance features as the key categorisation 

criteria. The qualifying insight incidents excluded the occurrences requiring more 

information to determine the insight provenance (1% of the total) and also incidents 

where researchers did not reach agreement (2% of the total). Klein and Jarosz, 
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categorised the insights using the features as illustrated in Table 2.1 and analysed the 

results using Cohen’s kappa coefficient as a statistical measure of inter-rater agreement 

to arrive at each insight provenance. After discussing the rater disagreements, they 

reached a kappa value above .75, which is considered excellent. The results of this 

naturalistic study, contextualise the impasse based problem-solving approach, used in 

cognitive science laboratory setting investigations. Table 2.1 shows that 55% of insights 

were gradual, suggesting that sudden insights of the ‘eureka’ type could be an 

epiphenomenon of insight. Additionally, 82% of insights were attributed to connection in 

the data versus filling a gap in the understanding / knowledge. This naturalistic approach 

to the characterisation of insight give a good grounding of what is relevant in the ‘real 

world’. Thus, insight-based VA studies capturing both the sudden and progressive nature 

of insight to see new relationships between elements would be grounded in reality. 
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Feature Name Feature Description %  Insights in Feature 

1. Connections The person made a connection between 

different data points or filled a gap 

(yes or no). 

[Yes] 

[No] 

82% 

18% 

(98/120) 

(22/120) 

2. Contradictions The person identified a contradiction in 

thinking (yes or no).  

[Yes] 

[No] 

38% 

62% 

(45/120) 

(75/120) 

3. Explain away 

vs. explore 

The person tried to explain away the 

contradiction or else explored it further. 

[Explain away] 

[Explore] 

0% 

100% 

(0/45) 

(45/45) 

4. Suspicious The person had a suspicious or an open 

mind-set. 

[Yes] 

[No] 

58% 

42% 

(26/45) 

(19/45) 

5. Understanding 

vs. action 

The insight was about understanding, or 

understanding plus action. 

[Understanding] 

[Action] 

54% 

46%  

(65/120) 

(55/120) 

6. Individual 

vs. 

collaborative  

The insight involved individual effort or 

collaborative efforts.  

[Individual] 

[Collaborative] 

68% 

32% 

(82/120) 

(38/120) 

7. New data The insight was triggered by new data 

versus a reorganization of thinking without 

any new data. 

[Yes] 

[No] 

76%  

24% 

(91/120) 

(29/120) 

8. Sudden 

vs. gradual 

The insight was sudden or gradual. [Sudden] 

[Gradual] 

45% 

55% 

(54/120) 

(64/120) 

9. Incubation There was vs. was not an incubation period. [Was] 

[Was Not] 

9% 

91% 

(5/55) 

(50/55) 

10. Search The insight was vs. was not about how to 

search for data. 

[Was] 

[Was Not] 

13%  

87% 

(16/120) 

(104/120) 

11. Coincidence The insight was vs. was not based on 

noticing coincidences.  

[Was] 

[Was Not] 

10% 

90% 

(12/120) 

(108/120) 

12. Impasse The person struggled with an impasse 

(yes or no). 

[Yes] 

[No] 

24%  

76% 

(29/120) 

(91/120) 

13. Surprise  The person was vs. was not surprised.  [Was] 

[Was Not] 

91% 

9%  

(109/120) 

(11/120) 

14. Accidental The insight was vs. was not accidental. [Was]  

[Was Not] 

18% 

82% 

(22/120) 

(98/120) 

Table 2.1. – Insight Features and Percentage Insights per Feature – Adapted from [35] 

2.1.3 Evaluating and Measuring Insight 

Insight has become an important performance indicator in the VA community, though 

challenges remain as to how to evaluate and measure such outputs [16]. Thus a deeper 

understanding of the evaluation methods currently in use and how to measure insight is 

needed. 
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In cognitive science insight are measured via studies that are constructed around creating 

puzzles that lead to a gridlock situation where participants have to change their 

assumptions or frame of mind to arrive at the solution, therefore generating an insight by 

measuring the time it has taken for the solution to be revealed [36–38]. These 

approaches are biased towards the ‘aha!’ sudden insight phenomena as reviewed earlier 

in [34], and. Further, reinforced by studies by Metcalfe and Wiebe [39], where they found 

that insight problems differed from non-insight ones by the sudden and unexpected 

nature of the solution, these, cognitive science approaches are good, but do not give a full 

comprehensive picture.  

Using a neurological approach, Bowden et al., [40] based their analysis on current 

limitations in insight research and the inability to detect insight unambiguously. They 

define a framework for insight studies using a large set of problems that are quick in their 

resolution and that can be solved with or without insights with an unambiguous solution. 

The approach uses recent neuroimaging advances in functional magnetic resonance 

imaging (fMRI) combined with Electroencephalogram (EEG) readings, to map and  

measure brain activity. With this method, they have created a neurological model that 

establishes that enables some predictability of insight by analysis of the mapping and 

activity patterns in the brain. Bowden et al. conclude that this kind of neurological 

approach together with classical cognitive science methods can help understand the brain 

functions and demystify the origins of insight. This framework has clear tangible benefits, 

but it also has major drawbacks. This approach can be intrusive and requires very 

specialised and expensive equipment, hence not the most readily available of method to 

use. Further, the detection is as good as the problems themselves, thus suffering to an 

extent from the same insight categorisation restrictions.  

Other, objective measures of insight include, Riche [41], who proposes to investigate 

physiological methods to detect insights. The approaches considered use body sensors to 

monitor eye position and pupil dilatation as well as  heart rate, muscle and brain activity. 

Riche aims to create a physiological model to predict insight by associating these 

physiological measures to observed insights and as such also suffers from the same 

drawbacks than the work by Bowden et al. [40]. Additionally physiological measures are 

hard to interpret unambiguously to assign a psychological value, although the measures 
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are objective the interpretation and inferences towards insight as a psychological 

phenomena can be subjective. 

In the information visualisation field, Lam et al. [16] developed an evaluation taxonomy. 

Insight measurements have been identified as particularly useful in two of the seven 

scenarios of their classification: ‘Evaluating visual data analysis and reasoning VDAR’;  and 

‘Evaluating collaborative data analysis CDA’. VDAR studies concentrate on how user 

generate actionable knowledge from insights, where as CDA studies are focused on the 

collaborative nature of the analysis. Both these evaluation categories are mainly 

conducted as either controlled experiments [29, 31, 42] or as longitudinal studies [30, 32, 

43, 44] and take different formats either as a case study [45, 46] or as a laboratory 

experiment [47] and generally use observation as the exploration progresses or post-

experiments interview or both to measure insight. 

North et al. [48], compare different information visualisation evaluation methods using 

previously evaluated visualisations [49]. The first method is based on a benchmark task, 

the second is coined the insight method. The benchmark task method is composed of 

structured tasks executed by levels of complexity and collects the answers to a multiple 

choice questionnaire and measures the time to provide the answers, as well as their 

accuracy as dependent variables. Whereas the insight method is an open-ended, think-

aloud protocol experiment, where the researcher silently records the timings of the 

insights. The dependent variables are insight count and post experiment categorisation. 

Due to the difference in nature of the two methods, the comparison metrics in the 

context of visualisation are broader and include task taxonomy and associated effort 

spent in the analysis. North’s et al. research found that the number of insights were 

positively correlated to the time spent on the task; where, more time spent generated 

more insights. Thus, North et al. suggest that limiting the time of the study when 

performing a task-based method can bias the results, by limiting the number of insights 

generated. Interestingly, an important breakthrough was that the type of visualisation 

used facilitated the generation of certain type of insights. Hence there was a relationship 

between type of insight and visualisation type. Equally depending on the visualisation one 

or the other method was favoured. Yet, interaction based visualisation acted equally on 

both methods. Based on the findings of the insight method they hypothesised, interaction 

played a role in generating more insights. Additionally, participants engaged in the insight 
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method gave immediate feedback during the analysis, wishing there was more 

interactivity in the visualisation to deepen their analysis. Table 2.2 provides a comparison 

of the empirical results, showing the difference that evaluation has on the interpretation. 

Benchmark task method results 

Insight method results 

More Insights Less Insights 

Fast and accurate Confirms Refute 

Slow and inaccurate Refute Confirms 

No difference detected Expand Expand 

Not tested Extend Extend 

Table 2.2. – Comparison of Empirical Results, (adapted from [48]) 

North et al. conclude that although the insight method is more time consuming, complex 

and subjective to analyse, the benchmark task is more complex and time consuming to 

design and requires deep domain knowledge. This suggests that to reduce the complexity 

and subjectivity of the insight method, a generalised categorisation would address these 

issues. Table 2.3 gives a summary comparison of the evaluation methods, showing the 

benefits and drawback in each method, providing a good and valid comparison of the 

evaluation of the currently available methods in information visualisation. The results 

take a dichotomist view, and conclude that there are benefits in both methods, but 

implying that either one or the other must be used.  Nevertheless, a viable approach 

might be to merge both methods leveraging the benefits of the union. 
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Comparison 

factor  
Benchmark Task-based method  Insight-based method 

Purpose  Evaluate specific research question about task 

performance 

Evaluate insight generated in 

realistic analytic scenario 

Design prep  Prepare benchmark tasks and scoring scheme 

Better with simple data, tools, tasks  

Prepare problem scenario 

Better with complex data and tools 

Experiment 

design 

Benchmark task protocol 

Form based  

Time and accuracy  

Can be multiplexed 

Short-term study only 

Longer preparation time 

Open-ended protocol  

Think aloud 

Capture insights 

Interaction with user 

Can be longitudinal 

Variable procedure time 

User tasks Determined by experimenter Determined by user  

(user identifies insights) 

Participants Any users 

Many users 

Expert, motivated users 

Motivation is detectable 

Train without biasing 

Empirical 

data analysis 

Processing scores data 

Quantitative statistical analysis 

Coding rich insight and usability data 

Statistical analysis 

Higher variance 

Longer analysis time 

Primary 

outputs 

Identify tasks supported by a visualization 

Perceptual, mechanical task efficiency (time, 

accuracy) 

Statistical differences 

Feedback on selected tasks only, ensures 

coverage of those tasks 

Low-level tasks 

Identify tasks promoted by a 

visualization 

Cognitive, interactive learning 

efficiency (amount of insight) 

Statistical differences 

Detects new tasks, ignores 

unneeded tasks 

Higher level tasks, user hypotheses, 

Summary 

Qualitative feedback and analytic 

process 

Subjective 

bias 

Choice of benchmark tasks and scoring scheme Coding of insights and categories 

Bias threat Ecological validity Repeatability 

Table 2.3. – Summary of Benchmark Task and Insight Methods [48] 

2.1.4 Insight Provenance 

The characterisation and measurement of insight are can biased when taken in isolation 

to their provenance. Provenance gives insight context, defined as “a historical record of 

the process and rationale by which insight is derived” [50; p. 42]. Taking this definition we 

investigate what kind of low level analytic activity instantiated the insight, thus defining 

insights in terms of a task- based taxonomy.  
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In the paper by Amar et al. [51], insight provenance can be extrapolated in terms of a task 

taxonomy, they call it ‘analytic primacy’. Analytical primacy is defined as the focus of the 

users analytic goals to increase the value and utility of information visualisation. They 

describe the taxonomy based on a thorough analysis of a corpus of 196 data analysis 

questions scrutinised using an affinity diagraming process. This process was based on 

existing document analytic literature, by Wehrend and Lewis [52] and Roth and Mattis 

[53]. The resulting taxonomy has ten primitive analysis tasks types (retrieve value, filter, 

compute derived value, find extrema (min-max), sort, determine range, characterise 

distribution, find anomalies, cluster and correlate). All these elements are defined using a 

pro forma abstract, using three key terms: ‘data case’ relating to the data-set; ‘attribute’ 

which is the value measured; and ‘aggregation function’ which is the numeric 

representation. Although the initial intent was to generate a common vocabulary for 

information visualisation evaluations, this work contributes to the state of the art in the 

characterisation of insight, as it helps in defining the insight provenance. 

Gotz and Zhou [50] developed a taxonomy to categorise actions based on  their semantic 

intent and was inspired by Activity Theory [54] which is widely used in HCI. Thus bridging 

the gap between manual and automatic insight provenance capturing challenges, such as 

inferring high level semantic meaning. The resulting characterisation has four tiers (task, 

sub-task, action and events). They focus on the action tier, which is the most relevant to 

the characterisation of insight. Gotz and Zhou described three elements of insight (type, 

intent and parameters) and the top-level actions contain three categories (exploration 

actions, insight actions and meta actions) divided into two sub-categories. These sub-

categories are visual and knowledge insight actions which describes their origin. This 

research was validated using their own tool a web-based visual analytic tool (HARVEST) 

that captured the users behaviour using this taxonomy, providing an automated approach 

to capture the insight provenance, as an alternative to manual capture. 

Yi et al. [55] take a user-centric view and argue strongly for a link between sensemaking 

as defined by Pirolli and Card [56] and data/frame theory described by Klein [35]. In order 

to analyse the behavioural insight provenance, they conducted an extensive literature 

survey. The outcome is a four-category grouping for the guiding processes that generate 

insight. These processes provide: an overview, which focuses on the big picture; then 

adjusts, which relates to the level of abstraction the user takes on the data by changing 
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perspectives; followed by a pattern detection, which broadens the view into the 

structural aspects of the data, including trends, frequencies and outliers; the insight 

generation process matches the mental model, which relates to gaining a deeper 

understanding and confirmation of hypothesis. They also mention that all these 

categories are interwoven and are not discrete processes as such. An important finding 

that stems from this study is the key relationship between user engagement and 

interaction in generating insights. 

2.1.5 Insight: a summative overview 

Insight as a concept is multifaceted, and closely related to its provenance. It has a sudden 

serendipitous element as well as a gradual exploratory nature as units of discovery. 

Overall insights pertain to a mental vision or perception seeing relationships between 

elements. The key characteristics can be defined around five axes: relevance, quality, 

depth, complexity and predictability. 

Insight-based evaluation has become the predominant method in the VA evaluation tool-

kit. Controlled experiments have been the most common approaches for insight-based 

studies, supplemented by longitudinal studies with subject matter experts, where the 

typical setting has been in-depth analysis of large data-set, which are more complex and 

time consuming. Although neurologic and physiologic approaches are available to 

measure insight, clear definitions of insight and its interpretation are still required. A 

common denominator in the measure of insight is the quantitative aspects of absolute 

counting and timing of insight. Otherwise, there is no overwhelming consensus with 

regards to the classification of insights, but a multitude of taxonomies, which are derived 

from both the characteristics of insight and their provenance. In terms of evaluation 

methods in controlled experiment setting, although a recent study has used an open-

ended insight-based evaluation, the majority of studies are benchmark tasks. Otherwise, 

the open-ended insight studies typically have a longitudinal design. There are 

opportunities to enrich the open-ended insight evaluation, by including some of the 

benchmark task elements into it, as at present they are mutually exclusive. 

This thesis will use an insight-based evaluation in a controlled experiment setting, which 

aims at merging both the open-ended and benchmark tasks methods, in order to leverage 

the benefits of both approaches. 
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2.2 Interaction 

Interaction is at the core of the definition of VA. Further, Thomas and Cook [5], indicate 

the need for a ‘science of interaction’ to replace ‘representation’ in information 

visualisation, establishing the importance of interactivity as well as the well researched 

concept of visualisation [57, 58]. Thomas and Cook, view this interactive science from 

three aspects: the human cognitive and perceptual constraints basis; data manipulation; 

and transformation or the nature of interaction itself including their visual 

representations. Stromer-Galley [59] describes in her paper two fundamental distinct 

areas of research regarding interaction. Firstly, Interaction-as-Product which relates to 

the interaction between user and the system. Secondly Interaction-as-Process which 

defines the interaction between users mediated or not by a system. Here interaction is 

the process that facilitates communication. Aigner [13; p. 18] further expands the latter 

interpretation by defining Interaction-as-Process more precisely in the context of VA as “ 

… the process of active discourse of users with the data.”. 

2.2.1 Interaction and insight 

Pike et al. [8] review the state of research with regards to the science of interaction as 

initially set out by Thomas and Cook [5] as well as recommending the future research. In 

their view ‘interaction is the inquiry’. With this statement they imply that the process of 

inquiry in the analytical reasoning is interaction. When considering the elements of 

interaction, they acknowledge that despite the advances in taxonomical research, there is 

still a need to further understand the relationship between components in terms of 

inquiry process and the capacity to generate knowledge. They outline the 

recommendations for research as: ubiquitous, embodied interaction; capturing user 

intentionality; knowledge-based interfaces; collaboration; principles of design and 

perception; interoperability; and interaction evaluation. The latter aspect is of most 

interest, which is referred to as ‘evaluating the cost and benefits of interaction’. In this 

section it is stated that interaction has rarely been isolated as an experimental variable, 

thus helping understand the benefits of interaction. Also they mentioned that as building 

knowledge and generating insights are the key effects of interaction, these should be the 

key metrics of investigation. They clearly illustrate this by declaring, “While it is clear that 
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visual representations can be informative without interactions … and interaction cannot 

function alone without visual representations, exactly what kind and degree of benefit is 

realised by allowing a user to interact with visual representations is still undetermined.” 

[8; p. 272]. 

Card et al. [1; p.7] describe information visualisation as  “The use of computer-supported, 

interactive, visual representations of abstract data to amplify cognition”, and as 

mentioned earlier VA links this description of amplified cognition as the generation of 

insight and the key output of the process of interaction. Historically the value of 

interaction has been based upon empirical comparisons between static and interactive 

visualisations [60], though now a more theoretical approach is called for. From the 

cognitive science point of view, Liu et al. [61] describe a distributed cognition (DCog) 

theoretical framework as a way to describe cognition as an emergent property of the 

interaction by users with the visualisation applications. In the context of Information 

visualisation, where they challenge the traditional cognition theories, information 

processing only occurs in the human brain. They argue that DCog amplifies cognition, as 

users perform better with their tools than without. Hence to analyse the emergent 

property of interaction one cannot isolate the users from the tools used, but must 

consider the cognitive system as a whole in the analysis. They also argue that for these 

reasons the study of DCog is better studied in an ethnographic setting, as opposed to 

laboratory studies, as one needs to study the problem solving in context of the 

environment in which the analysis is performed with the real tools used. They challenge 

the validity of controlled experiments in the laboratory as they typically ignore the 

situated and social nature of humans. Although, they do consider that laboratory 

experiments could be effective if they take into account the relationship between 

external representations and the users internal model. But as yet they had not seen any 

serious analysis to this end. Longitudinal ethnographic studies also have challenges, but 

they believe it to be better suited to inform the design of improved systems. Based on 

this framework they suggest that the research agenda informing the science of 

interaction should consider amongst other aspects the cognitive coupling, interaction 

strategies in sense making and analytical reasoning as well as “How does interaction with 

visual structures enable turning information into meaningful understanding?” [61; p. 

1178]. Where meaningful understanding can be understood as insight. Further they stress 
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the concept of emergence, where the insights emerge from the whole system comprising 

a tight coupling between users and the system. 

Yi et al. [62] in their paper describe an interaction taxonomy that aims at bridging the 

identified gap between interaction centric (as-product) and user task-centric taxonomies. 

The resulting taxonomy is based on the user intents and can be related to the concept of 

insight provenance as discussed earlier, but with the specificity of interaction as the key 

mechanism. The method employed was to survey the existing literature and systems, 

from which they extracted the different interaction techniques, which they then 

categorised. The resulting taxonomy has the following seven categories:  

• Select: mark something as interesting; 

• Explore: show me something else; 

• Reconfigure: show me a different arrangement; 

• Encode: show me a different representation; 

• Abstract/Elaborate: show me more or less detail; 

• Filter: show me something conditionally; and,  

• Connect: show me related items. 

These intent-based interaction categories provide a good foundation to establish the 

insight provenance from the interaction point of view. Thus would help in defining the 

value of interaction from an insight-based evaluation framework to assess the VA tools. 

Lam [57] describes a framework of interaction costs inspired by Norman’s [63] seven 

stages of action. These can be considered as the different steps in the process of 

interaction. To create this framework, Lam collected interaction related usability 

problems in 32 user studies. Figure 2.1 Illustrates this framework. 
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Figure 2.1 – Framework of Interaction Costs Adapted from [57] 

The resulting seven costs as illustrated in Figure 2.1 are: 

1. Decision cost to form goals relates to the possibility of loosing the context of the 

data when exploring a subset; 

2. System-power cost to form system operations relates to the definition of the 

actual operations to perform in relation to the possible complexity of the tool; 

3. Multiple input mode cost to form physical sequences refers to the interaction 

choices the user has in relation to the state in which the user is and the possible 

confusions thus created; 

4. Physical-motion costs to execute sequence defines the actual HCI action required 

to achieve the user’s intent; 

5. Visual-cluttering cost to perceive state relates to the typical visualisation 

challenges of large data-sets where the visual real estate is limited and different 

tool artefacts can hinder the user’s perception; 

6. View-change cost to interpret perception refers to the users expectation and how 

the tool may mismatch them and hinder the interpretation; and, 

7. State-change costs to evaluate interpretation relates to the contextualisation of 

the detail in the bigger picture and connection to other data subsets. 
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All the above costs in the process of interaction provide an adequate evaluation 

framework to assess the value of the different tools by establishing the costs they impose 

upon the user. Lam argues that the aim of the different tools should be to narrow the 

different gulfs defined, which are the gulf of execution and evaluation as defined by 

Norman [63] in addition to the gulf of formation that Lam defines as the difficult task that 

establishes the precise intent the user has on the data. Regarding the latter, she is not 

sure whether it is the role of the information visualisation community to help users in this 

challenge, but in the context of visual analytics the study is definitely in scope of the work 

of this thesis. 

Liu and Stasko [64] in their paper give a top-down perspective of mental models, visual 

reasoning and interaction. They focus on the relationship between internal (mental 

model) and external representations (visualisation). Thus, they define the concept of 

mental model in information visualisation, as “… a functional analogue representation to 

an external interactive visualisation system” [64; p. 1001]. In this definition the mental 

models preserve the structural and behavioural properties of the external system, as well 

as the schematic and semantic information about the data. Additionally, they argue that a 

mental model of interactive visualisation is constructed in the short-term memory (STM) 

for reasoning in a particular problem. Further from a developmental perspective, they 

describe the interactive process into four internal-external interchanges (internalization, 

processing, augmentation and creation) asserting that interaction is a central part in the 

cognitive process. They argue that a holistic view on interaction should be founded on 

user intent. Taking into consideration the two primary human cognitive limitations 

regarding mental modelling, (i.e. limited working memory (STM) and limited accuracy of 

the information held), they propose that the interaction has three primary purposes: 

external anchoring; information foraging; and cognitive offloading. This view is in line 

with the DCog view discussed previously in Liu et al. [61]. They also discuss the 

implication for evaluation, such as the need to have protocols such as ‘think-aloud’ and 

‘verbal analysis’. Furthermore they give particular emphasis on the need to account for 

individual differences, highlighting that very little work has been done in this area. They 

believe that aspects such as visual memory, special cognitive ability and learning style are 

key aspects that require further research. 
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2.2.2 Interaction and Games  

Keim et al. [18] when describing the spatio-temporal domain, show how VA is playing an 

increasing role in decision-making. This area of VA uses 2D and 3D simulation models in a 

‘serious games’ environment. Decision makers interact in an immersive game, simulating 

the situations and challenges may be confronted with in  real life. These simulations 

enable the use of VA for problem solving in a safe environment. In this context, serious 

games can be considered as a sub-domain of VA and also analogous to e-learning where 

interaction is an important aspect of the overall experience and benefits [65]. Not a lot of 

research has been done in this sub-domain and more would be beneficial. 

Bown et al. [66] describe four case studies of the use of ‘serious games’ within a VA 

context (sustainable urban planning, police firearms training, soil science and cancer 

systems biology). In these contexts, they highlight the need to consider the interactivity 

evaluation from the human perceptual and cognitive processes point of view. In terms of 

perception they describe the concept of immersion, which is assessed using physiological 

measurements such as EEG and skin conductance. Additionally, they suggest that 

immersion can also be measured by physical observations, such as eye-movement 

tracking. These physiological and physical approaches as discussed in section 2.1.3 

regarding measuring insight, have challenges in terms of costs, intrusiveness and 

reliability with regards to open-ended insight-based evaluations. In terms of cognitive 

processes, the performance metrics are the same as the information visualisation 

domain, using task performance as the measurement focus and an insight-based 

approach to serious game analysis could bring similar evaluation benefit as those found in 

information visualisation. 

Diakopoulos et al. [67] argue that data-driven games can be analytical and insight 

generating experiences. They build their views on the work by Pike et al. [8], discussed in 

the previous section where in the context of games, it discusses the accumulation of 

insights by transforming the view of the data. Highlighting the potential benefits of using 

game constructs as systems involving data relationships to extract insights and 

understand their interactive provenance.  

Salem and Zimmerman [19] in their book about game design fundamentals define games 

as interactive systems, having what they call a ‘core mechanic’ the key to interactive 
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elements of a game. This interaction core mechanic engages the user’s cognitive and 

psychological processes. 

Previous research [68], [69] analysing 2D and 3D representation in information 

visualisation have concentrated on the intrinsic nature of the representation and studied 

the value and benefits in terms of information visualisation. More research into the 

interactive aspects is needed, by taking interaction as the comparison metric between 

visual representations. 

2.2.3 Interaction: a summative overview 

To analyse the emergent properties of interactions (namely insights), one must consider 

the whole cognitive system (human-visualisation) in the analysis. Laboratory experiments 

can be effective when the analysis aims are the appreciation of the role of interaction 

with visual structures in generating meaningful understanding (insight), and the 

relationship between external representations and user internal models are considered. 

Understanding user intent behind interaction, equates to understanding the interaction 

that drives the insight, leading to the concept of insight provenance. Thus as interaction is 

central to reasoning it must be analysed with the user intent in mind. Also further 

research is required in areas of visual memory, cognitive abilities and learning styles to 

gain a more detailed understanding of the role of interaction in the reasoning process.  

Under the view that interaction is the inquiry, there is the need to research further its 

cost and benefits capacity to generate knowledge and generate insights. Thus, this thesis 

aims at expanding these research aspects by considering interaction as an independent 

variable. 

The use of serious games has clear benefits in the VA domain, where interaction plays an 

essential part. Insight-based research in serious games based VA, has had little research 

to date. Investigation into the benefits of view transformation interaction within an 

insight-based evaluation methodology would contribute to this area of VA. 
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2.3 Individual Differences 

HCI has a long history of accounting for individual differences in user analysis research 

[21]. In the field of visualisation the interest in individual differences is recent. 

2.3.1 Individual Differences in Information Visualisation 

Conati and Maclaren [70] in their paper explore the role of individual difference for the 

various cognitive abilities (visual memory, spatial visualisation, perceptual speed, 

disembodiment, need for cognition and learning style) with regards to performance in 

using target visualisations. In their experiment they designed the tasks according to the 

taxonomy by Amar et al. [51], also discussed in the insight section of this review. The 

results found only one significant effect attributed to a cognitive ability (perceptual 

speed) with regards to the visualisation effectiveness. When investigating further into the 

accuracy with target visualisations, they discovered that other cognitive abilities could be 

used as a predictor of performance (need for cognition, special visualisation and learning 

style). 

Previous work by Allen [71] has shown similar results, associating user performance to 

design features on individual differences in the cognitive ability for search tasks, showing 

that both compensatory and capitalisation matching were present. A performance 

increase was observed for participants with lower cognitive ability. This increase was 

attributable to the augmentation benefits the system provided. Moreover users with 

higher cognitive ability got greater benefits with features of the system that demanded 

greater cognitive resources. Additionally, the results also suggest that users do not self-

adapt to the systems features that best suited their cognitive capabilities, thus leading to 

the need to adapt the tools. 

Ziemkiewicz and Kosara [72] investigated the individual differences compatibility with the 

preconceived visual metaphor preferences and associated performance. The individual 

differences studied were taken from the Mini-IPIP Big Five personality [73] covering 

Openness, Conscientiousness, Extraversion, Agreeableness, and Neuroticism constructs. 

The results confirmed that compatibility had an influence on performance, but decreased 

with users with high scores in openness and spatial cognitive abilities, or user with no a 
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priori preference. A surprising result was that response time compatibility effect was only 

true for women. A strong relationship of visual and verbal metaphors in participant’s 

comprehension of the task was present, but as in Allen [71], they did not find signs of 

adaptation. Ziemkiewicz and Kosara concluded that when evaluating new systems, 

gender, spatial ability and personality are important aspects to consider. Additionally, 

they recommend taking users preconceived preferences with care, as they do not show 

unambiguously true preferences.  

Green and Fisher [9–11] undertook two studies comparing procedural learning with two 

interfaces, an information visualisation application and a web table. Their ongoing aim is 

to advance research towards a personal equation of interaction, which takes full account 

of individual differences in a predictive manner. In their studies, they investigated three 

main psychometric measures, Locus of control (LoC), IPIP 20-item Big Five Neuroticism 

and IPIP 20-item Big Five Extraversion [73], questioning whether these had a significant 

effect in performance and to what degree these relate to the number of insights 

reported. Green and Fisher define insight as knowledge gained from either the content or 

the ontological relationship. Table 2.4 outlines the key results on these studies. 

Additionally, in [9], they found that for inferential tasks, LoC was the best predictor of 

performance. Contrary to expectation, externally oriented LoC participants had better 

performance scores in inferential tasks and when the task became more complex made 

fewer mistakes with information visualisation tool than with the web table tool. 

 Completion Times Errors Insights 

Interface Faster times in Web Table 
Fewer errors in 

Web Table 

More Insight in Information 

visualisation Application 

Locus of Control Internal LoC faster times None External LoC more insights 

Extraversion More extraverted faster times None Less extraverted more insights 

Neuroticism More neurotic faster times None Less neurotic more insights 

LoC: Locus of Control 

Table 2.4. – Summary of Green and Fisher Results [9–11] 

In [11], when covering the next steps in the personal equation of interaction, they 

describe how individual differences can improve the interpretation of visually enabled 

analysis. They conclude that the best performers in terms of completion time had low 



Literature Review 

 34 

information usage, a dislike for ambiguity, low extraversion and low need for cognition 

scores. Additionally, these high performers were more prone to have their behaviour 

dictated by their emotions.  These studies, lead the way to define user profiles using 

cognitive tasks instead of user group membership. In their discussion, they call attention 

to the need to further evaluate the individual differences with regards to insight as a 

measure. They highlight the lack of clear consensual definitions of insights is a key 

challenges in insight-based evaluations, where clear definition of insight is paramount to 

enable analytical comparison between studies. In their knowledge-insight perspective, 

they found significant differences in relation to the type of visualisation, but do not report 

any correlation with individual differences. Additionally, they mentioned that further 

research is required to understand the effects of learning style as a factor for 

visualisation. 

Ziemkiewicz et al. [12], in their study, focus on the influence of LoC on performance 

according visualisation style building on previous research by Green et al. [9, 10]. They 

hypothesise that the differences found in Green et al. work regarding inferential tasks 

performance in the information visualisation tool, is due to layout rather than the task. In 

their study, they used, four layouts: basic tree view; bordered tree; indented boxes; and, 

nested boxes. These are used in search and inferential tasks, based on four data-sets as 

part of their experiment. The key finding supporting their hypothesis was that 

participants with an external LoC performed better in the nested box view which is the 

layout used by the information visualisation tool in Green et al. [9]. They conclude that 

LoC is a robust measure and can be directly related to the performance of data 

exploration tasks, where each group performed differently according to the visualisation 

layout. Although they cannot infer causality, they argue that external LoC users may be 

more willing to adapt to visualisation types, thus explaining these results. They link their 

findings to distributed cognition views discussed above in Liu et al. [61] and works by 

Cassidy and Eachus [74] where external LoC is linked to surface learning. Ziemkiewicz et 

al. hypothesise that perhaps internally focused user ability to adapt is a benefit when 

using visual analytics systems, where a reliance on external systems are required. 

Externally focused users, may find it difficult to use visual analytic tools, as they may need 

to align their internal views to the external representations of the VA system. Based on 

these results and hypothesis, they recommend that VA system designers should take into 
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consideration LoC relating to the explicit nature of the visualisation layout. More broadly, 

when the audience may have a more externally focused LoC, it might be useful to deviate 

from the classical Tufte’s ink-to-data ratio considerations [75], by making the layout 

hierarchical features more explicit to help the exploration process. On the other hand for 

more internally focused LoC user, they hypothesised that for users with pre-existing 

mental models such as experts, a stricter ink-to-data ratio design would be more 

beneficial. 

Chen [76] investigated individual differences in spatial-semantic virtual environments 

finding that experience of the environment had the most significant effect on 

performance rather than the cognitive abilities studied (spatial ability and associative 

memory). The experiments compared spatial and textual settings, where the spatial user 

interface was developed as 3D visual representation of a network diagram. Chen 

concludes that more research is required to fully understand the interaction effect with 

the virtual worlds. 

Chen and Toh [77] and more recently Hauptman and Cohen [78] investigated the learning 

style aspects of individual differences for virtual reality (VR) environments, using different 

learning style instruments. Whereas Hauptman and Cohen used the VARK multimodal 

learning preferences [79] and Chen and Toh the Kolb learning style inventory. Their 

findings differ, Chen and Toh adopted reported that learning style had no effect on the VR 

performance whereas Hauptman and Cohen in their more recent study, reported learning 

style effects on performance. These latter results promote the strength of VARK as a 

multi-dimensional and scaled instrument, as per Miller’s [80] recommendations when 

choosing a learning style instrument. Moreover, Hauptman and Cohen cannot fully 

explain their results and recommend further research to uncover the verbal and non-

verbal impact on performance. 

2.3.2 Individual differences : a summative overview 

Research suggests that individual users do not adapt their cognitive abilities to the 

visualisation tool. Further, studies show the potential and need to adapt the visualisation 

tools according to the task and the individual differences to improve performance. 

Although the adaptation is limited at present, future research mapping further the 

individual differences will improve this capability. Insight-based evaluations in this 
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domain require a well-defined definition of insight, in order to enable inter-study 

comparisons and quantify contributions. Further research is needed to demonstrate the 

impact of individual differences such as learning styles and self-belief cognitive constructs 

on the outcomes of interaction. These advances will benefit the design of future VA tools, 

and interface individualisation. 
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2.4 Thesis Objectives and Research Questions 

Following the literature review, the objectives of the thesis can now be put into context 

with respect to previous studies. Here, each of the objectives of this thesis are outlined 

and justification given for their inclusion in the study. Where appropriate the ‘research 

gap’ reported previously is stated explicitly. 

2.4.1 Objective One 

Investigate the effects of Visual Mapping Interaction (VMI) in the context of performing 

an analytical task using information visualisation. 

Rational for Objective One 

The visual analytic agenda [5] calls for a science of interaction outlining in particular the 

need to look at the nature of interaction as data transformation and manipulation. 

Further, in a recent review of the state of the art of the science of interaction in the 

context of VA, Pike et al. [8] suggest that further research is required. In their view 

interaction is the enquiry, and the research advances suggests to aim at further 

understanding the inquiry process and its capacity to generate knowledge beyond the 

visualisation aspects previously researched [57, 58]. Cognition science research into 

information visualisation interaction [61, 64], calls for more research into the science of 

interaction to investigate the cognitive coupling between interaction and analytical 

reasoning. This additional research would lead to understanding how the visual structures 

turn information into insights. Moreover, research aiming at defining a ‘personal equation 

of interaction’ [9–11] and related research [12], use procedural and inferential tasks to 

define different mental effort for the task evaluation. 
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2.4.2 Objective Two 

Investigate the compounding effects of VMI with performance-related psychometric 

measures (LoC, SE, and SA) and the VARK model of learning styles in the context of 

performing an analytical task using information visualisations. 

Rational for Objective Two 

Although individual differences research in HCI is well established, in the field of 

information visualisation the attention is recent. There is a good basis of research [70–72] 

that have investigated many aspects of individual differences such as Locus of control, 

spatial visualisation and learning style to mention but a few, but have all been focused on 

the visualisation aspects. Moreover, research aimed at defining a ‘personal equation of 

interaction’ [9–11], call for further research into the learning style effects as a factor in 

interactive information visualisation. Still this research [9–12], has so far looked at the 

visual structures and not at the interaction aspects per se. Thus has not addressed the 

need to take interaction as the independent variable that is called for by Pike et al. [8]. 

Similarly, the learning style aspects have not been investigated. Additionally, existing 

visualisation research investigating various learning style models [76–79] suggest that the 

VARK model of learning styles multidimensional and scaled instrument has good results in 

uncovering the verbal and non-verbal aspects of performance.  

2.4.3 Objective Three 

Investigate the effects of view transformation interaction (VTI) in the context of a 

problem-solving task, where VTI is used to explore the problem data-set using a game-

based simulation using a 2D and 3D visual representation. 

Rational for Objective Three 

Keim et al. [18] discussed the increasing role serious games have in visual analytics as a 

decision-making aid tool used within a simulation environment. In this context, serious 

games can be considered as a sub-domain VA and e-learning, where interaction is an 

important aspect of the overall experience and benefits [65]. Moreover, as objective one 

focused on the visual mapping interaction and taking the information visualisation 

reference model developed by Card et al. [2], another relevant area where human 

interaction occurs as illustrated in Figure 1.1 is interacting with the view transformations. 
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The viewpoint control described [2] is considered a view transformation in information 

visualisation. viewpoint interaction is a core function of a serious game-based simulation. 

No research has been found addressing this aspect with regards to the VA agenda [5, 8] 

calling for a science of interaction. Further, research such as [67] taking a 2D 

representation of a serious game, calls for a further research in understanding the effects 

of representation in gathering insights. Additionally, research [68][69] analysing 2D and 

3D representation, have looked at taking interaction as the comparison metric between 

visual representations and the benefits in terms of information visualisation, however this 

is still an under-researched area.  

2.4.4 Objective Four 

Investigate the compounding effects of View Transformation Interaction (VTI) with 

performance-related psychometric measures (LoC, SE, and SA) and the VARK model of 

learning styles; in the context of a problem-solving task, where VTI is used to explore the 

problem data-set using a game-based simulation using a 2D and a 3D visual 

representation. 

Rational for Objective Four 

Objective two, outlines the rational in the VMI context, and within the information 

visualisation reference model [2], VTI would benefit from the same research. Additionally, 

adding to the body of knowledge regarding individual differences in the VR environment 

[76–79] and game-based VA. 
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Chapter 3. Method 

This chapter describes the methods and approaches taken to respond to the research 

questions. Initially, defining the key underlying constructs of the experiments, followed by 

a description of the research and experimental design used in this investigation. Then this 

chapter details the Visual Mapping and View Transformation interaction experiments. The 

chapter concludes with a description of the tools and statistical techniques used to 

address the research questions and the associated statistical power calculations. 
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3.1 Introduction 

The key aims in this thesis stem from the visual analytic agenda [5] and the recent review 

of the state of the art in the science of interaction in VA by Pike et al. [8]. In order to 

address the research questions outlined in the literature review, interaction is 

investigated as an independent variable, using an insight-based evaluation methodology. 

Furthermore, interaction is analysed from the visual mapping and at the view 

transformation levels, as described in the information visualisation reference model [1] 

described in the introduction chapter.  

For the visual mapping interaction experiment, this investigation aims at quantifying the 

effect of interaction in terms of insight generation, accuracy and the effect on mental 

effort in an analytical task. As for the view transformation interaction, the aim is to 

evaluate the insights gained into the problem set and the difference interaction has in 

terms of performance (measured as a ratio of accurate insights over the overall number 

of insights) on 2D and 3D visual representations. Additionally in both experiments, 

building on research on individual differences in information visualisation [9–12] and VR 

[76–78], this thesis aims to explore the compounding effects of individual differences 

with interaction processes. The individual differences investigated were the VARK model 

of learning style preferences and psychometric measures linked to problem solving 

performance, namely locus of control, self-efficacy and self-assessment.  

As reviewed in the literature, insight is the key purpose and output in VA, and insight-

based evaluations have become the standard approach to assess new tools, techniques 

and processes in this domain. Where in essence the key characteristics of insight are 

defined around five axes: relevance, quality, depth, complexity and predictability [29], 

[33]. 

3.1.1 Individual differences 

The literature review in the previous chapter covered the state of the art of individual 

differences research in VA from the information visualisation perspective. Very little has 

been done in VA with regards to learning style investigation, where the primary research 

has been focused on education related fields such as e-learning. 



Method 

  43 

Psychometric Measures  

This research considers Rotter’s locus of control (LoC) [23] to enable comparisons with 

previous research. LoC a very well studied and popular measure in psychological studies, 

it suggests how much a person believes they are in control of the events in their lives. The 

scale categorises individuals from external to internal LoC, based on the degree of belief 

that events are controlled internally (the individual) or externally (environment, outside 

the individual) [24]. This measure has been studied in many different contexts; for 

instance, it has been found that users with a more internal LoC were more effective at 

work [81]. Recent work in visualisation [9–12] has found that it also has similar significant 

effects in information visualisation. Rotter in his work specified that the scale was a 

gradient of generalised expectancies and not the cause of the behaviour. Also, it was 

important to understand that healthy users would typically be in the middle of the scale 

with a leaning towards internal focus. 

This thesis aims to expand the scope of psychometric measures studied in information 

visualisation, by investigating measures related to internal and external perception of 

performance. Particular attention was given to the length of the assessment forms and 

the associated risks with regards to lack of response, bias and accuracy of the responses 

[82]. Hence, to minimise the length of the psychometric survey, only the well-researched 

LoC measure was kept from previous studies to enable comparison and to allow for other 

psychometric measures to be considered. Thus the Big Five Neuroticism and Big Five 

Extraversion were excluded from this study. The additional psychometric measures 

consider the internal and external perception of performance. These are self-efficacy, 

which measures the attitude towards goals and challenges which is also a high level 

indicator of self-belief of good performance; and, self-acceptance, which is concerned 

with confidence in personal decision-making and asserting one’s own viewpoint.  

SE measures have been shown to relate amongst other factors to levels of motivation and 

resilience to adversity [25]. Also, SE measures have been correlated to work-related 

performance. This measure was part of Bandura’s social cognitive theory [25] as an 

‘agentic perspective’ which implies the human capacity for control over their lives and 

nature. Bandura argues that SE interacts with the environment in a predictive manner 

according to the high or low levels of SE, where high levels of SE are indicators of self-

belief of good performance. 
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Self-acceptance research [26], has outlined that high scores of SA were associated with 

more resiliency to stress and higher effectiveness. SA is part of the California 

Psychological Inventory (CPI) which has been used in leadership assessment [83] and also 

in assessment of gifted individuals programs [84], but at present has not been researched 

within HCI and VA in general.  

All these psychometric measures were evaluated using the international personality item 

pool (IPIP) [85]. IPIP reports the following Cronbach’s alpha reliability statistics. LoC has a 

Cronbach’s alpha (α = .86) and the SE measure (α = .81) both considered good, and the SA 

(α = .78), was acceptable, borderline good [86]. The actual Cronbach’s alpha reliability, 

measuring the accuracy and dependability of the questionnaire used to assess the 

individual differences of research participants in this study, is outlined in Chapter 5 in 

more detail. All the questionnaires were structured as a 5-point Likert scale, asking the 

participants to assess the accuracy of the statements presented. 

Measures such as the Myers–Briggs Type Indicator (MBTI) have been considered as they 

would be complementary in learning style studies [87], but this metric is commercially 

available only which in addition to being costly, the use of the materials requires 

accreditation. Hence, MBTI has not been included in this research study.  

Learning Preferences 

There are many different learning style models; the most popular are the Kolb Learning 

Style Indicator (K-LSI) [88], Gregorc Style Delineator (GSD) [89], the Felder–Silverman 

Index of Learning Styles (FS-ILS) [90], the VARK Questionnaire [91], and the Dunn and 

Dunn Learning Style Index (DD-LSI) [92]. Some of these are commercially available (K-LSI, 

DD-LSI and GSD), where the others are freely available (FS-ILS and VARK). The K-LSI and 

the DD-LSI have some commonalities and classify learners into four bipolar modes that 

are based on behavioural aspects of the learning process. The DD-LSI is more extensive in 

its schema and considers five stimuli (environmental, emotional, sociological, perceptual 

and psychological) and measures learners on a twenty point scale. The FS-ILS, measure 

learners on strengths and preferences along five bipolar continua based on how learners 

absorb and process information. The VARK questionnaire was based on a sensory model, 

built on the neuro-linguistic programming work [93] and measures learners on their 

perceptual preferences and strengths. 
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In this research, the primary focus was perceptual aspects of the learning process. 

Although, DD-LSI, FS-ILS and VARK consider perceptual aspects, only DD-LSI and VARK 

were comprehensive in their coverage, and VARK was the only freely available learning 

preference model and was chosen for this study for this reason. Additionally, Miller [80] 

in the description of the benefits and challenges of evaluating computer-based instruction 

using learning styles, concludes that using the correct learning style instrument is key, 

recommending multi-dimensional and scaled measurements such as VARK.  

In the VARK preference model the V is the visual preference, which refers to information 

presented in a symbolic manner without words, such as graphs and charts. The A is aural 

preferences, which relates to taking the information presented in audio. The R is the 

read-write preference that categorises people who absorb information in written format. 

The K is kinaesthetic preference relating to a practical learning preference. Additionally, 

the premise of the VARK preference systems is that people are mostly multi-modal, with 

preferences. This approach makes scores in each perceptive modality valid on its own, as 

they’re not bipolar in nature. The learning preferences profiling standardisation is still 

undergoing, but a study by Leite et al. [13] found preliminary support for the validity of 

the VARK scores with reliability estimates of .85, .82, .84, and .77 for the V, A, R, and K 

subscales respectively. 

3.1.1 Aptitude-by-Treatment Interaction 

To investigate individual differences, aptitude-by-treatment interaction [94] is a well 

established methodological approach for this purpose, particularly in the education 

domain [95]. Also, more recently Chen and Toh [77] used ATI to study the VR effects on 

learning based on the users learning styles. ATI is multi-factor in nature; it examines the 

effects of individual differences (aptitudes) on learning outcomes according to the 

instruction method (treatment). In this research the treatment considered is the ability to 

interact or not with the visual mappings or view transformation as described in the 

introduction chapter.  
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Figure 3.1 – ATI Types 

Jonassen and Grabowski [96] describe the ATI into two types of interactions see Figure 

3.1. In the disordinal interaction (a), participants with low aptitudes scores performed 

higher with treatment B than A, but participants with high aptitudes scores had the 

reverse effect, whereby they performed better with treatment A than B. In the ordinal 

interaction (b), both the low and the high aptitude scored participants performed better 

with treatment B than A. Thus, results from an ATI method can help understand what 

were the levels of aptitude that yield the desired outcome. Therefore, this method can be 

used to select or advise users based on the individual differences, to increase their 

performance outcome. 

3.1.2 Workload Assessment 

Workload assessment methodologies are widely used in human factors research and HCI, 

in order to assess how difficult participants find the different tasks performed. In this 

study, workload assessments are used to provide validation with regards to the choice of 

experiments and the procedure used.  

The HCI field uses subjective and objective methods for workload assessments. The 

principal objective methods are based on physiological measures, measuring heart rate 

and perspiration for example. In this thesis investigation the objective measures were 

discarded, as these approaches would have been too intrusive. The subjective approaches 

have the two major reliable and validated [97] methods: the Subjective Workload 
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Assessment Technique (SWAT) [98] and the NASA Task Load Index (NASA-TLX) [99]. An 

evaluation by Rubio et al. [100] of the SWAT and NASA-TLX found that they were 

equivalent and highly correlated methods, and this evaluation recommended to use 

NASA-TLX, when assessing the workload of an individuals on a specific task. The 

recommendations are based on the following five factors. Intrusiveness (1), both methods 

are found to be equivalent as both uses questionnaires to make the measurements. 

Sensitivity (2), the NASA-TLX was found to be more sensitive in evaluation by Rubio et al. . 

Convergent validity (3), looked at the Pearson correlation factor for the mental workload 

in relation to the global workload, and both SWAT and NASA-TLX, were highly correlated 

(p < .001). Concurrent validity (4), looked at the Pearson correlation factor for the 

performance workload in relation to the global workload, and both SWAT and NASA-TLX 

were also highly correlated (p < .001). Finally, diagnosticity (5), this evaluation looked 

specifically at how the mental workloads discriminated between tasks, here also the two 

workload assessment methods performed very similarly, but the SWAT had a high 

discriminant power. 

In the experiments performed in this study, the workload assessment needed to evaluate 

the individual participants workload on the specific task of insight generation and 

gathering. Based on the recommendation of Rubio et al. [100], the workload assessment 

method used in this investigation is the NASA-TLX. Thus, this method is used to measure 

the difficulty experienced by participants in the different interaction treatments of the 

experimental settings described later in this chapter. 
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Title Endpoints Description 

Mental Demand Low / High How much mental and perceptual activity was required 

(e.g. thinking, deciding, calculating, remembering, 

looking, searching etc.)? Was the task easy or 

demanding, simple or complex, exacting or forgiving? 

Physical Demand Low / High How much physical activity and coordination was 

required (e.g. keyboard combination, mouse touch, 

mouse keyboard combination etc.) Was the task easy or 

demanding, slow or brisk, slack or strenuous, restful or 

laborious? 

Temporal Demand Low / High How much time pressure was felt due to the rate or 

pace at which the tasks or task element occurred? Was 

the pace slow and leisurely or rapid and frantic? 

Performance Good /Poor What is the perception of success at accomplishing the 

goals of the task (answering the post-experiment 

questionnaire). What was the satisfaction level of the 

performance in accomplishing the task?  

Effort Low / High How hard was the task to accomplish the level of 

performance attained? 

Frustration Level Low / High What was the felt level of insecurity, discouragement, 

irritation, stress and annoyance versus security, 

gratification, contentment, relaxation and 

complacence?  

Table 3.1 – NASA-TLX Rating Scale Definitions Adapted from [99] 

The NASA-TLX measures the experiment on six key metrics mental, physical, temporal 

demands and performance, effort and frustration on a (0 – 10) scale. Then, the 

participants give a weighting to the different measures in pair-wise fashion define their 

relative importance in order to provide an overall workload score. Table 3.1 outlines the 

definition of these metrics. 
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3.2 Experimental Design Overview 

The experimental design consists of two distinct experiment settings. The first 

experimental setting addresses objective one and two of this thesis aiming at 

investigating the effects of VMI in the context of performing an analytical task using 

information visualisation, and the compounding effects VMI has with individual 

differences in the same context. The second experimental setting (divided into two 

experiments) addresses the third and fourth objective of this thesis investigating the 

effects of VTI as a main effect and the interaction effect with individual differences in the 

context of a problem-solving task using a game-based simulation with 2D and 3D visual 

representations. 

3.2.1 Participants 

The participants were recruited from the general university population of 

undergraduates, postgraduates, staff and relatives aged 18 – 65. No other restrictions 

were imposed on the selection of participants, in order to obtain an as wide as possible 

spread of individual differences. As soon as a prospective participants expressed an 

interest in the research study, they were sent by email the experiment’s participant 

information sheet (see Appendix 2), explaining the experiment and the steps that it 

comprises as well as what was expected of the participants. In the same email the 

participants received the ethical consent form for signing (see Appendix 1) which was 

collected on the day of the study. 

3.2.2 Design 

One of the objective of this thesis is to determine the effects of interaction upon insight 

generation and accuracy. As discussed in the literature review, controlled experiments 

are the most common approach to conduct this kind of insight-based study [16]. This 

research can be categorised according to the taxonomy developed by Lam et al. [16], as 

evaluating visual data analysis and reasoning VDAR, and the methodological approach 

taken was a mixed-design set of two controlled experiments with interactivity as the 

independent variable with two levels (interactive and non-interactive). The first 

controlled experiment (VMI) investigates interaction with visual structures in an analytical 
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task. The second examines the interaction with view transformation within a 2D 

representation and a 3D representation in a game-based simulation problem-solving task. 

There are a few differences with the VMI an VTI experiments environment and setting. 

The VMI studies the interaction effects with the context of VA as it intersects with 

information visualisation. The VTI experiment goal is to investigate interaction in the 

context of VA, where it intersects with game-based simulations. These two settings 

enable a broader exploration of the effects of interaction in the VA field. Sections 3.3 and 

3.4 of this chapter describe these experiments in further detail. The key dependent 

variable is insight. Additionally, the insights were categorised in all experiments in terms 

of accuracy (accurate or inaccurate) and for the VMI experiment also by mental effort 

(inferential or procedural), which was analysed as within-subjects factor. Furthermore, to 

understand the effects of individual differences, a group differences design was used 

using the ATI [94] methodology to do the analysis. 

 

Figure 3.2 – Experimental Design Overview 
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Figure 3.2 illustrates the experimental design overview of the three experiments of this 

thesis. The main independent variable (interactivity) was allocated randomly by assigning 

participants into an interactive (IG) and non-interactive group (NIG) for the three 

experiments; also the allocation was separated by gender to avoid gender bias in the 

groups and the visual representation randomised to prevent learning bias. All 

experiments were independent, and were performed by the same participants in single 

session. Prior to the experiments all participants filled an pre-study online questionnaire. 

The VMI experiment contained three parts. Starting with a tutorial task, then the actual 

experiment and concluding with a NASA-TLX assessment. The VTI experiments had three 

parts, starting with the experiment, followed by a post-experiment questionnaire and 

ending with a NASA-TLX assessment, Table 3.2 provides the detail procedure of the 

experiments. 

3.2.1 Pre-study 

The participants complete the pre-study questionnaire (see Appendix 6). This 

questionnaire covers general data about the participants such as age, sex, degree 

studying or obtained, an assessment of their expertise at gaming and information 

visualisation applications. Also, the participants filled a Rotter’s locus of control [23], a SE 

and, a SA assessment, as well as a learning style VARK evaluation [79].  

All the individual differences tests were performed online prior to the experiment. All 

psychometric questionnaires were structured as a 5-point Likert scale, asking the 

participants to assess the accuracy of the statements. These test were taken from the 

international personality item pool (IPIP) [85] and the three metrics measured were: LoC 

(20 questions); SE (10 questions) and SA (10 questions), the full set of questions see 

Appendix 7 for LoC and Appendix 9 for SE and SA. These metrics were chosen in 

accordance to previous research in the domain [10, 101], and relevance to the research 

questions. The learning preferences used the VARK model of learning styles. The 

questionnaire comprised 16 questions where participants had to select none or all 

answers that best explained their preferences see Appendix 8 for the full list of questions. 
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Step Description 

 Pre-experiment 

1 Send Experiment briefing (by email) 

2 Send ethical consent forms 

3 Fill Online Participant Pre-study Questionnaire 

4 Fill Online Locus of Control Questionnaire 

5 Fill Online VARK Questionnaire 

6 Fill Online Self-Efficacy and Self-Acceptance Questionnaire 

 Experiments 

1 Collect and Sign ethical consent forms 

2 Interactivity group assignation 

3 Read Study experiments briefing 

4 Watch introduction of Portal Game 

5.a Perform Short simple Visual Analysis interactive Tutorial (IG) 

5.b Perform Short simple Paper and PDF Data Analysis Tutorial (NIG) 

6 Countdown 99-0 in steps of 3 in writing 

7 Fill questionnaire NASA-TLX 

8.a Play Flash 2D version of Portal (IG) 

8.b Watch video walkthrough of Flash 2D version of Portal (NIG) 

9 Countdown 99-0 in steps of 3 in writing 

10 Fill 2D post-experiment Questionnaire 

11 Fill questionnaire NASA-TLX 

12 BREAK 

13.a Play Flash 2D version of Portal (IG) 

13.b Watch video walkthrough of Flash 2D version of Portal (NIG) 

14 Countdown 99-0 in steps of 3 in writing 

15 Fill 2D post-experiment Questionnaire 

16 Fill questionnaire NASA-TLX 

17.a Perform Interactive VA – Mercer Island data-set (IG) 

17.b Perform Paper and PDF Analysis – Mercer Island data-set (NIG) 

18 Countdown 99-0 in steps of 3 in writing 

19 Fill questionnaire NASA-TLX 

Table 3.2 – Experimental Procedure 
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3.3 VMI Experiment 

In the VMI experiment, interaction is isolated by allowing participants to interact with the 

visual structures resulting from the visual mapping. Interaction is the independent 

variable studied to understand the effect it has on the generation of insights, their 

accuracy and also how it would affect the mental effort required for insight generation. 

Within this context, this experiment also looks at the conjoint effects VMI has with 

individual differences studied in a group comparison setting. Figure 3.3 highlights the 

elements of the information visualisation reference model that are part of the VMI 

experiment. 

 

Figure 3.3 – VMI Elements of the Information Visualisation Reference Model 

The purpose of this experiment is to address objectives one and two of this thesis. This 

experiment is based on an insight-based evaluation where insight is the key DV and 

participants interact with the visual structure in a data analysis task. The data collection 

concentrates on counting insights, defining their accuracy and categorising them 

according to the mental effort required to generate them.  All participants are profiled 

according to their individual differences in terms of psychometric measures (LoC, SE and 

SA) and learning style (VARK). This experimental setting will allow the quantification of 

the benefits of interaction in terms of insight generation, accuracy and mental efforts 

required to generate them. Additionally, it is possible through the ATI method assess the 

compounding effects individual differences may have with interaction. 
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3.3.1 Dependent Variables 

The VA literature characterises insights in terms relevance, predictability, depth, 

complexity and quality. 

The design of this experiment did not intend to measure insight relevance, as this is 

domain specific, and would have required the recruitment of a sufficiently large pool of 

experts to validate the experiment. 

In terms of predictability, the experiments in this research do not measure this aspect, 

but equally does not hinder it, as the approach is a time limited open-ended experiment. 

Complexity and depth in this investigation are combined into a measure of mental effort 

derived from the insight provenance.  

Finally, quality aspects are taken into account from an accuracy point of view. This 

research recognises insights in their simplest form, at the lowest level of interpretation 

using their provenance and mental effort to categorise and count them. 

Number of insights 

The number of insights were captured by means of an electronic document that the 

participants filled as they performed their exploration in the data analysis experiment. 

Characteristic of insight 

Based on the insights captured and recorded by the participants during the data analysis 

experiment, the insights were categorised according to their provenance using the 

taxonomy developed by Amar et al. [51] in a ‘jeopardy’ fashion, taking the categorised 

insight as an answer to the low-level component of analytic activity thus defined. Table 

3.3 describes this taxonomy adapted from Amar et al. in a ‘jeopardy’ fashion and are 

described in more detail using the pro forma abstract used by Amar et al. The pro forma 

abstract uses three key terms for the consistency, data case as entity in the data-set, 

attribute as a value measured for all data cases in the data-set and aggregation function 

as a numeric function that represents a set of data cases (e.g. sum, mean, etc.) 

 

 



 

  

5
5

ID Category Pro Forma Abstract: Illustrative Insight Examples (Based on the data analysis data-set) 

1 Retrieve Value 
What are the values of attributes {X, Y, Z, …} in the data cases 

{A, B, C, …}? 

• The price of a 2-bedroom house on Barlowe Avenue, in December 2009 

was $27,000. 
• The price per square foot of 4-bedroom house on Avalon Road, in January 

2008 was $28. 

2 Filter Which data cases satisfy conditions {A, B, C, …}? 
• There are only 3-bedroom or smaller houses for less than $80,000. 

• The most expensive house in the south region is $234,000. 

3 
Compute Derived  

Value 

What is the value of the aggregate function F over a given set S 

of data cases? 

• The median price of a house in the north region is $113,000. 

• There were 34 houses sold in the middle region. 

4 Find Extremum 
What are the top/bottom N data cases with respect to 

attribute A. 

• The most expensive house is $455,000. 

• The smallest house is 720 square feet. 

5 Sort 
What is the sorted order of a set S of data cases according to 

their value of attribute A? 

• The regional order by number of sales is South, North and Middle. 

• 2008 had more sales than 2009. 

6 Determine Range What is the range of values of attributes A in a set S of data?  
• In the north region the houses range from 2 to 5 bedrooms. 

• Overall the properties range from $1 to $533 per square foot. 

7 
Characterise 

Distribution 

What is the distribution of values of attribute A in a set S of 

data cases? 

• Most properties are on the coast. 

• The northern region had over 50% of the sales in 2009. 

8 Find Anomalies 
Which data cases in set S of data cases have unexpected / 

exceptional values? 

• There is 2 houses with 0 bedrooms. 

• There is one house at $533 per square foot; excluding this outlier the 

average is $120 per square foot. 

9 Cluster 
Which data cases in a set S of data cases are similar in value for 

{X, Y, Z, …}? 

• All condominiums are within a 1 square mile radius. 

• The top 10 most expensive houses are in the Walnut neighbourhood. 

10 Correlate 
What is the correlation between attributes X and Y over a given 

set S of data-sets? 

• Houses in the southern region are 20% more expensive than the northern 

region. 

• January has the highest number of sales. 

Table 3.3 – Insight Categories 
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Mental Effort Based Insights Grouping 

Previous research [9–12] has studied iterative procedural versus inferential learning using 

different visualisation interfaces. Procedural tasks considered from a bottom up 

perspective were tasks that require little conscious mental effort, due to their automatic, 

and repetitive nature. Inferential tasks were about drawing conclusion from the data, and 

require more conscious mental effort, as used in reasoning activities such as induction, 

deduction, and comparison [17]. 

Using these definitions, the categories of insight previously defined were grouped into 

these two parent categories based on the conscious mental effort required to obtain the 

insights. 

ID Procedural ID Inferential 

1 Retrieve value 5 Sort 

2 Filter 7 Characterise Distribution 

3 Compute Derived Value 8 Find Anomalies 

4 Find Extremum 9 Cluster 

6 Determine Range 10 Correlate 

Table 3.4 – Mental Effort Category Grouping 

Table 3.4 illustrates the grouping of the different insight categories into procedural or 

inferential categories 

Accuracy of insights 

All insights were individually checked for accuracy in the data-set. The accuracy was 

assesses in a binary manner, thus the answers provided were either accurate or 

inaccurate within the data-set. 
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Based on the different categorisations above, the resulting DVs of interest are: 

• Total insight 

• Total accurate insights 

• Total inaccurate insights 

• Total procedural insights 

• Total inferential insights 

• Total accurate procedural insights 

• Total accurate inferential insights 

• Total inaccurate procedural insights 

• Total inaccurate inferential insights 

• Overall score 

The overall score variable was created in order to assess the overall performance, and 

was generated using equation (3.1) 

  


   · 100 (3.1) 

 

In order to analyse the individual differences and interaction compounding effects yield, 

two insight scales were created based on the key DV of insights factors i.e. mental effort 

(procedural or inferential) and accuracy (accurate or inaccurate). The first scale is based 

on the accuracy yield defined as: 

• Overall accuracy yield  

o total accurate insights – total inaccurate insights 

• (Mental Effort Factor) accuracy yield 

o total accurate (Mental Effort Factor) insights 

 – total inaccurate (Mental Effort Factor) insights 

Where the mental effort factor has two levels (inferential and procedural). The construct 

of these scales is such that for the accuracy yields, the interpretation is that a negative 

value means that there were more inaccurate insights than accurate ones. Also, increases 

in this accuracy yield, signifies an increase in accuracy. 
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The second scale is based on a mental effort yield defined as: 

• Overall mental effort yield  

o Total inferential insights – total procedural insights 

• (Accuracy Factor) Mental effort yield 

o total (Accuracy Factor) inferential insights – total (Accuracy Factor) procedural 

insights 

Where the accuracy factor has two levels (accurate and inaccurate). For these mental 

effort yields, negative values indicate that there were more procedural insights, than 

inferential ones. An increase in this mental effort yield signifies, that the number of 

inferential insights has increased. Thus, the interpretation is that higher scores indicate 

higher mental effort. 

Both these scales – accuracy and mental effort, can be considered analogous to a gain in 

accuracy or mental effort, as the scores increase on the scales. 

3.3.2 Experiment Setting 

Apparatus 

The experiment ran on a Mac Pro, running OSX 10.7.0 and a combination of three 

screens, 1 LCD and 2 projectors as extended displays. Tableau reader from Tableau 

Software [102] was used in the data analysis experiment VA for the IG. The NIG had PDF 

and paper versions of the same visualisations. The screen configuration was the same for 

both groups. The tableau and the PDF-based visualisations were displayed on the 

extended projector screens and the insight capturing sheet on the LCD display. 
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Data-set 

The data-set used in the VMI experiment was based on a real estate data for 2008 and 

2009 for the island of Mercer, WA (USA). The data points had the following fields: 

• Date of purchase 

o Day of the week 

o Day 

o Month 

o Year 

• Address 

• Island area 

o North 

o Mid 

o South 

• Home type 

o Condo 

o House 

o Townhouse 

• Sale Price 

• Square footage 

• Price per square foot 

• Number of bedroom 

• Number of Bath 

The tutorial used another geographical area in the US with the same data fields. 

Tableau Reader 

Tableau reader from Tableau Software [102] was used for the interactive data analysis. 

Figure 3.4 provides a screenshot of the Tableau Reader main configuration visualisation 

tab. The application was configured using six tabs: a main visualisation tab; a median 

values tab; 2008 data-set tab, 2009 data-set tab; a 2008 maxima tab and a 2009 maxima 

tab. 
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The first tab contained the main visualisations

coded maps of the island of Mercer with distinct glyphs for each house type. The colour 

codes used in the different maps were: sale price

This main visualisation tab also contained three bar charts, a line chart and a bubble 

scatter plot. The first bar chart depicted the number of record by month for 2008

the x-axis and island area and house type on the y

sale price. The second bar chart showed the number of record

week with the days of the week also colour

number of record for 2008-09 by month and colour

included a monthly median number aggregated for both years. The line chart illustrated 

the year to date sales in USD by year and month, colour

bubble scatter graph, depicted the sale price on the x

y-axis, the bubble sizes represented the number of baths and the number of bedrooms 

was colour-coded. For the bubble scatter graph the average for both the x

were represented by a line. 

Figure 3.4 – Screenshot of Tableau Reader 

The second tab contained a larger version of visualisation tan sale price, geo

colour-coded map of the island and a median values table. The median values table 

provided the number of records, sale price, square footage and price per square foot by 

The first tab contained the main visualisations, composed of three geo-located colour

f Mercer with distinct glyphs for each house type. The colour 

maps were: sale price; bedroom numbers and bath numbers.

This main visualisation tab also contained three bar charts, a line chart and a bubble 

scatter plot. The first bar chart depicted the number of record by month for 2008

ea and house type on the y-axis, each bar was also colour-coded by 

showed the number of records for 2008-09 by day of the 

the days of the week also colour-coded. The third bar chart illustrated

09 by month and colour-coded day of the week, it also 

included a monthly median number aggregated for both years. The line chart illustrated 

the year to date sales in USD by year and month, colour-coded by island area. Lastly the 

graph, depicted the sale price on the x-axis and the square footage on the 

axis, the bubble sizes represented the number of baths and the number of bedrooms 

For the bubble scatter graph the average for both the x- and the y

Screenshot of Tableau Reader – Mercer Island Data-set 

The second tab contained a larger version of visualisation tan sale price, geo

and a median values table. The median values table 

provided the number of records, sale price, square footage and price per square foot by 

located colour-

f Mercer with distinct glyphs for each house type. The colour 

bedroom numbers and bath numbers. 

This main visualisation tab also contained three bar charts, a line chart and a bubble 

scatter plot. The first bar chart depicted the number of record by month for 2008-09 on 

coded by 

09 by day of the 

coded. The third bar chart illustrated the 

coded day of the week, it also 

included a monthly median number aggregated for both years. The line chart illustrated 

island area. Lastly the 

axis and the square footage on the 

axis, the bubble sizes represented the number of baths and the number of bedrooms 

and the y-axis 

 

The second tab contained a larger version of visualisation tan sale price, geo-located 

and a median values table. The median values table 

provided the number of records, sale price, square footage and price per square foot by 
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house type and number of bedrooms and baths, categorised by island area with a grand 

total category as well. 

The third and fourth tabs provided respectively all the records for 2008 and 2009. The 

data were presented as a table with sale price, square footage and price per square foot 

were grouped by island area and the month, day, day of the week, address, number of 

bedrooms and baths were simple columns. 

The fifth and sixth tab specified respectively the maximum value for 2008 and 2009 for  

the sale price, square footage and price per square foot by month, number of bedrooms 

and baths and house type. 

The interaction configuration settings in tableau for this data-set were configured to 

enable the highlighting of data (the rest of the data remained grey) by the selecting any 

field in the legend or tables or selecting an items or a group of items in the visualisations. 

This highlighting feature would not filter any data out. Tableau was also configured to 

enable filtering on one or multiple fields, by selecting the categorical data (day of the 

week, number of bedrooms and baths and house type) fields individually with check 

boxes or dropdown menu and brushing ranges on the continuous data (sale price, square 

footage and price per square foot by month). This filtering capability, would change the 

aggregation of data for the median and average values and the different temporal 

aggregations such as by month, and day of the week. Also all the tabs were linked when 

filtering and/or highlighting. The more complex interaction such as clusters, trends and 

temporal patterns analysis, were inferred by using filtering and highlighting alone. 

PDF and Paper 

All the visualisations and tables available in Tableau reader were available un-filtered and 

un-highlighted in PDF. The 2008-09 data-set table and the maxima tables for 2008-09 

were also available on paper format. 

This non-interactive setting was design to deny the possibility to filter or highlight data. 

Thus any aggregation such as median or average value calculation temporal aggregation 

by day of the week or month were not available for sub-sets of the data. Figure 3.5 

provides an illustrative sample of the PDF and printed visualisations.  
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Figure 3.5 – Non-interactive PDF Samples – Mercer Island Data-set 

3.3.1 Experiment Procedure 

Tutorial 

The aims of the tutorial were to familiarise the participants with the apparatus (multiple 

displays), the visualisation, tables, application (Tableau reader), questionnaires and 

procedure in general for all experiments for the data analysis task. The data-set used for 

the tutorial was different than the one used in the data analysis experiment, but both 

were in the same domain (real-estate) with the same variables and terminology. In the 

tutorial the IG used Tableau reader from Tableau Software [102] and the NIG used PDF 

and paper versions of the same visualisations. Both groups used a combination of three 

screens, 1 LCD and 2 projectors as extended displays. The task objective for the 

participants in both groups was to find in the visualisation and tables as many of the pre-

defined insights provided in a printed grid (see Appendix 4) in 10 minutes. The pre-

defined insights grid was designing as a two dimensional matrix of the following rows and 
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columns: quantity and ranges; north, mid and south island areas; sale price; square 

footage; price per square foot; number of beds and temporal patterns. These predefined 

knowledge / insight snippets covered all the categories described in Table 3.3,  illustrated 

bellow is an example of this matrix regarding quantity and ranges.  

Overall: 

• Total of 277 properties sold 

Regarding the northern area: 

• 65 records in the north 

• only 1 condo in the north 

Regarding the mid island area: 

• 127 records in mid island 

• The mid island has more than half the condos of the data-set 

Regarding the southern area: 

• 85 records in the south 

Regarding the square footage: 

• The square footage (sq ft) range is 640 – 4,494 

• The majority (273 out of 277 records) are less than 2,350 sq ft 

Regarding the bedrooms: 

• The bedroom range is 0 – 5 

• The majority (270 out of 277) is in the 2-4 bedroom range 

• There is 5 records with 0 bedrooms 

• 3 bedroom houses are the most popular (total 190 out of 277) 

Regarding temporal patterns: 

• The total weekly median number of records is 14 

• January has the highest proportion of 2 bedroom properties 



Method 

 64 

Regarding the price: 

• The price range is $2,500 – $495,000 

Regarding price per square foot ($/sq ft): 

• The range is 1 – 271 $/sq ft 

• 271 properties are less than $120/sq ft 

VMI Experiment 

In the VMI data analysis experiment, all participants in both groups had 15 minutes to 

explore the data for insights. The data-set was based on the island of Mercer, WA (USA) 

real estate data for 2008 and 2009. The configuration in the experiment was the same as 

in the tutorial. The IG used Tableau reader from Tableau Software [102] and the NIG used 

PDF and paper versions of the same visualisations. Both groups used a combination of 

three screens, 1 LCD and 2 projectors as extended displays. On the LCD screen was 

displayed the an empty insight capturing matrix with the same design as the pre-defined 

insights grid used in the tutorial. The task objective for the participants in both groups 

was to find in the visualisation and tables as many of the insights as possible. These were 

self-reported by typing their findings into the computer in the empty matrix (see 

Appendix 5). The visualisations and tables were the same in both experimental settings, 

this cancelled the significance of visualisation type effect that previous studies have 

shown [9],[72], creating the same effects for both for treatments. 

To motivate their exploration participants were asked to decide where they would like to 

live or not, based on the data available. The insights were defined to the participants, as 

insights into the data that they found of interest in terms of the following broad 

characteristics: 

• General 

• Detail 

• Temporal or other, pattern or clusters 

After the exploration task, the participants were asked to count backwards from 0 to 99 

in minus three (–3) increments in writing on a pre-printed grid (see Appendix 3). This 

approach, has been proven to prevent rehearsal [103] and in way act as a short-term 
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memory (STM) dampening. 

Finally, the participants were asked to complete a NASA-TLX form, to assess the 

experiment in terms of workload. The NASA-TLX measured the experiment based on six 

key metrics, mental, physical, temporal demands and performance, effort and frustration. 

In the context of the VMI experiment the workload assessment was use to check the 

validity of the experiments in terms of independence of the interaction treatment as an 

independent variable. The assumption was that both interaction treatments (interactive 

and non-interactive) must not have significantly different overall task workload. 

Post-experiment, the resulting grid was analysed by counting the insights generated, 

confirming their accuracy and assigning a task and mental effort category as defined in 

Table 3.4. This resulting processed data-set, constituted the corpus for the statistical 

analysis. 
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3.4 VTI Experiment 

In this experiment interaction is isolated from the view transformation point of view. 

Interaction as an independent variable is investigated to appreciate the effect it has on 

the gathering of insights and their accuracy. In this experiment the effect of the visual 

representation is also investigated with the VTI context, thus assessing the performance 

of the participants in gathering accurate insights. As with the VMI experiment, this 

experiment also looks at the conjoint effects VTI has with individual differences analysed 

in a group comparison setting. Figure 3.6 highlights the elements of the information 

visualisation reference model that are part of the VTI experiment. 

 

Figure 3.6 – VTI Elements of the Information Visualisation Reference Model 

The purpose of this experiment is to address objectives three and four of this thesis. As in 

the VMI experiment, VTI is also an insight-based evaluation experiment with insight as 

the main DV. In the VTI setting the insights are collected by means of a post-experiment 

questionnaire. In the VTI experiment the participants interact by changing the views in 

the visual structures in order to perform an exploration of the problem-solving data-set 

using two different visual representations – 2D and 3D. Although the participants 

performed a problem-solving task, the post-experiment questionnaire evaluated their 

insights regarding the environment in which their performed their problem solving. The 

same individual differences profiling used in the VMI experiment is used to assess the 

compounding effect these have with interaction using the ATI method. 
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3.4.1 Dependent Variables 

The VTI experiment follows a more classical insight-based evaluation experimental 

setting. In terms of relevance the same issues as VMI apply with regards to the lack of 

expert access. Hence the use of a game-based simulation enabled the selection of a wider 

participant pool.  

With regards to predictability, this investigation uses a post-questionnaire as the data 

collection mechanism, and does not measure the predictability aspects of the insights 

gained.  

The complexity and depth are measured by the nature of the questions in the post-

experiment questionnaire, relating to the characteristics of the problem solving data-set 

rather than specifics of the solutions of the problem-solving task.  

Finally, quality aspects are taken into account from an accuracy point of view with the 

addition of undefined category, where participants can opt to answer explicitly that they 

do not know the answer to the question in the post-experiment questionnaire.  

Number of insights 

The number of insights were the total number of insights identified by answering the 

post-experiment questionnaire, which excludes the all insights related to ‘don’t know’ 

answer category. 

Accuracy of insights 

The post-experiment questionnaire responses were evaluated for accuracy as accurate or 

inaccurate insights for each visual representation (4 variables) and additionally two 

variables (one per representation) with the number of questions they did not know. 

These variables were normalised as a percentage of the total number of questions. The 

2D post-experiment questionnaire had 71 questions and the 3D questionnaire 64. 

Furthermore, three score variables were created to assess the overall performance, 

generated using equation (3.2), where  is alternatively the 2D and 3D representation as 

well as the combined 2D and 3D. 

 
t

  
· 100 (3.2) 
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The resulting DVs of interest for this analysis were: 

• Total percentage of accurate 2D insights 

• Total percentage of inaccurate 2D insights 

• Total percentage of unidentified 2D insights 

• Total percentage of accurate 3D insights 

• Total percentage of inaccurate 3D insights 

• Total percentage of unidentified3D insights 

• Overall percentage of accurate insights 

• Overall percentage of inaccurate insights 

• Overall percentage of unidentified insights 

• 2D Score 

• 3D Score 

• Overall score (combined 2D and 3D score) 

3.4.1 Experiment Setting 

Apparatus 

The experiment ran on a Mac Pro, running OSX 10.7.0 and used a 27 inch Apple LCD 

screen. The game-based simulation were a Flash version of the game of Portal from Valve 

Corporation [104] for the 2D representation and the 3D first person game for the 3D 

representation. 

Game-based Simulations 

The choice of the game was guided by the following requirements: 

• Interaction centric problem solving 

• Minimal interaction noise, meaning that the game environment should not clutter 

the problem solving process by excessive interactions that were unrelated to the 

problem resolution. 

• System behaviour based problem solving, i.e. the resolution of the problem should 

be related to understanding the system (environment) behaviour. 

• Simple and clear aims and goal 



The game of portal from Valve Corporation 

additionally it had a 2D version implemented in Adobe Flash. One of the benefits of using 

the portal platform was that both 2D and 3D representation

i.e. a physics simulation with the objective of solving a series of puzzles with the goal of 

going from a starting point to an ending point. These puzzles were solved, by using a 

teleporting device and manipulating simple objects. 

still is a puzzle for the experienced participants

game.  

The 3D game takes the form of a 3D single player, first person, action video game and the 

2D game is an Adobe flash version of the same game. 

of the game. In this illustration the chara

entrance portal, then jumps into it and exits through the orange portal at the velocity it 

entered the blue portal. Thus, obeying the laws of physics the character is projected onto 

the other side.  

The IG played the game, and the 

been played. 

 

The game of portal from Valve Corporation [104] satisfied these requirements and 

2D version implemented in Adobe Flash. One of the benefits of using 

the portal platform was that both 2D and 3D representations share the same simple rules 

i.e. a physics simulation with the objective of solving a series of puzzles with the goal of 

rom a starting point to an ending point. These puzzles were solved, by using a 

teleporting device and manipulating simple objects. The puzzles used were bespoke, thus 

a puzzle for the experienced participants who had previous experience with the 

The 3D game takes the form of a 3D single player, first person, action video game and the 

2D game is an Adobe flash version of the same game. Figure 3.7 illustrates the simple goal 

of the game. In this illustration the character needs to cross the gap, it creates a blue 

entrance portal, then jumps into it and exits through the orange portal at the velocity it 

entered the blue portal. Thus, obeying the laws of physics the character is projected onto 

 

Figure 3.7 – Portal Illustration  

played the game, and the NIG watched a video walkthrough of the same level 
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satisfied these requirements and 

2D version implemented in Adobe Flash. One of the benefits of using 

share the same simple rules 

i.e. a physics simulation with the objective of solving a series of puzzles with the goal of 

rom a starting point to an ending point. These puzzles were solved, by using a 

he puzzles used were bespoke, thus 

who had previous experience with the 

The 3D game takes the form of a 3D single player, first person, action video game and the 

illustrates the simple goal 

cter needs to cross the gap, it creates a blue 

entrance portal, then jumps into it and exits through the orange portal at the velocity it 

entered the blue portal. Thus, obeying the laws of physics the character is projected onto 

watched a video walkthrough of the same level 



Method 

 70 

3.4.2 Experiment Procedure 

As illustrated in Table 3.5 the order of the VTI settings regarding the 2D and 3D 

representation were alternated to minimise confounds transferable learning effects. Thus 

creating 2 sub-groups within the IG and NIG groups. 

Group 1
st

 Experiment 2
nd

 Experiment 

Interactive 1 2D Game 3D Game 

Interactive 2 3D Game 2D Game 

Non-Interactive 1 2D Game Walkthrough 3D Game Walkthrough 

Non-Interactive 2 3D Game Walkthrough 2D Game Walkthrough 

Table 3.5 – Order of View Transformation Experiments 2D and 3D Representation 

In the 2D Flash version of portal experiment, the participants experienced 9 levels of the 

game. The IG were given the instruction to go to the exit of the level to complete it, by 

means of using the teleporting device and objects such as cubes, when and if appropriate. 

Figure 3.8 provides a screenshot of the 2D Portal game. 

 

Figure 3.8 – Screenshot of 2D Portal Game 

There was a time limit of 2 minutes per level; the time was carried over if the level was 

performed quicker. This time limitation was in place in order for the interactive 

participants to experience every level.  
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For participants who were not familiar with gaming in general, they were given practical 

assistance. The protocol for this practical assistance was, that they would ask an action 

centric question, then the researcher would answer briefly, by providing the keyboard 

and mouse combination needed to perform the requested action.  

The participants were made aware that the emphasis of the experiment was for them to 

experience all the levels, and that actual performance or ability to solve the puzzle was 

not measured. The emphasis was on exploring the problem space, the environment and 

related features.  

In the 3D portal experiment, the participants experiences 3 levels of the game. This time 

the time limit was 4 minutes. For the participants inexperienced in gaming, the same 

practical assistance as in the 2D experiment was given. Also in this experiment the 

emphasis was on exploring the problem space, the environment and related features. 

Figure 3.9 provides a screenshot of the 3D Portal game. 

 

Figure 3.9 – Screenshot 3D Portal Game 
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The NIG in both the 2D and 3D experiments watched a video of the same levels of the 

game being played to completion. 

puzzles were solve but also the problem set and environment.

After each experiment similarly to the VMI experiment, the participants were asked to 

count backwards from 0 to 99 in minus three (

grid to prevent rehearsal.  

Next, they were asked to fill a questionnaire about the systems 

observations. This approach assessed the participants insights in terms of breadth vs. 

depth as defined by Saraiya et al. [29

to give their best guesses, if they 

choose to select the ‘don’t know’ option. 

questions the participants were asked Appendices

2D and 3D questionnaire. 

Figure 3.10 – Sample 2D 

in both the 2D and 3D experiments watched a video of the same levels of the 

game being played to completion. They were asked to observe the not only how the 

puzzles were solve but also the problem set and environment. 

to the VMI experiment, the participants were asked to 

count backwards from 0 to 99 in minus three (–3) increments in writing on a pre

Next, they were asked to fill a questionnaire about the systems behaviour

tions. This approach assessed the participants insights in terms of breadth vs. 

[29, 31] and North [33]. Participants were encourage

, if they did not know the answer, alternatively, they

option. Figure 3.10 provides an example of the kind of 

sked Appendices 12 and 13 provide respectively the full 

Sample 2D and 3D Post-experiment Questionnaire 

in both the 2D and 3D experiments watched a video of the same levels of the 

They were asked to observe the not only how the 

to the VMI experiment, the participants were asked to 

3) increments in writing on a pre-printed 

behaviour and 

tions. This approach assessed the participants insights in terms of breadth vs. 

were encouraged 

they could 

provides an example of the kind of 

rovide respectively the full 
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Finally, the participants were asked to complete a NASA-TLX form, to assess the 

experiment in terms of workload, measuring the experiment on six key metrics mental, 

physical, temporal demands and performance, effort and frustration. In the context of 

the VTI experiments the workload assessment is used to check the validity of the 

experiment in terms of independence of the interaction treatment as an independent 

variable. For the VTI experiment, the investigation analysis is centred on the post-

experiment questionnaire; the important aspect in this experiment setting is that the 

performance in these post-experiment questionnaires is comparable. The assumption is 

that the performance workload element of the scale is not significantly different for both 

interaction treatment groups. The overall task workloads is expected to be significantly 

different as the tasks are clearly of unequal difficulty (i.e. the video walkthrough a lot 

easier that playing the game), but when answering the post experiment questionnaire, 

the participants must have an equal workload in terms of the performance workload. 
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3.5 Statistical Analysis 

All the experiments were analysed using IBM SPSS Statistics Version 19.0.0, figures and 

tables were created using JMP 10.0.0 from SAS and Microsoft Excel 14.2.1. All programs 

ran under Mac OSX version 10.7.4. For the data collection Google Docs Forms was used 

and Microsoft Excel VBA macros and in cell formulae were used to calculate the different 

derived data used in the analysis such as the NASA-TLX workloads and the various 

individual differences scores. 

To choose the appropriate statistical analysis method, the decision trees illustrated in 

Figure 3.11 and Figure 3.12 were used. These decision trees are based on the number of 

independent variables, number of DVs, factor design (related or unrelated) and whether 

the DVs meet the parametric test assumptions. 

 

Figure 3.11 – Statistical Analysis Decision Tree for One Independent Variable  

Adapted from [105] 

The factor design, refers to the participants and the independent variable. Unrelated 

factor design means that the DV analysed were collected for different participants and for 

the related design the same participants were used. 
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Figure 3.12 – Statistical Analysis Decision Tree for More Than One Independent Variable  

Adapted from [105] 

The assumption of parametric test are: 

• Normally distributed data 

• Homogeneity of variance 

• At least interval data 

• Independence 

• Homogeneity of covariance (MANOVA only) 

All DVs are independent and can be considered interval data where intermediate values 

have a meaningful interpretation. To test normality the Kolmogorov-Smirnov (K-S) test 

was used, where normality is asserted by non-significant results (i.e. p ≤ .05). To test 

homogeneity of variance or heteroscedasticity assumptions, levene’s test was used, 

where the DVs have homogenous variances when the test is not significant (i.e. p ≤ .05). 

For the MANOVA the additional assumption is the homogeneity of covariance tested by a 

Box's M test of equality of covariance matrices, where homogeneity of covariance is 

asserted by a non-significant results at p ≤ .001 [106]. MANOVA and ANOVA are fairly 

robust to violation of normality [107], thus transformations were used on the data, in an 

effort to meet the parametric assumption, when and only if the homogeneity of variance 

was also violated. Furthermore, the residuals of the analysis were tested for normality 

using the K-S test, thus when the residuals were normal, this reaffirmed the results [108, 

109] in particular when there was an acceptable violation of normality.  

When the violations of the parametric assumption remained post transformation, then a 

non-parametric equivalent test (Kruskal-Wallis test or Friedman’s ANOVA) was performed 
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on the untransformed data on an exploratory analysis basis without correcting 

significance p-values [110, 111]. 

All results are reported at a p-value of p < .05. The parametric test post-hoc analysis, had 

a Bonferroni correction applied to protect from Type I error, so that all effects were then 

reported at a k
th

 level of p significance, where k is the number of post-hoc test executed. 

The ANOVA analysis post-hoc tests are t-tests and for the MANOVA the post-hoc analysis 

is done using univariate ANOVAs. Other post-hoc test included a non-parametric 

Jonckheere’s test to uncover any significant trends in relation to the individual differences 

were applicable, this trend test was used for all significant parametric and non-parametric 

results. 

Effects sizes were reported using pearson’s correlation coefficient r where r > .10 is a 

small effect, r > .30 is a moderate effect and r > .50 is a large effect [112, 113]. 

The calculation of the effect size varies with the analysis, for ANOVAs r is calculated using 

equation (3.3), where F is the probability distribution defined as the ratio comparing the 

variance between groups and within groups and dfR  is the degrees of freedom of the 

residuals. To calculate the effects for the t-test the equation (3.4) where t is the t statistic. 

For the non-parametric tests the effect sizes are calculated using equation (3.5), where z 

is the z-score and N the number of records in the sample.  

  
1, 

1,   
 (3.3) 

  
 

  
 (3.4) 

 
!
√#

 (3.5) 
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Table 3.6 specifies the different statistical analysis used to investigate the various 

research questions in this thesis.  

Objective One: Investigate the effects of Visual Mapping Interaction in the context of performing an 

analytical task using information visualisation. 

Research Question 1: Does Visual Mapping Interaction affect 

the number of insights generated and their accuracy, when 

compared to an equivalent non-interactive task? 

Analysis: Oneway  ANOVA  

for each DV 

Research Question 2: When insights are categorised based on 

mental effort (inferential for high and procedural for low 

mental effort), does Visual Mapping Interaction have an effect 

on the number and accuracy of insights generated in each 

mental effort category? 

Analysis: Oneway  ANOVA  

for each DV 

Objective Two: Investigate the compounding effects of Visual Mapping Interaction with performance-

related psychometric measures (Locus of Control, Self-efficacy, and Self-acceptance) and the VARK 

model of learning styles in the context of performing an analytical task using information 

visualisations. 

Research Question 3: Do Locus of Control, Self-efficacy, and 

Self-acceptance, and Visual, Aural, Read-write, and 

Kinaesthetic learning preferences have compound effects with 

Visual Mapping Interaction, whereby according to the level of 

the different measures, there will be a significant effect on the 

generation of insights and their accuracy? 

Analysis: MANOVA 

 

Research Question 4: When categorising insights based on 

mental effort, do individual differences (LoC, SE, SA, V, A, R, 

and K) have a compounding effect with VMI with regards to 

the generation and accuracy of insights? 

Analysis: MANOVA 

Objective Three: Investigate the effects of View Transformation Interaction in the context of a 

problem-solving task, where View Transformation Interaction is used to explore the problem data-set 

using a game-based simulation using a 2D and 3D visual representation. 

Research Question 5: Does View Transformation Interaction 

affect the number and accuracy of insights identified in a 

problem data-set represented in a game-based simulation, 

when comparing to an equivalent non-interactive task? 

Analysis: MANOVA 

Research Question 6: Does the view representation – 2D 

and/or 3D, have an effect on the number and accuracy of 

insights into a problem data-set represented in a game-based 

simulation? 

Analysis: Repeated Measures 

ANOVA 

Research Question 7: Does the representation – 2D and/or 3D 

and View Transformation Interaction have an interaction effect 

with regards to the number and accuracy of insights identified 

in a problem data-set represented in a game-based 

simulation? 

Analysis: Repeated Measures 

Factorial ANOVA 

Table 3.6 – Research Objectives and Question with Associated Statistical Analysis 
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Objective Four: Investigate the compounding effects of View Transformation Interaction with 

performance-related psychometric measures (Locus of Control, Self-efficacy, and Self-acceptance) 

and the VARK model of learning styles; in the context of a problem-solving task, where View 

Transformation Interaction is used to explore the problem data-set using a game-based simulation 

using a 2D and a 3D visual representation. 

Research Question 8: Independently from the representation, 

do Locus of Control, Self-efficacy, Self-acceptance, and Visual, 

Aural, Read-write, and Kinaesthetic learning preferences have 

a compound effects with View Transformation Interaction, 

whereby according to the level of the different measures, 

there will be a significant effect to the number and accuracy of 

insights identified in a problem data-set represented in a 

game-based simulation? 

Analysis: MANOVA 

Research Question 9: Does the representation – 2D and/or 3D 

and View Transformation Interaction have compounding 

effects with Locus of Control, Self-efficacy, Self-acceptance, 

and Visual, Aural, Read-write, and Kinaesthetic learning 

preferences, whereby according to the level of the different 

measures, there will be a significant effect to the number and 

accuracy of insights identified in a problem data-set 

represented in a game-based simulation? 

Analysis: Repeated Measures 

Factorial ANOVA 

Table 3.6 – Research Objectives and Question with Associated Statistical Analysis 

(Cont.) 

3.5.1 Power Analysis 

This thesis investigates a variety of research questions using different statistical analysis 

approaches; therefore several a priori power calculations were performed to define the 

suitable sample size. All power calculation were done using G*Power version 3.1.4. [114]. 

Oneway  ANOVA 

In the VMI experiment when comparing two groups (interactive and non-interactive) with 

a power = 80%, $   .05 in order to detect a large size effect f = .40 the sample size 

required was 52 and for a medium size effect f = .25 the sample was 128. 

MANOVA 

For the VMI experiment the there was 5 DV’s and 28 different groups (7 individual 

differences measures x 2 ATI levels x 2 interactivity treatments) with a power = 80%, 

$   .05 in order to detect a large size effect     .35 the sample size required was 56 

and for a medium size effect     .15 the sample was 84. 
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For the VTI experiment the there was 4 DV’s and 28 different groups with a power = 80%, 

$   .05 in order to detect a large size effect     .35 the sample size required was 56 

and for a medium size effect     .15 the sample was 112. 

Repeated Measures ANOVA 

Research question six compares two within factors measures (2D and 3D) with a power = 

80%, $   .05 in order to detect a large size effect f = .40 the sample size required was 

15, for a medium size effect f = .25 the sample was 34, and for a small size effect f = .10 

the sample was 199. These results assume a correlation amongst measures of r = .50 as 

the actual value is unknown before the experiment was performed. 

Repeated Measures Factorial ANOVA 

In the VTI experiment, when comparing two within factors measures (2D and 3D) and 28 

different groups with a power = 80%, $   .05 in order to detect a large size effect f = .40 

the sample size required was 84, and for a medium size effect f = .25 the sample was 112, 

These results assume a correlation amongst measures of r = .50 as the actual value is 

unknown before the experiment was performed. 
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Chapter 4. Population Sample 

Characteristics and Preparation 

The first section of this chapter describes the participants’ demographics and previous 

experience with the experimental setting. Then this chapter describes the participant’s 

individual difference distributions and the ATI profiling used in the analysis. After that a 

description is given of the insight characterisation and grouping for the VMI experiment 

as well as the data collection questionnaire of the VTI experiment. 

4.1 Participants ......................................................................................................... 82 
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4.1.2 2D and 3D Previous Experience ................................................................ 82 
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4.3.1 Post-Experiment Questionnaire ............................................................... 93 

 

 



Population Sample Characteristics and Preparation 

 82 

4.1 Participants 

4.1.1 Description 

The study was composed of 44 participants, 25 males and 19 females; age range was 18 

to 56 years with a median value of 24 years old. Most were students (31), 17 

undergraduates and 14 postgraduates spread across 14 departments. The remainder 

(13), were university staff and professionals. The group allocation was assigned randomly 

into an interactive and a non-interactive group. The procedure was as follows; the first 

male and the first female participants were assigned to the IG. Then, the subsequent 

participants were assigned to alternate groups of NIG and IG by gender. The participants 

booked their participation slots online, without prior knowledge of the allocation 

procedure. This resulted in two evenly split groups of 22. The IG was composed of 13 

males and 9 females, and the control NIG had 12 males and 10 females. During the 

experiment 2 participants (1 male in the non-interactive track and 1 female in the 

interactive track), did not complete the task finding it too difficult. Subsequently, the 

analysis considers 42 participants, removing these 2 participants who did not complete 

the experiment from the sample, thus creating two groups with 21 participants. 

4.1.2 2D and 3D Previous Experience 

When examining participant’s previous experience with 2D gaming, the data shows that 

overall 92.9% of participants (39 participants) had previous experience with 2D games. 

The split by group was 90.5% for the NIG (19 participants) and 95.2% for the IG (20 

participants). For the 3D gaming experience, overall 52.4% (22 participants) had previous 

experience. The group split was 61.9% for NIG (13 participants) and 42.9% for IG (9 

participants), there is a 19% difference between NIG and IG groups in experience, but 

fortunately in favour of the NIG, who will not be interacting in the 3D representation, and 

thus will not bias the interaction findings. When asking specifically whether participants 

had played the 2D and/or 3D Portal; the data shows that overall 81.0% of participants had 

no previous experience of either the 2D or 3D Portal games (32 participants), only 4 

participants (9.5%) had experience with the 2D Portal game, 9 (21.4%) had experience 

with the 3D Portal game and 3 (7.1%) of both 2D and 3D Portal games, all of which were 

in the NIG. When interpreting the results, this potential bias was taken into consideration. 
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4.1.3 Individual Differences 

The participants’ locus of control (LoC) scores ranged was from 55 to 90 out of a 

theoretical range of 20 to 100, the mean was 74.24 +   9.09; this was inline with 

previous studies of this kind [12]. The Cronbach’s alpha reliability estimate for the LoC in 

our sample was α   0.816. SE measure scores ranged from 26 to 48 out of a theoretical 

range of 10 to 50, the mean was 38.07 +   5.38. The Cronbach’s alpha reliability 

estimate was α   0.742. SA measure scores ranged from 21 to 48 out of a theoretical 

range of 10 to 50, the mean was 38.71 +   5.40. The Cronbach’s alpha reliability 

estimate was α   0.825. All Cronbach’s alpha reliability [86] estimates were above 0.7, 

which constitutes a good reliability level [115]. Table 4.1 provides the description 

statistics by interaction grouping of the different individual differences. 

 

LoC SE SA V Score A Score R Score K Score 

Non-Interactive-Group 

Median 74 37 38 7 8 8 8 

Mean 72.62 36.95 38.29 6.76 7.57 7.86 8.10 

Std Dev 8.74 5.72 6.57 2.66 2.96 3.21 3.00 

Min 59 26 21 2 2 2 3 

Max 86 48 48 11 12 15 13 

Interactive-Group 

Median 77 38 40 8 8 9 8 

Mean 75.86 39.19 39.14 7.62 7.76 8.48 7.76 

Std Dev 9.36 4.88 4.03 2.64 2.70 2.54 2.28 

Min 55 30 31 3 3 4 4 

Max 90 48 45 12 13 13 11 

Overall 

Median 77 38 39.5 7 8 8 8 

Mean 74.24 38.07 38.71 7.19 7.67 8.17 7.93 

Std Dev 9.09 5.38 5.40 2.65 2.80 2.88 2.64 

Min 55 26 21 2 2 2 3 

Max 90 48 48 12 13 15 13 

LoC: Locus of control, SE: Self-efficacy, SA: Self-acceptance, V: Visual, A: Aural, R: read-write, 

K: Kinaesthetic 

Table 4.1 – Individual Differences Description Statistics 
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Regarding the learning preferences, when we consider each of the VARK questions as a 5-

point Likert scale, where 0 was no modality chosen and 1 to 4 was one to four modalities, 

the Cronbach’s alpha reliability estimate for the VARK questionnaire in our sample was 

α   0.824, which was a good reliability level. 

Table 4.1 gives the arithmetic description statistics for the VARK scores by modality for 

the sample, where V, A, R, and K were the learning preferences as described in section 0. 

The procedure used to determine the participants individual learning preferences was 

described by Fleming as the standard scoring [116]. The learning profile was determined 

based on the overall sum of scores for all modalities and a lookup table that defines a 

stepping distance. The individual scores were sorted in descending order and profile was 

established by calculating the difference between the 1
st

 and 2
nd

 score then 2
nd

 and 3
rd

 

and lastly 3
rd

 and 4
th

, if the difference was smaller or equal to the stepping distance both 

modalities were retained, the 2 consecutive score difference was greater that the 

stepping distance.  See Appendix 10 for a copy of the official procedure and the lookup 

table.  

Example: 

Visual (V) Aural (A) Read-write (R) Kinaesthetic (K) Total 

8 4 5 9 26 

2
nd

 4
th

 3
rd

 1
st

  

Table 4.2 – VARK Profiling Example 

The stepping distance for a total score of 26 is 2, according to the official scoring 

(Appendix 10). 012345 6 712345  1, is < 2, K and V were retained. 712345 6 812345  3, is 

> 2, that is the end of the process. 

The single modality preference was defined as the highest modality score when the 

difference between the first and the second highest scores was greater than the stepping 

distance. Additionally a strength value (Mild, Strong and Very Strong) was defined for the 

uni-modal preferences by another lookup table based also on the total sum of scores see 

Appendix 10. Table 4.3 outlines all the possible profiles. 
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Type of Preference VARK Profile 
Number of 

Profiles 

Single preferences 

Visual  - Mild, Strong and Very Strong. 

Aural - Mild, Strong and Very Strong. 

Read-write  - Mild, Strong and Very Strong. 

Kinaesthetic  - Mild, Strong and Very Strong. 

12 

Bi-modal preferences VA, VR, VK, AR, AK and RK 6 

Tri-modal preferences VAR, VAK, ARK and VRK 4 

All four modes 

preferred 
VARK 1 

 Total 23 

Table 4.3 – VARK Profiles 

Out of the possible 23 profiles as illustrated in Table 4.3, the participants were distributed 

into 12 categories outlined in Table 4.4 of which 50% fall into the all four modes VARK 

profile. Further, Table 4.4 describes the preferences frequencies and percentages for 

each modality blending all the strengths into one modality frequency total. 

Type of Preference Preference VARK Profile N % of Total 

Single preferences 

V Mild V 2 4.8% 

A Strong A 1 2.4% 

R 
Mild R 3 

9.5% 
Strong R 1 

K  - 0% 

Multi-Modal preferences 

Bi-modal 

VA 2 

83.3% 

VR - 

VK 1 

AR 1 

AK - 

RK - 

Tri-modal  

VAR - 

VAK 1 

ARK 3 

VRK 1 

All four modes VARK 26 

  Total 42  

N: Number of participants, V: Visual, A: Aural, R: Read-write, K: Kinaesthetic 

Table 4.4 – VARK Preference Frequencies 

The distribution of the profiles in this sample was very different from the overall 

distribution found in Fleming’s research [117], N = 62094 used as the baseline illustrated 

in Figure 4.1.  
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Figure 4.1 – VARK Preferences Distributions 

In order to compare this study’s sample, Fleming proposed a reduction in complexity, by 

defining profiles with some modality, thus creating a uni-modal distribution. The key 

assumption was that when combined, the individual preferences get weaker and that all 

modalities contributions sum was 1. This approach gives a score of 1 to single 

preferences, half to bi-modal preferences, a third for tri-modal and a quarter to all four 

modes profiles. Table 4.5 outlines the resulting simplification.  

Learning Preference Total % 

Visual (V) 10.67 26.5% 

Aural (A) 10.33 26.5% 

Read-write (R) 12.33 27.7% 

Kinaesthetic (K) 8.67 19.3% 

Total 42  

Table 4.5 – Simplified VARK Preference Frequencies 

Figure 4.2 illustrates the resulting simplified distribution for this study, which was more 

closely aligned with Flemings simplified results for N=62094 [117] baseline. Thus, findings 

indicate a higher level of confidence for the analysis of the profiles effects in this study. 
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Figure 4.2 – Simplified VARK Preferences Distributions 

4.1.4 ATI Methodology Profiles 

In order to prepare the sample for the ATI approach and considering the size of the 

sample (N = 42) all the individual differences were classified as above and below mean. 

For Locus of Control (LoC) measurement, this dichotomy further signifies that the 

participants with below mean measures have a tendency for an external LoC, and the 

participants with above mean measures were more internally focused LoC. For all other 

individual differences (SE, SA, V, A, R, and K), these were simply referred as high and low 

levels of the measurement. The outcome of this categorisation was captured in Table 4.6, 

where it can be observed that the different cells are fairly even in size. In the rest of the 

thesis this categorisation will be referred as ATI categorisation (ATI-C), further using ATI-C 

(X) format where X is the individual difference (e.g. ATI-C (R), is the above / below mean 

categorisation for the read-write learning preference). 
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Non-Interactive-Group Interactive-Group Overall 

 

Below Mean Above Mean Below Mean Above Mean Below Mean Above Mean 

LoC 11 10 9 12 20 22 

SE 12 9 11 10 23 19 

SA 11 10 8 13 19 23 

V 13 8 9 12 22 20 

A 8 13 9 12 17 25 

R 14 7 10 11 24 18 

K 8 13 9 12 17 25 

LoC: Locus of control, SE: Self-efficacy, SA: Self-acceptance, V: Visual, A: Aural, R: Read-write,  

K: Kinaesthetic 

Table 4.6 – Individual Differences ATI Categories Participants Numbers (N) 

When parametric test assumptions were violated and a non-parametric test was 

available, the individual differences for ATI were categorised into high, mid-level and low 

groups. In order to have the most balanced sample sizes per cell possible, the data-set as 

a whole was divided according to their distance from the mean. Participants with scores 

more than one-half standard deviation from the mean were classified as high, and those 

with scores less than one-half standard were classified as low. The rest of the participants 

were classified as mid-level. Thus, the medium category represented 34% of the sample, 

and the high and low categories 33%. The resulting split was defined in Table 4.7 and the 

outcome by category and interactivity group was outlined in Table 4.8. 

Furthermore, the individual differences were analysed into two distinctive groups one 

composed of psychometric measures LoC, SE, and SA and the other composed of the 

VARK learning preferences. This is justified by looking at Table 4.9 describing the 

correlations between the different individual differences, where two groups can be 

clearly differentiated. One group composed of LoC, SE and SA were all significantly inter-

correlated p < .01 and a second group made of the learning preferences score (V, A, R, 

and K), of which most are uncorrelated (only the visual preference was significantly 

correlated to the kinaesthetic preference r = .35, p = .05). 
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Measure 
Low 

( ≤ M – half SD) 

Mid-level  

(M – half SD < & < M + half SD) 

High 

( ≥  Mean + half SD) 

LoC Scale 
(External) 

< 69.70  
≥ 69.70 & < 78.79 

(Internal) 

≥ 78.79  

SE Scale < 35.38 ≥ 35.38 & < 40.76 ≥ 40.76 

SA Scale < 36.01 ≥ 36.01  & < 41.41 ≥ 41.41 

Visual Preference Scale < 5.87 ≥ 5.87 & < 8.52 ≥ 8.52 

Aural Preference Scale < 6.27 ≥ 6.27 & < 9.07 ≥ 9.07 

Read-write Preference Scale < 6.73 ≥ 6.73 & < 9.61 ≥ 9.61 

Kinaesthetic Preference 

Scale 
< 6.61 ≥ 6.61 & < 9.25 ≥ 9.25 

M: Mean, SD: standard deviation 

Table 4.7 – Individual Differences – Low, Mid and High Grouping 

Groups Non-Interactive Interactive Totals 

Low Mid High Low Mid High Low Mid High 

LoC Scale 8 7 6 6 10 5 14 17 11 

SE Scale 7 7 7 7 8 6 14 15 13 

SA Scale 7 7 7 5 9 7 12 16 14 

Visual Preference Scale 7 9 5 5 8 8 12 17 13 

Aural Preference Scale 8 6 7 5 10 6 13 16 13 

Read-write Preference Scale 8 7 6 4 8 9 12 15 15 

Kinaesthetic Preference Scale 6 9 6 5 7 9 11 16 15 

Table 4.8 – Number of Participants by Low, Mid and High Grouping  

by Individual Difference 

LoC SE SA V A R K 

LoC 1  

SE .43** 1  

SA .40** .62** 1  

V .03 .03 -.05 1  

A .03 -.14 -.03 .07 1  

R .02 .15 -.06 .16 .16 1  

K .06 .06 .24 .35* .29 .29 1 

*p < .05, ** p < .01 

LoC: Locus of control, SE: Self-efficacy, SA: Self-acceptance, V: Visual, A: Aural, R: Read-write, 

K: Kinaesthetic 

Table 4.9 – Individual Differences Pearson’s Correlations 
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4.2 VMI Experiment Data Preparation 

4.2.1 Insights Categorisation 

In this experiment, insights were captured using an electronic document. Participants 

captured their insights as they performed their exploration in the data analysis 

experiment. The results were analysed post-hoc. The insights were assessed for their 

accuracy and categorised according to their provenance. The categorisation uses the 

taxonomy developed by Amar et al. [51] in a ‘jeopardy’ fashion (what question does this 

insight answer?) as described in the characteristic of insight part of section 3.3. In this 

taxonomy the answers were the low-level component of analytic activity thus defined, 

and therefore captured as low-level insights. Table 4.10 describes these insights 

categories into further details with the associated pro-forma abstract question. Note that, 

when determining the insight accuracy, for the category determine range (ID-6), if the 

range was half accurate (i.e. one of the extremities was accurate), then half a score of 

low-level insight was allocated. 

ID Category Description Pro-Forma Abstract 

1 Retrieve value What are the values of attributes {X, Y, Z…} in the data cases {A, B, C…}? 

2 Filter Which data cases satisfy conditions {A, B, C…}? 

3 Compute Derived Value 
What is the value of the aggregate function F over a given set S of data 

cases? 

4 Find Extremum What are the top/bottom N data cases with respect to attribute A. 

5 Sort 
What is the sorted order of a set S of data cases according to their 

value of attribute A? 

6 Determine Range What is the range of values of attributes A in a set S of data? 

7 Characterise Distribution What is the distribution of values of attribute A in a set S of data cases? 

8 Find Anomalies 
Which data cases in set S of data cases have unexpected / exceptional 

values? 

9 Cluster 
Which data cases in a set S of data cases are similar in value for 

{X, Y, Z…}? 

10 Correlate 
What is the correlation between attributes X and Y over a given set S of 

data-sets? 

Table 4.10 – Insight Categories 
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4.2.2 Mental Effort Based Insights Grouping 

Previous research studies [9–12] have investigated iterative procedural, versus inferential 

learning using different visualisation interfaces. Procedural task were considered from a 

bottom up perspective, as tasks that require little conscious mental effort, due to its 

automatic, and repetitive nature. Whereas, inferential tasks, were about drawing 

conclusion from the data, and require more conscious mental effort, using reasoning 

activities such as induction, deduction, and comparison [17]. 

Based on these definitions, the categories of insight previously defined were grouped into 

these two parent categories. This categorisation was based on the conscious mental 

effort required to obtain the insights, Table 4.11 illustrates the resulting grouping as 

procedural or inferential categories. 

ID Procedural ID Inferential 

1 Retrieve value 5 Sort 

2 Filter 7 Characterise Distribution 

3 Compute Derived Value 8 Find Anomalies 

4 Find Extremum 9 Cluster 

6 Determine Range 10 Correlate 

Table 4.11 – Mental Effort Category Grouping 

Table 4.12 outlines the number of insights in this resulting categorisation, and by 

interaction grouping (non-interactive or interactive), accuracy (accurate or inaccurate) 

and mental effort (procedural or inferential). 
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Non-Interactive-Group Interactive-Group Overall 

Category ID Inaccurate Accurate Inaccurate Accurate Inaccurate Accurate 

Procedural Insights 

1 2 29 0 30 2 59 

2 6 1 20.5 1 26.5 2 

3 4 30 3 67.5 7 97.5 

4 1 11 7 32 8 43 

6 14 16 10 14 24 30 

Category 
Sub-Totals 

27 87 40.5 144.5 67.5 231.5 

Procedural 
Sub-Totals 

114 185 299 

Inferential Insights 

5 0 5 0 0 0 5 

7 1.5 32.5 8 45 9.5 77.5 

8 2 5 1 14 3 19 

9 0 1 0 1 0 2 

10 2 1 4 3 6 4 

Category 
Sub-Totals 

5.5 44.5 13 63 18.5 107.5 

Inferential 
Sub-Totals 

50 76 126 

Category 
Totals 

32.5 131.5 53.5 207.5 86 339 

Group Totals 164 261 425 

Table 4.12 – Mental Effort Category Grouping Detail 

A preliminary analysis shows that insights were overall distributed into 70% procedural 

versus 30% inferential. Also overall, the IG generated 61% of the insights. Additionally 

accurate insight represented 80% of the total and the same proportion was maintained 

across IGs. Whereas for the accurate insights, the inferential insight seemed to be more 

accurate as a whole. The proportion was 77% and 85% for the procedural and inferential 

insights respectively. When looking at the group crossovers in terms of total insights, the 

split between interaction groups by mental effort type was roughly the same as a 60/40 

split. For the procedural mental effort the split was 62% (IG) and 38% (NIG) and for the 

inferential mental effort, 60% (IG) and 40% (NIG). Whereas, the accuracy split was slightly 

different, the accurate insights were 76% (NIG) vs. 78% (IG) for the procedural insights 

and 89% (NIG) vs. 83% (IG) for the inferential mental effort. This seems to suggest that for 

the procedural mental effort the accuracy was better for the IG, the reverse was true for 

the interferential mental effort. 
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4.3 VTI Experiment Data Preparations 

4.3.1 Post-Experiment Questionnaire 

In the view transformation interaction experiment, using 2D and 3D Portal games, the 

data were gathered in a post-experiment questionnaire, and the analysis was based on 

the accuracy of the responses in this questionnaire; the participants were assessed on 

their breadth and depth of understanding respectively of from 2D and 3D environments. 

The aim in this experiment was to assess the level of insight participants got into the 2D 

and 3D representations of the system behaviour by their ability to interact or not with the 

view transformation. In these post-experiment questionnaires, participants had a choice 

of answering the question or mark that they did not know. When they answered correctly 

or incorrectly the insight was marked accurate or inaccurate respectively, and when the 

participants marked the question as unknown, the insight associated was coded as 

unidentified. 

This analysis aims at looking at the significant effects in the type of representation (2D or 

3D) and accuracy of the insights into the data-set (accurate, inaccurate or unidentified). 

Across the interaction groups and individual differences. 

In order to test the validity and reliability of the 2D and 3D post-experiment 

questionnaire the answers were coded as described by Table 4.13 and the Cronbach’s 

alpha was calculated with the resulting coding. 

2D-3D Answer Code 

Accurate 1 

Inaccurate 2 

Unidentified  3 

Table 4.13 – Post-experiment 2D-3D Answers Coding 

The Cronbach’s alpha for the 2D questionnaire was α = 0.864 overall and when dividing 

the questionnaire by interactivity treatment, α = 0.866 for the NIG and α = 0.777 for the 

IG. For the 3D questionnaire the Cronbach’s alpha was α = 0.800 for the NIG and α = 

0.885 for the IG. All Cronbach’s alpha reliability estimates were above 0.7, which 

constitutes a good reliability level [115].  
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Chapter 5. Visual Mapping Interaction 

Experiment 

This chapter describes the analysis and the findings of the Visual Mapping Interaction 

experiment, addressing objectives one and two of this thesis. Initially this chapter outlines 

the experiment statistical analysis. This is followed by the validation assumption of the 

experiment using the NASA-TLX workload assessment. Then the chapter covers the 

interactivity main effects before covering the compounding effects between the 

interaction treatment and individual differences. 

5.1 Statistical Analysis .............................................................................................. 96 

5.2 NASA-TLX Analysis .............................................................................................. 97 

5.3 Interaction Effects Analysis ................................................................................ 98 

5.4 Individual Differences and Interaction Compounding Effects Analysis ........... 102 

5.4.1 Overall Metrics Analysis ......................................................................... 102 

5.4.1 Yield Analysis .......................................................................................... 107 

5.5 Summary .......................................................................................................... 116 
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5.1 Statistical Analysis 

The objectives in the VMI experiment are to Investigate the effects of Visual Mapping 

Interaction and the compounding effects VMI has with the performance-related 

psychometric measures (Locus of Control, Self-efficacy, and Self-acceptance) and the 

VARK model of learning styles in the context of performing an analytical task using 

information visualisations. 

Initially to analyse the VMI main effects, a oneway   analysis of variance (ANOVA) on all 

the DVs of interest was performed. Then to analyse the compounding effects of the 

interaction treatment with individual differences, the examination was divided into two 

sections, one analysing the overall metrics and the other analysing the accuracy and 

mental effort. In the overall section, the overall score was analysed using a univariate 

factorial ANOVA and the overall yields were analysed using a multivariate analysis of 

variance (MANOVA). In the individual yield analysis section a factorial ANOVA was used to 

test the accuracy yield in order to analyse DVs based on these yield effects between and 

within participants. The mental effort yield could not meet the parametric assumption 

satisfactorily thus multiple uncorrected Kruskal-Wallis test were performed on an 

exploratory basis [110, 111] to explore the possible effects individual differences have 

within the different interactivity treatments. Also, following any significant parametric 

test results, a follow-up non-parametric Jonckheere’s test was performed to uncover any 

significant trends in relation to the individual differences.  

All the results were reported at p < .05 level significance, unless otherwise stated.  
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5.2 NASA-TLX Analysis 

Before the experiment analysis, the NASA-TLX data were analysed to check for 

experimental bias in order to validate the experiment (see section 3.1.2). The assumption 

was made that both IG and NIG groups did not have significantly different overall and 

individual workloads. Thus to check for experimental bias before starting the experiment, 

a oneway   MANOVA was conducted on the NASA-TLX workload data in order to analyse 

the combined and the individual workloads (mental, physical, temporal, performance, 

effort and frustration). When checking for compliance with the parametric test 

assumptions, the normality assumptions were violated, as some of the individual 

workloads had a significant K-S test result by interactivity group. Nevertheless, levene’s 

test was non-significant for all variables, thus validating the assumption of homogeneity 

of variances. When testing for homogeneity of covariance Box’s M yielded a value of 

28.54 and p = .298, which was not significant and warranted the acceptance of the 

homogeneity of covariance assumption. As the MANOVA is robust to the violation of 

normality, the overall results of the MANOVA can be accepted. 

The results showed no significant effects from the interaction treatment on the individual 

workload metrics, F(6,34) = .60, p < .05. For the overall NASA-TLX workload, a oneway   

ANOVA was performed on the overall workload as the DV. The results again show no 

significant effects of interaction on the overall workload, F(1,40) = .13, p < .05. These 

findings validate the assumption that both experimental settings were equally demanding 

in terms of both overall and on an individual workload basis, as measured by the NASA-

TLX. 



Visual Mapping Interaction Experiment 

 98 

5.3 Interaction Effects Analysis 

This section analyses the effects of VMI in the context of performing an analytical task 

using information visualisation by investigating the following research questions: 

Research Question 1: Does VMI affect the number of insights generated and their 

accuracy, when compared to an equivalent non-interactive task? 

Research Question 2: When insights are categorised based on mental effort (inferential 

for high and procedural for low mental effort), does VMI have an effect on the number 

and accuracy of insights generated in each mental effort category? 

In this context the key DVs of interest are: 

• Total insights 

• Total accurate insights 

• Total inaccurate insights 

• Total procedural insights 

• Total inferential insights 

• Total accurate procedural insights 

• Total accurate inferential insights 

• Total inaccurate procedural insights 

• Total inaccurate inferential insights. 

The normality assumptions were violated, having a significant K-S Test, for the following 

DVs: 

• total insights 

• total inaccurate insights  

• total inaccurate procedural 

• total inaccurate inferential insights. 

All other DVs fulfilled the normality assumption and all but the total insights had non-

significant Levene’s test, thus validating the assumption of homogeneity of variances. 

 



Visual Mapping Interaction Experiment 

  99 

In order to fulfil the parametric assumption for the total insight variable that violated 

both the normality and heteroscedastic assumptions, the variable was transformed using 

a square root transform described by equation (5.1), where 9 represents the 

transformed values and 7 the initial values. 

9  :7 , ;   1…#   (5.1) 

 

With this transformation the total insight variable met the parametric assumptions. A 

oneway   ANOVA was performed with interactivity as the independent variable. Table 

VMI.1 in Appendix 14 provides a full statistical description of the un-transformed DVs. 

Table VMI.2 in Appendix 14 shows the omnibus oneway  ANOVA results. These results 

show a significant increase in the total number of insights due to the interactivity 

treatment, F(1,40) = 6.31, r = .37, (see Figure 5.1). Additionally there is a significant VMI 

effect increasing the total number of accurate insights, F(1,40) = 5.02, r = .33 (see Figure 

5.2) and also increasing the total number of procedural insights, F(1,39) = 4.42, r = .32 

(see Figure 5.3). 
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 Each error bar is constructed using 1 standard error from the mean. 

Figure 5.1 – Total Number of Insights by interaction grouping 

 

Each error bar is constructed using 1 standard error from the mean. 

Figure 5.2 – Total Number of Accurate Insights by interaction grouping 

 

Each error bar is constructed using 1 standard error from the mean. 

Figure 5.3 – Total Number of Accurate Procedural Insights by interaction grouping 
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In order to uncover possible relationships between the variables, a Pearson correlation 

analysis was performed comparing both the total number of accurate insights and 

procedural insights with the overall number of insights. As shown in Table 5.1 the total 

number of insights is strongly correlated to the total number of accurate insights 

r  = .929, p < .001 and also with the total number of procedural insights, r  = .886, p < .001. 

Additionally, the total accurate insights are also strongly correlated with the total number 

of procedural insights, r = .856, p < .001. 

1. 2. 3. 

1. Total insights 1 

2. Total accurate insights .929*** 1 

3. Total procedural insights .886*** .856*** 1 

*p < .05, ** p < .01, *** p < .001 

Table 5.1 – Total Accurate, Total Procedural and Overall Number of insights Pearson’s 

Correlations Results 

These results call for further analysis to uncover the effect of accuracy and mental effort 

with regards to insight generation into more details, which are analysed in the next 

section regarding the investigation of the compounding effects individual differences 

have with VMI. 
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5.4 Individual Differences and Interaction Compounding Effects 

Analysis 

This section analyses the compounding effects of VMI with performance-related 

psychometric measures (LoC, SE, and SA) and the VARK model of learning styles in the 

context of performing an analytical task using information visualisations, by investigating 

the following research questions: 

Research Question 3: Do individual differences (LoC, SE, SA, V, A, R, and K) have 

compound effect with VMI, whereby according to the level of the different measures, 

there will be a significant effect on the generation of insights and their accuracy? 

Research Question 4: When categorising insights based on mental effort, do individual 

differences (LoC, SE, SA, V, A, R, and K) have a compounding effect with VMI with regards 

to the generation and accuracy of insights? 

5.4.1 Overall Metrics Analysis 

This section of the analysis focuses on the following overall metrics: 

• Overall Score 

• Overall accuracy yield  

• Overall mental effort yield  

These were analysed in two different groups as overall score required a transformation in 

order to fit the ANOVA model whereas overall accuracy and mental yield DVs fitted the 

MANOVA model without transformation. 
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Overall Score 

The normality assumptions and homogeneity of variances were violated for some 

individual differences by interactivity grouping, having significant K-S and Levene’s tests. 

The overall score was then transformed using a logarithmic transformation described by 

equation (5.2), where, 9 represents the transformed values and 7 the initial values. Once 

transformed, the overall score variable complied with the parametric assumptions. 

9 
1
2 = ln @

101  7
101 6 7

A , ;   1…# (5.2) 

Table VMI.3 in Appendix 14 provide a full statistical description of the un-transformed 

DVs. 

Table VMI.8 in Appendix 14 shows the factorial ANOVA results for the overall score. The 

results show a significant interactive effect between interactivity treatment and ATI-C (R), 

F(1,32) = 5.73, r = .39 (see Figure 5.4), whereby the participants with above mean read-

write preference in the NIG had a significantly higher score. 

 

Figure 5.4 – Overall Score by interaction grouping * ATI-C (R) 

Additionally a Jonckheere’s test was performed to analyse possible trends, uncovering a 

significant trend for the overall score, in relation to NIG ATI-C (R), 

J = 110.50, z = 2.58, p = .004 (1-tailed), r = .56  (see Figure 5.5). 
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Figure 5.5 – Overall Score by interaction grouping * R Scale 

Overall Accuracy Yield and Overall Mental Effort yield 

The normality assumptions were violated, as some of the individual differences by 

interactivity grouping had a significant K-S test result, but levene’s tests were not 

significant, thus the homogeneity of variances assumption was met. Thanks to the 

MANOVA robustness to normality violation, the MANOVA results could be trusted. When 

testing for the homogeneity of covariance, Box’s M test resulted in a value of 35.57 and p 

= .004 for the psychometric analysis and a value of 23.61 and p = .004 for the learning 

preferences analysis. 

Table VMI.6 and Table VMI.5 provide a full statistical description of the overall accuracy 

and mental effort yield variables.  

The MANOVA results show an interaction effect between the interactivity treatment and 

the ATI-C (SE), F(2,34) = 3.70 and also between interactivity treatment and ATI-C (V), 

F(2,32) = 4.61.  

The residuals for both variables were tested for normality, non-significant K-S test results 

for both variables validated these results with violations of the normality assumption. 

Separate univariate ANOVA on the outcome variables was performed posthoc, the results 

are in Table VMI.7 in Appendix 14. The results show a significant overall mental effort 

score difference between interactivity treatment for the participants with above mean SE 

measures, F(2,34) = 3.69, r = .31 (see Figure 5.6). Further, Figure 5.7 suggests that the 

difference is due to an increase in procedural insights for participants with above mean SE 

measures in the IG, this is highlighted in red in the figure. 
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Figure 5.6 – Overall Mean Mental Effort Score by interaction grouping * ATI-C (SE) 

 

Figure 5.7 – Total Procedural and Inferential Insights 

 by interaction grouping * ATI-C (SE) 
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Figure 5.8 – Overall Mean Accuracy Yield by interaction grouping * ATI-C (V) 

 

Figure 5.9 – Total Accurate and Inaccurate Insights  

by interaction grouping * ATI-C (V) 

 

Figure 5.10 – Overall Accuracy Yield by interaction grouping * V Scale 

 

Interactivity Group

Non-Interactive-Group
Interactive-Group

Visual Preference Category
Below Mean Above Mean

T
o
ta

l A
cc

u
ra

cy
 S

ca
le

0

2

4

6

8

10

12

Mean(Total inaccurate insights)
Mean(Total accurate insights)Non-Interactive-Group Interactive-Group

Interactivity Group

Visual Preference Category
Below Mean Above Mean

T
o

ta
l i

n
a
cc

u
ra

te
 in

si
g
h

ts
 &

 T
o
ta

l a
cc

u
ra

te
 in

si
g

h
ts

0

2

4

6

8

10

12

14

Below Mean Above Mean

Total Accuracy Scale
Median(Total Accuracy Scale)Non-Interactive-Group Interactive-Group

Interactivity Group

Visual Preference Scale
Low Mid High

T
o

ta
l A

cc
u

ra
cy

 S
ca

le

-5

0

5

10

15

20

Low Mid High



Visual Mapping Interaction Experiment 

  107 

5.4.1 Yield Analysis 

This section of the analysis investigates the yields based on the following scales: 

• Accuracy yield 

• Mental effort yield 

In order to analyse the accuracy and mental effort yields, factorial MANOVA assumptions 

were tested, with interactivity treatment and the ATI-C grouping (psychometric measures 

and VARK learning preferences alternatively) defined as the between participants factors 

and with mental effort as the factor with two levels (inferential and procedural) on the 

accuracy yield and with accuracy as the factor two levels (accurate and inaccurate) on the 

accuracy yield. The construct of these scales as described in 3.3.1 and as such, for the 

accuracy, an increased yield signifies an increase in accuracy, and for the mental effort 

yield an increase in yield is interpreted as an increase in mental effort. 

The parametric assumptions checks showed that, both the K-S and Levene’s tests were 

significant, thus the normality and homogeneity of variances assumptions were violated 

for both yields. Therefore the accuracy yield was transformed using a square root 

transformation described by equation (5.3), where 7 were the initial values, 9 the 

transformed values, and the value (63) was added to enable to re-centre the scale onto 

zero to facilitate the interpretation. 

9  :7  9 6 3, ;   1…#  (5.3) 

 

The resulting transform still had a significant K-S test result for a few cells, thus violating 

the normality assumption, but Levene’s test was not significant for all groupings, so the 

equality of variance assumption was maintained for the purposes of the analysis. Hence, 

although the normality assumption was violated, the validity of the homogeneity of 

variances assumption and robustness of the ANOVA to violations of normality 

assumptions warrants the trustfulness of the results of this analysis. As a result the 

accuracy yield was analysed using a factorial ANOVA. 
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On the other hand for the mental effort yield, no transformation would allow the 

validation of the parametric assumptions; therefore multiple Kruskal-Wallis tests were 

performed for the analysis of the mental effort yield. 

Accuracy Yield 

The results Table VMI.10 in Appendix 14 show an interaction effect between the 

interactivity treatment and ATI-C (V), F(2,32) = 4.61, r = .32 (see Figure 5.11). A separate 

independent t-test revealed a significant difference for the participants with above mean 

visual preferences, whereby on average the transformed accuracy yield was higher for the 

IG (M = .76, Std. E = .15), than for the NIG  (M = .33, Std. E = .13), t(30.78) = 2.18, r = .36 

this result does not assume equal variances and was adjusted accordingly. This confirms 

the results illustrated by Figure 5.8 for the overall accuracy yield. 

 

Figure 5.11 – Mean Transformed Accuracy yield 

by interaction grouping * ATI-C (V) 

Table VMI.8 and Table VMI.9 in Appendix 14 provide a full statistical description of the 

accuracy variable by the different factors (effort, IG and ATI-C) 
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mental effort and the ATI-C (SE), F(1,56) = 5.23, r = .29. As separate independent t-test 

showed that there was a significant difference for participants with above mean SE 
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effort (M = .82, Std. E = .18) was greater than the inferential mental effort (M = .25, Std. E 

= .07), t(22.90) = 2.45, r = .46. These results do not assume equal variances and were 

adjusted accordingly. 
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Mental Effort Yield 

As the mental yield did not meet the parametric assumptions, multiple Kruskal-Wallis 

tests were performed for the analysis .These tests were performed on the untransformed 

data on an exploratory analysis basis without correcting significance p values [110, 111] 

as outlined earlier in section 5.1. 

The results Table VMI.11 in Appendix 14, showed no significant differences in the mental 

effort yield with regards to the interactivity treatment, H(1) = 0.53, nor was there a 

significant difference in the mental effort yield, when splitting by accuracy due to the 

interactivity treatment, H(1) = 0.26 and H(1) = 0.85 for the accurate and inaccurate 

insights respectively. 

Individual differences two-way interactions 

The results Table VMI.16 and Table VMI.17 in Appendix 14, showed no significant 

interaction between different interactivity treatment and the individual measures with 

regards to the mental effort yield. 

Psychometric Measures Three-way Interactions 

Table VMI.12 provide the statistical description for the psychometric measures. Also note 

that the key result features are highlighted in red in the figure and numbered accordingly. 

The results Table VMI.18 in Appendix 14, shows that for participants with high SE 

measures, there is a significant difference in the mental effort yield, between the 

interactivity treatments for the inaccurate insights, H(1) = 5.48 (see Figure 5.12 1).A  

Jonckheere’s test showed a significant trend for the mental effort yield, for the accurate 

insights, with regards to the SE-scale in the NIG,  

J =35, z = –2.48, p = .008 (1-tailed), r = –.54 (see Figure 5.12 2). Additionally, results Table 

VMI.19 showed that for participants with high SE measures, there is a significant 

difference in the mental effort yield, between accurate and inaccurate insights, for the 

NIG, H(1) = 6.71, p = .010 (see Figure 5.12 3). 
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Figure 5.12 – Mental Effort Yield 

by Accuracy Factor, Self-Efficacy and Interactivity Treatment 

Figure 5.13 1, suggests that the difference in between interactivity treatments 

inaccurate insight mental effort yield as illustrated by Figure 5.12 red highlight 1, is due 
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NIG for participants with a high level of SE as illustrated in 

Figure 5.12 3, is due to a significant increase in the accurate procedural insight generated 

by these participants. 

 

Figure 5.13 – Accurate and Inaccurate Insights  

by Mental Effort, Self-Efficacy and Interactivity Treatment 
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Results Table VMI.14 (Part 1) and Table VMI.15 (Part 1) in Appendix 14, showed no 

significant three-way interaction between interactivity treatments, accuracy factor and 

the visual or aural learning profiles in the mental effort yield. 

Results Table VMI.14 (Part 2) in Appendix 14 shows that for participants with mid-level R-

profiles, there was a significant difference in the mental effort yield between accurate 

and inaccurate insights for the NIG, H(1) = 4.73 (see Figure 5.14 1). Figure 5.15 1, 

indicates that the mental effort yield difference in the NIG for the mid-level R participants 

is mainly due to a larger proportion of accurate procedural insights. 

 

Figure 5.14 – Mental Effort Yield 

by, Interactivity Treatment, Read-write Profile and Accuracy Factor 
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2.  

A Jonckheere’s test, confirmed the significance of this trend, 

J = 72.00, z = –1.925, p = .027 (1-tailed), r = – .42.  

 

Figure 5.15 – Accurate and Inaccurate  

by Mental Effort, Read-write-Scale and Interaction Treatment 
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Figure 5.16 – Mental Effort Yield  

by, interactivity Treatment, Kinaesthetic Profile and Accuracy Factor  

Figure 5.17 2, indicates that the mental effort yield difference in the IG for the low 

Kinaesthetic profile participants is mainly due to a larger proportion of accurate 

procedural insights. Further, Figure 5.17 1 show that the mid-Kinaesthetic profile mental 

effort yield difference between interaction treatments for the inaccurate insights is 

mainly due to a larger number of inaccurate procedural insights generated by these 

participants. 
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Figure 5.17 – Accurate and Inaccurate  

by Mental Effort, Kinaesthetic-Scale and Interaction Treatment 
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5.5 Summary 

VMI, in the context of performing an analytical task using information visualisations, had 

a significant effect in generating more insights (NIG: M = 7.81, SD = 4.18 – IG: M = 12.43, 

SD = 7.00). When looking at the accuracy of insights, overall VMI generated more 

accurate insights in comparison to the non-interactive treatment (NIG: M = 6.26, SD = 

3.66 – IG: M = 9.88, SD = 6.44). With regards to mental effort required to generate 

insights, the only significant result showed that VMI increased significantly the procedural 

insights, suggesting that VMI facilitated the generation of low mental effort insights (NIG: 

M = 5.70, SD = 3.36 – IG: M = 8.81, SD = 5.74). 

In terms of compound effects between psychometric measures and VMI, locus of control 

and self-acceptance measures had no significant conjoint effects. Only self-efficacy had a 

significant effect in relation to the interactivity treatment. For participants with above 

mean measures of SE, the overall mental effort yield significantly decreased with 

interaction treatment (NIG: M = 73.20, SD = 19.84 – IG: M = 77.43, SD = 16.19), due to an 

increase in the number of procedural insights (NIG: M = 7.09, SD = 2.74 –

IG: M = 10.70, SD = 7.57) in relation to the decrease in inferential insights 

(NIG: M = 5.56, SD = 3.50 – IG: M = 3.71, SD = 2.29). Moreover, the mental effort yield for 

the inaccurate insights was significantly different for participants with measures of SE 

above half a SD above the overall group mean (NIG: M = 0.08, SD = 1.20 – IG: M = -1.78, 

SD = 1.84), this difference can be explained by a significant difference in the number of 

inaccurate procedural insights between interaction treatments (NIG: Mdn = 0.00 – IG: 

Mdn = 1.50), qualified as a large effect (r = .58), whilst the difference in the number of 

inaccurate inferential insights between interaction treatments is not significant  

(NIG: Mdn = 0.50 – IG: Mdn = 0.00). Additionally the results also show that for 

participants with above mean measures of SE, the accuracy yield for procedural insights 

were significantly higher than inferential ones (inferential: M = 2.23, SD = 1.64  

– procedural: M = 6.16, SD = 6.17). The findings show as well as that there is a decreasing 

trend in the mental effort yield for the accurate insights in relation to the  

SE measure independently from interaction (Low-SE: M = 0.50, SD = 3.75 

 – Mid-SE: M = -2.00, SD = 0.96 – High-SE: M = -5.42, SD = 3.72). 
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The VARK learning preferences had more significant compounding effects with VMI. The 

accuracy yield follows an increasing trend related to the compounding effects of 

interaction with an increasing visual measure, whereby the accuracy improves in line with 

an increase in the visual score (Low-V: M = 3.20, SD = 3.70 – Mid-V: M = 5.86, SD = 6.96 

– High-V: M = 10.78, SD = 7.17). On the other hand, the read-write preference had a 

significant conjoint effect with interaction treatment for the mental effort yield of 

accurate insights, whereby an increasing mental effort yield trend can be observed as the 

read-write measures increase (Low-R: M = -6.30, SD = 6.22 – Mid-R: M = -4.44, SD = 7.67 

– High-R: M = -1.81, SD = 3.96). This is due to a decrease in the number of procedural 

insights in relation to the inferential ones whilst the number of inferential insights 

remained constant. Also the results show an increasing trend in the performance score 

related to the increase in the read-write measure, for the control group 

(Low-R: M = 64.77, SD = 19.73 – Mid-R: M = 87.65, SD = 10.45 – High-R: M = 90.00, SD = 14.14).

Whereas there is no effect for the IG (Low-R: M = 84.84, SD = 21.39  

– Mid-R: M = 69.50, SD = 31.93 – High-R: M = 74.86, SD = 20.15). For the participants with 

above mean read-write measures, the overall score is higher for the non-interactive 

participants than the IG (NIG: M = 91.43, SD = 12.15 –IG: M = 68.01, SD = 29.09). Lastly, 

the results shows a significant difference in the mental effort yield for the participants 

with kinaesthetic scores below half a SD below overall group’s mean in the interactivity 

group, whereby the yield for accurate mental effort was lower than that for inaccurate 

insights (accurate: Mdn = 4.00 – inaccurate: Mdn = 0.00), due to a proportionally higher 

number of accurate procedural insights in comparison to the inferential insights 

(inferential: M = 4.40, SD = 3.36 – procedural: M = 8.36, SD = 5.53). Additionally, the 

participants with mid-level kinaesthetic scores, defined, as within ± half a SD from the 

group’s mean, had significantly lower mental effort yield for the inaccurate insights in the 

IG, this can be explained by a significant increase in the number of inaccurate procedural 

insights due to the interaction treatment (NIG: M = 0.50, SD = 0.84 – IG: M = 3.00,  

SD = 2.62). Otherwise, there were no compounding effects of the in relation to the aural 

preferences with interaction. 
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Chapter 6. View Transformation 

Interaction Experiment 

This chapter describes the analysis of View Transformation Interaction in the context of a 

problem-solving task using 2D and a 3D visual representation of the game of portal as 

described in chapter 3. Initially this chapter outlines the experiment, statistical analysis 

and the validation assumption of the experiment using the NASA-TLX workload 

assessment. Then the chapter covers the interactivity effects and compounding effects 

between the interaction treatment and individual differences. It concludes with the 

findings of the interaction treatment using different visual representations – 2D and 3D. 

6.1 Statistical Analysis ............................................................................................ 120 

6.2 NASA-TLX Analysis ............................................................................................ 121 

6.3 Interaction and Individual Differences Compounding Effects Analysis ........... 124 

6.3.1 Overall Percentage Analysis ................................................................... 124 
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6.4.1 Normalised Percentage Analysis ............................................................ 127 

6.4.1 Score Analysis ......................................................................................... 131 
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6.1 Statistical Analysis 

The objectives for the View Transformation Interaction (VTI) experiment are to 

Investigate its effects and its compounding effects with the performance-related 

psychometric measures (Locus of Control, Self-efficacy, and Self-acceptance) and the 

VARK model of learning styles in the context of a problem-solving task. Here VTI is used to 

explore the problem data-set using a game-based simulation using a 2D and a 3D visual 

representation. 

The analysis is sectioned into two main parts, the first part combines both visual 

representations (overall) into a combined factor, and the second part analyses specifically 

the representation aspects comparing the 2D and 3D representations. In the combined 

section of the analysis, the overall percentages of accurate, inaccurate and undefined 

insights are analysed using a MANOVA, then the overall score is analysed using a 

univariate factorial ANOVA. The score and percentages are analysed separately as they 

are different in nature. In the representation section of the analysis the scores and 

percentages are also separated, the normalised percentage are analysed using a repeated 

measures factorial ANOVA where the representation is the within subject factor and the 

individual differences and interaction treatment are the between subject factor. For the 

individual representation score section of the analysis, the parametric assumptions could 

not be met; hence a non-parametric approach was taken for the analysis. Multiple 

Friedman ANOVA were performed in lieu of the repeated ANOVA testing the within 

subject factor. For the between subject factor a Kruskal-Wallis test was used excluding 

the individual differences and a Mann-Whitney test was performed with regards to the 

individual differences splitting by interaction treatment. Note that the Mann-Whitney test 

and Kruskal-Wallis test are equivalent when there are less than two factors, the benefit in 

using the Mann-Whitney is that SPSS provides a z-value, thus enabling the calculation of 

the effect size.  

All the results were reported at p < .05 level significance, unless otherwise stated. 
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6.2 NASA-TLX Analysis 

Before the analysis the NASA-TLX data were analysed to check for experimental bias. The 

expectations were that workload was significantly different for both groups (interactive 

and non-interactive). But, for the item of most importance in this analysis, namely the 

performance workload, the assumption was that the workload was not significantly 

different for both groups, thus validating the analysis of the post-experiment 

questionnaire.  

In order to analyse the NASA-TLX combined and individual workloads (mental, physical, 

temporal, performance, effort and frustration), the parametric test assumptions were 

checked. The normality assumption was violated, as some of the individual workloads had 

a significant result when running a K-S test by interactivity group. Nevertheless, Levene’s 

tests on all variables were non-significant suggesting the validation of the assumption of 

homogeneity of variances. Additionally, a test for homogeneity of covariance was 

required in this analysis as a MANOVA was used. For the 2D experiment, Box’s M gave a 

value of 19.38 and p = .334, which was not significant and warrants the acceptance of the 

homogeneity of covariance assumption. For the 3D experiment, Box’s M gave a value of 

40.86 and p = .002, which could be considered as not significant at p < .001 [106] due to 

the oversensitivity of Box’s M test to deviation from normality. Hence, this warrants the 

acceptance of the homogeneity of covariance assumption as well. 
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Table 6.1 show the NASA-TLX measures statistics description for the 2D and 3D 

representations.  

2D Experiment 3D Experiment 

NIG IG NIG IG 

M SD M SD M SD M SD 

TLX Mental Demand 17.71 12.88 25.43 11.43 18.95 13.48 29.90 12.51 

TLX Physical Demand 1.43 6.10 2.29 4.19 1.43 6.10 4.43 11.18 

TLX Temporal Demand 6.67 7.02 22.14 12.70 4.00 3.33 16.81 10.60 

TLX Performance Score 18.05 10.80 12.62 8.33 18.76 9.68 12.67 10.37 

TLX Effort Score 19.76 10.55 27.81 13.38 16.52 7.98 24.95 12.04 

TLX Frustration Score 10.62 11.80 22.48 15.96 11.48 11.89 18.48 15.33 

N: Number of participants, M: Mean, SD: Standard deviation 

Table 6.1 – TLX Measures Statistic Description 

In Figure 6.1 the key result regarding the assumptions is highlighted in red i.e. for the 

performance score there was no significant difference between the workload means. 

 

Figure 6.1 – TLX Measures: 2D / 3D Representation by interaction grouping  
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The interaction treatment effects on the 2D individual workload metrics was significant, 

F(5,36) = 7.83, and on the 3D individual workload metrics, F(5,36) = 9.91. Separate 

univariate ANOVAs on all the 2D TLX variables revealed that there was a significant effect 

on the mental workload (see Table 6.2), F(1, 40) = 4.22, p < .05, r = .31, and on the 

temporal workload, F(1, 40) = 23.89, p < .001, r = .61, as well as the effort score F(1, 40) = 

4.68, p < .05, r = .32, and frustration score, F(1, 40) = 7.49, p < .05, r = .40. Figure 6.1 

shows that interaction significantly increased all the above mentioned workloads, but the 

performance measure, F(1, 40) = 3.32, p = .076 was non-significant, thus not affected by 

interaction. 

Separate univariate ANOVAs on all the 3D TLX variables revealed that there was a 

significant effect on the mental workload (see Table 6.2), F(1, 40) = 4.45, p < .001, r = .40, 

and on the temporal workload, F(1, 40) = 27.91, p < .001, r = .64, as well as the effort 

score F(1, 40) = 7.15, p < .05, r = .39. There was no significant differences for the 

frustration score F(1, 40) = 2.74, p = .106, nor for the performance measure F(1, 40) = 

3.88, p = .056 (see Figure 6.1). Therefore, frustration and performance workloads were 

not affected by interaction. 

2D 3D 

TLX-Measure N F p F p 

TLX Scored Mental Demand 42 4.22 0.047* 7.45 0.009** 

TLX Scored Temporal Demand 42 23.89 0.000*** 27.91 0.000*** 

TLX Scored Performance 42 3.32 0.076 3.88 0.056 

TLX Scored Effort 42 4.68 0.036* 7.16 0.011* 

TLX Scored Frustration 42 7.49 0.009** 2.74 0.106 

*p < .05, ** p < .01,*** p < .001 

N: Number of participants, F: F ratio, p: p-value 

Table 6.2 – TLX Measures Univariate ANOVA Results 

The results above validate the assumption that interaction affects both the 2D and 3D 

experimental settings, but the performance workload was not significantly different for 

the different interaction groups in either visual representations. 
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6.3 Interaction and Individual Differences Compounding Effects 

Analysis 

This section analyses the effects of VTI and the compounding effects of VTI with the 

performance-related psychometric measures (LoC, SE, and SA) and the VARK model of 

learning styles in the context of a problem-solving task. VTI in this experiment is used to 

explore the problem data-set using a game-based simulation within a 2D and 3D visual 

representation. This part of the analysis focuses on the combined 2D and the 3D 

representations outcome to investigate the following research questions. 

Research Question 5: Does View Transformation Interaction affect the number and 

accuracy of insights identified in a problem data-set represented in a game-based 

simulation, when comparing to an equivalent non-interactive task? 

Research Question 8: Independently from the representation, do Locus of Control, Self-

efficacy, Self-acceptance, and Visual, Aural, Read-write, and Kinaesthetic learning 

preferences have a compound effects with View Transformation Interaction, whereby 

according to the level of the different measures, there will be a significant effect to the 

number and accuracy of insights identified in a problem data-set represented in a game-

based simulation? 

6.3.1 Overall Percentage Analysis 

This section of the analysis focuses on the following overall percentage metrics: 

• Overall percentage of accurate insights; 

• Overall percentage of inaccurate insights; and, 

• Overall percentage of unidentified insights. 

Table VTI.20 in Appendix 15, provides the statistical description by interaction treatment 

of the overall percentages of the accurate, inaccurate and unidentified insights into the 

data-set and Table VTI.21 and Table VTI.22 in Appendix 15 provide the full statistical 

description by individual difference ATI-C and IG. 
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The normality assumptions for the overall percentages variables were violated, as some 

of the individual differences by interactivity group, had a significant K-S test result, but 

levene’s tests were not significant, thus the homogeneity of variances assumption was 

met. When testing for the homogeneity of covariance, Box’s M test resulted in a value of 

11.87 and p = .689 for the psychometric analysis and a value of 12.69 and p = .954 for the 

learning preferences analysis. Thanks to the MANOVA robustness to normality violation, 

the MANOVA results could thus be trusted. 

Both MANOVAs showed that the interactivity treatment had significant effects on the 

overall percentages, F(3,32) = 3.97 for the psychometric measures and F(3,30) = 4.76, in 

the context of the learning preferences. After the MANOVA the residuals for all variables 

were tested for normality, the results of the K-S test of normality were non-significant for 

both variables, validating these results. 

Separate univariate ANOVA were performed on the outcome variables, and as shown in 

the results Table VTI.23 in Appendix 15, interaction significantly increased the accurate 

insights, F(1,32) = 10.32, r = .49 and significantly decreased the inaccurate insights, F(1,32) 

= 8.13, r = .45 (see Figure 6.2) and had no significant effect on the overall unidentified 

insights percentage F(1,32) = 0.84, r = .16. 

 
Each error bar is constructed using 1 standard error from the mean. 

Figure 6.2 – Accurate and Inaccurate Overall Percentage by interaction grouping 
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6.3.2 Overall Score 

Although the overall score did not meet the normality assumption for all interaction 

treatment by individual difference grouping, (significant K-S test), levene’s test showed no 

significant outcomes for these groupings, thus fulfilling the heteroscedasticity 

assumptions and thus validating the use of a univariate factorial ANOVA. 

As shown in results Table VTI.24 in Appendix 15, the interaction treatment had a 

significant effect on the overall score, F(1,32) = 14.57, p = .001, r = .56 (see Figure 6.3), 

showing that the IG had a significantly higher overall score. 

 

Each error bar is constructed using 1 standard error from the mean. 

Figure 6.3 – Overall Score by Interactivity Treatment 

Table VTI.25 in Appendix 15 provide a full statistical description of the overall score by 

interactivity treatment and individual differences ATI-C 
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6.4 Representation Analysis 

This section of the VTI analysis investigates the main effects of the representations – 2D 

and 3D. Then it covers the analysis of the two-way interaction effects of the interactivity 

treatment with the view representations. Finally, this section outlines the three-way 

interactions effects of the interactivity treatment, representation and the individual 

differences. Overall this analysis aims at investigating the following research questions: 

Research Question 6: Does the view representation – 2D and/or 3D, have an effect on the 

number and accuracy of insights into a problem data-set represented in a game-based 

simulation? 

Research Question 7: Does the representation – 2D and/or 3D and View Transformation 

Interaction have an interaction effect with regards to the number and accuracy of insights 

identified in a problem data-set represented in a game-based simulation? 

Research Question 9: Does the representation – 2D and/or 3D and View Transformation 

Interaction have compounding effects with Locus of Control, Self-efficacy, Self-

acceptance, and Visual, Aural, Read-write, and Kinaesthetic learning preferences, 

whereby according to the level of the different measures, there will be a significant effect 

to the number and accuracy of insights identified in a problem data-set represented in a 

game-based simulation? 

6.4.1 Normalised Percentage Analysis 

This section investigates the following dependent variables: 

• Total percentage of accurate 2D insights 

• Total percentage of inaccurate 2D insights 

• Total percentage of unidentified 2D insights 

• Total percentage of accurate 3D insights 

• Total percentage of inaccurate 3D insights 

• Total percentage of unidentified 3D insights. 
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In preparation of the analysis the parametric assumptions were checked for the repeated 

measures factorial ANOVA. The normality assumptions were violated, as some of the 

individual differences by interactivity group had a significant K-S test result, but levene’s 

tests were not significant, thus the homogeneity of variances assumption was met. When 

testing for the homogeneity of covariance, as shown in Table 6.3 Box’s M test results 

were not significant for both the psychometric and the learning preferences analysis. As 

the ANOVA is robust to normality violation, the results could be thus trusted. 

Psychometric Measures Learning Preferences 

Box's M p Box's M p 

Accurate 20.64 0.160 26.74 0.455 

Inaccurate 15.06 0.428 21.16 0.690 

Unidentified  15.91 0.376 30.23 0.326 

Table 6.3 – Box's Test of Equality of Covariance Matrices Results  

for the Accurate, Inaccurate and Unidentified Percentages 

As shown in the results Table VTI.27 in Appendix 15, the mean accurate insights gleaned 

in the 2D visual representation is significantly higher than the 3D representation,  

F(1,32) = 4.81, r = .36 and as was for the inaccurate insights, F(1,32) = 10.25, p < .01,  

r = .49 (see Figure 6.4).  

 

Each error bar is constructed using 1 standard error from the mean. 

Figure 6.4 – Accurate and Inaccurate Percentage by Representation 
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Also, the results confirm the findings of the overall percentage section illustrated by 

Figure 6.2, with a significant main interaction treatment effect for the accurate 

percentage, F(1,32) = 9.81, p < .01, r = .48  and the inaccurate percentage, 

F(1,32) = 8.14, p < .01, r = .50. 

Additionally, there was an interaction effect between the interactivity treatment and 

visual representation for the accurate insights gathered, F(1,32) = 10.66, p < .01, r = .50 

(see Figure 6.5). Follow-up t-tests were performed to analyse the interactivity treatments 

effect on the different 2D and 3D representations. A Bonferroni correction was used to 

protect from Type I error, so that all effects were reported at a p < .025 level of 

significance. The result showed that there was a significant difference for the 2D accurate 

percentage, whereby on average the interactive (M = 65.66, Std. E = 8.22) was greater 

than the NIG (M = 53.92, Std. E = 13.21), t(33.46) = 3.46, p = 0.002, r = .51 this result is 

highlighted in red in Figure 6.5. Levene’s test for the 2D accurate percentage was 

significant, thus the results did not assume equality of variances and the t-test was 

adjusted accordingly. The 3D accurate percentage differences between interactivity 

treatment were not significant, t(40) = 1.31, p = 0.197, r = .20.  

 

Each error bar is constructed using 1 standard error from the mean. 

Figure 6.5 – Accurate Percentage by Representation and Interactivity Treatment 
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correction was used to protect from Type I error, so that all effects were reported at a p < 

.025 level of significance. The result showed that there was a significant difference for the 

2D unidentified percentage of insights gathered, whereby on average the interactive 

(M = 11.40, Std. E = 8.31) was significantly lower than the NIG (M = 18.91, Std. E = 10.96), 

t(40) = -2.50, p = 0.017, r = .38. This result is highlighted in red in Figure 6.6. Levene’s test 

for the 2D unidentified insight percentage was not significant, thus the results assumed 

equality of variances and the t-test. The 3D unidentified insight percentage differences 

between interactivity treatment was not significant, t(40) = 1.09, p = 0.283, r = .17. 

 

Each error bar is constructed using 1 standard error from the mean. 

Figure 6.6 – Unidentified Percentage by Representation and Interactivity Treatment 

Table VTI.26 in Appendix 15 provides a statistical description of the accurate, inaccurate 

and unidentified percentages by representation and interactive treatment. 
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6.4.1 Score Analysis 

This section of the analysis focuses on the score metrics as defined in equation (3.2) in 

section 3.4.1, with following dependent variables as a result: 

• 2D Score 

• 3D Score. 

The normality assumptions were violated for both DVs, as some of the individual 

differences by interactivity group had a significant K-S test result. For the 3D scores 

levene’s test was not significant, but for the 2D score, levene’s test was significant. 

Several data transforms were attempted on the 2D score to meet the parametric 

assumptions, in order to permit a repeated measure ANOVA to analyse the effect of 

representation. Unfortunately, the 2D score could not meet satisfactorily the parametric 

assumptions. Although, the 3D score met the parametric assumptions, in order to assess 

the representation effects, a non-parametric approach was chosen in substitution to the 

repeated measure ANOVA. A Kruskal-Wallis non-parametric test was used with 

interactivity treatment as the between group factor on the 2D and 3D scores, and 

Friedman’s ANOVAs with the 2D and 3D representation as the within group factor for the 

different interaction treatments. 

In order to analyse the individual differences compound effects with interaction 

treatment, a Mann-Whitney test was used on the 2D and 3D scores, using the 

interactivity treatment as the between group factor for the ATI-C individual differences. 

Note that the Mann-Whitney and Kruskal-Wallis tests are equivalent when the between 

group factor has two levels, hence in order to calculate the effect sizes the Mann-Whitney 

test was used for the compound effects analysis. 

The results Table VTI.29 in Appendix 15 shows that the 2D representation had a 

significant higher score than the 3D representation, C (1) = 11.52, p = .001. Also, there 

was an interaction effect between the interactivity treatment and representation, 

whereby for the interaction-group the 2D representation score was significantly higher 

than the 3D, C (1) = 8.05, p = .005.(see Figure 6.7 red highlight 1). Additionally, in both 

representations VTI increased the performance score, H(1) = 6.46, for the 2D 
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representation, and H(1) = 7.52, p = .006, for the 3D representation (see Figure 6.7 red 

highlights 2).  

 

Figure 6.7 – 2D and 3D Scores by Interactivity Treatment 

Table VTI.28 in Appendix 15 provides a full statistical description of the 2D and 3D scores 

by interactivity treatment. 

Results Table VTI.31 in Appendix 15 show that the external (below mean) LoC participants 

in the IG (Mdn = 68.42) had a significantly higher 3D score than those in the NIG (Mdn = 

59.38), U = 21.50, z = –2.131, r = –0.48 (see Figure 6.8), this is highlighted in red in the 

figure. 

 

Figure 6.8 – 3D Scores by Locus of control ATI-C and Interactivity Treatment 
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Further the results Table VTI.31 in Appendix 15 show that both the 2D and 3D scores 

were significantly higher for the participants with below mean SE measures, in the IG 

(Mdn[2D] = 72.22), (Mdn[3D] = 68.89) than the NIG (Mdn[2D] = 60.85),  

(Mdn[3D] = 59.16), U = 26.00, z = –2.462, r = –0.51 (see Figure 6.9 red highlight 1) for the 

2D score and U = 34.00, z = –1.970, r = –0.41 (see Figure 6.9  red highlight 2) for the 3D 

score. 

 

Figure 6.9 – 2D and 3D Scores by Self-Efficacy ATI-C and Interactivity Treatment 
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As shown in Table VTI.31, the participants with below mean SA measures in the IG  

(Mdn = 70.59) had a significantly higher 2D score than those in the NIG  

(Mdn = 60.47), U = 16.00, z = –2.313, r = –0.53 (see Figure 6.10 red highlight 1). Also, the 

participants with above mean SA measure in the IG (Mdn = 68.42) had a significantly 

higher 2D score than those in the NIG (Mdn = 60.66), U = 33.00, z = –1.985, r = –0.41  (see 

Figure 6.10 red highlight 2) 

 

 

Figure 6.10 – 2D and 3D Scores by Self-Acceptance ATI-C and Interactivity Treatment 
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Evidence from the results Table VTI.33 in Appendix 15, demonstrated that both the 2D 

and 3D scores were significantly higher for the participants with above mean visual 

preference in the IG (Mdn[2D] = 72.60), (Mdn[3D] = 68.71) than the NIG  

(Mdn[2D] = 64.19), (Mdn[3D] = 59.16), U = 22.00, z = –2.006, r = –0.45  (see Figure 6.11 

red highlight 1) for the 2D score and U = 21.50, z = –2.045, r = –0.46 (see Figure 6.11 red 

highlight 2) for the 3D score. 

 

Figure 6.11 – 2D and 3D Scores  

by Visual ATI-C and Interactivity Treatment 
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The results also show that the participants with below mean aural preference in the IG 

(Mdn = 72.22) had a significantly higher 2D score than those in the NIG (Mdn = 60.85), 

U = 10.00, z = –2.502, r = –0.61 (see Figure 6.12 red highlight 1). Also, the participants 

with above mean SA measures in the IG (Mdn = 67.91) had a significantly higher 2D score 

than those in the NIG (Mdn = 51.06), U = 22.00, z = –3.049, p < .01, r = –0.61 see  Figure 

6.12 red highlight 2) 

 

Figure 6.12 – 2D and 3D Scores  

by Aural ATI-C and Interactivity Treatment 
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The results Table VTI.34 in Appendix 15 showed that the participants with above mean 

read-write preference in the IG (Mdn = 67.39) had a significantly higher 3D score than 

those in the NIG (Mdn = 51.06), U = 8.00, z = –2.769, p < .01, r = –0.65 (see Figure 6.13), 

this is highlighted in red in the figure.  

 

Figure 6.13 – 2D and 3D Scores  

by Read-write ATI-C and Interactivity Treatment 

The results also showed that the participants with above mean read-write preference in 

the IG (Mdn = 67.86) had a significantly higher 3D score than those in the NIG (Mdn = 

59.38), U = 24.00, z = –2.939, p < .01, r = –0.59 this is highlighted in red in the Figure 6.14. 

 

Figure 6.14 – 2D and 3D Scores by Kinaesthetic ATI-C and Interactivity Treatment 
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6.5 Summary 

In summary, VTI in the context of exploring the data-set holistically using information 

visualisations, had a significant effect by improving the overall accuracy, by increasing the 

percentage of accurate insights (NIG: M = 53.47 SD = 10.35 – IG: M = 61.59 SD = 8.66) and 

decreasing the percentage of inaccurate insights gathered (NIG: M = 31.11 SD = 7.70 –  

IG: M = 24.97 SD = 5.97). Additionally, the results showed that VTI also improved the 

overall performance score (NIG: M = 63.06 SD = 8.46 – IG: M = 71.18 SD = 5.52). 

Moreover, there were no significant interaction effects between the individual 

differences studied and VTI regarding the overall insights gathering percentages. 

When comparing the 2D and 3D representations, VTI had a significant effect, by 

improving the accuracy (NIG: M = 53.92 SD = 13.21 – IG: M = 65.66 SD = 8.22) and 

reducing significantly the unidentified percentage of insights (NIG: M = 18.91 SD = 10.96 – 

IG: M = 11.40 SD = 8.31) for the 2D representation. Also, as a main effect, the 2D 

representation has a significantly higher accurate percentage (2D: M = 59.79 SD = 12.39 – 

3D: M = 55.02 SD = 10.18) and significantly lower inaccurate percentage  

(2D: M = 25.05 SD = 7.85 – 3D: M = 31.36 SD = 9.84) than the 3D representation. 

Otherwise, there were no three-way interactions between the interactivity treatment 

representation and the individual differences studied with regards to the percentage of 

accurate, inaccurate and unidentified insights. 

When comparing the scores for the 2D and 3D representations, as shown in Table 6.4, VTI 

improved significantly both the 2D and 3D scores, the results also showed that the 2D 

score had a statistically significantly higher improvement that the 3D score (C (1) = 8.05, 

p = .005). With regards to the three-way interaction between VTI, visual representation 

and individual differences the results showed several significant compounding effects. 

2D Score 3D Score 

N M SD Mdn M SD Mdn 

Non-Interactive-Group 21 66.14 11.46 65.00 60.10 8.80 59.38 

Interactive-Group 21 74.07 5.81 72.73 67.88 7.81 68.42 

N: Number of participants, M: Mean, SD: Standard deviation, Mdn: Median 

Table 6.4 – 2D and 3D Score Statistical Description by Interactivity Treatment 
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In term of psychometric measures, for the LoC measure, external LoC had significantly 

higher 3D scores when using VTI (NIG: M = 59.14 SD = 9.21 – IG: M = 67.85 SD = 4.25), the 

2D score was not affected. For the SE measure, VTI equally affected both 

representations for the participants with below mean SE measures, by significantly 

increasing the 2D score (NIG: M = 63.02 SD = 10.88 – IG: M = 73.42 SD = 4.61) and 3D 

score (NIG: M = 60.13 SD = 9.66 – IG: M = 68.73 SD = 7.62), when comparing to the NIG. 

VTI affected the SA ATI-C differently for the 2D and 3D scores, whereby participants with 

below mean SA measures had a significantly higher 2D score (NIG: M = 62.13 SD = 10.93 – 

IG: M = 71.22 SD = 2.70) and the participants with above mean SA measures had a 

significantly higher 3D score (NIG: M = 61.35 SD = 8.66 –  IG: M = 68.54 SD = 7.16). 

For the VARK learning preferences the results showed several interaction effects between 

VTI and individual sensory modes for the 2D and 3D scores. The visual preference had a 

compound VTI effect, whereby participants with above mean visual profiles had higher 

scores both for the 2D (NIG: M = 65.06 SD = 11.69 – IG: M = 73.77 SD = 6.75) and 3D  

(NIG: M = 60.75 SD = 8.75 – IG: M = 68.75 SD = 6.71) representations. VTI affected the 

participants with aural preference differently for the 2D and 3D scores. The participants 

with below mean aural profiles had significantly higher 2D scores (NIG: M = 62.95  

SD = 9.93 – IG: M = 73.88 SD = 6.06), and the participants with above mean aural profiles 

the 3D scores significantly higher (NIG: M = 58.86 SD = 6.86 – IG: M = 67.67 SD = 5.37). For 

the read-write preference and the kinaesthetic preferences the conjoint effects with VTI 

were significant only for the 3D scores. Whereby, the participants with above mean read-

write profiles (NIG: M = 55.72 SD = 6.81 – IG: M = 66.37 SD = 6.15) and participants with 

above mean kinaesthetic preferences (NIG: M = 59.39 SD = 7.49 – IG: M = 67.39  

SD = 4.53) the 3D scores was significantly higher using VTI compared to the NIG.  
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Chapter 7. Discussion 

This chapter provides a detailed interpretation of the results in the context of existing 

research and discusses the interpreted results in the context of the research objectives. 

The chapter is organised according to the objectives and research questions of this thesis. 
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7.1 Research Summary 

The objectives of this research were to understand the effects of interaction and 

individual differences on a set of visual analytics tasks. Further the research objectives 

look at interaction in VA using two experimental settings. Firstly, an investigation into the 

effects of Visual Mapping Interaction and its compounding effects with the performance-

related psychometric measures (Locus of Control, Self-efficacy, and Self-acceptance) and 

the VARK model of learning styles on the generation of insights, their accuracy and 

mental effort required in generating them in the context of performing an analytical task 

using information. Secondly, the emphasis was on understanding the effect of View 

Transformation Interaction effects and its compounding effects with the performance-

related psychometric measures (LoC, SE, and SA) and the VARK model of learning styles in 

gathering insights into a problem data-set in the context of a problem-solving task, where 

View Transformation Interaction is used to explore the problem data-set using a game-

based simulation using a 2D and a 3D visual representation. 

The research was conducted in a group difference study design (a post facto study 

comparing a variable in two contrasting groups [105]) using an Aptitude-by-Treatment 

methodology, where interaction was used as an independent factor and the group’s 

differences were the different categories of individual differences (e.g. external versus 

internal LoC). The studies were conducted using different information visualisation 

applications using two task settings, an analytical task and a problem-solving task using a 

video game. In the analytical task, interaction was performed by enabling users to 

interact with data tables by changing the visual structures in order to perform their 

exploration using Tableau, a visual analytic tool from Tableau Software [102]. Equally, the 

non-interactive users were provided with equivalent static visual structures in the form a 

printed material and PDF electronic documents. With regards to the problem-solving task, 

the interaction was view transformation centric, enabling users to change the views using 

different visual representations – 2D, 3D. This was achieved by using 2D and 3D versions 

of the Portal games from Valve Corporation [104], the IG played the game, and the NIG 

watched a video walkthrough of the same level as the ones been played.  
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7.2 Findings 

The research in this thesis was constructed to address four objectives and nine resultant 

research questions. The findings are outlined in this section by objective and associated 

research question to facilitate the interpretation. (Note that, the use of the term 

significant refers to statistical significance at a p-value p < .05) 

7.2.1 Objective One 

Investigate the effects of Visual Mapping Interaction in the context of performing an 

analytical task using information visualisation. 

Research Question 1: Does Visual Mapping Interaction affect the number of insights 

generated and their accuracy, when compared to an equivalent non-interactive task? 

The results indicate that VMI significantly increases the number of insights generated. The 

size of the effect was moderate (r = .37), with 59.1% more insights generated when 

participants interacted with information visualisations. Moreover, VMI also significantly 

increased the number of accurate insights by 57.8%, with a moderate effect (r = .33). The 

number of inaccurate insights and the overall performance score were not significantly 

different between interaction treatments. These results contribute to further the 

understanding of interaction in the context of visual analytics as expressed by Pike et al. 

[8], where, they call for a better appreciation of the relationship between the elements of 

interaction. The important aspects to consider in this context are the inquiry process and 

the capacity to generate knowledge, where knowledge is correlated to insight by its 

progressive non-linear correlation as defined by Chang et al. [118]. Also, Pike et al., stress 

the need to understand the benefits of interaction and outline that insight generation is 

the key effect of interaction that should be used as the key metric of investigation. 
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Research Question 2: When insights are categorised based on mental effort (inferential 

for high and procedural for low mental effort), does Visual Mapping Interaction have an 

effect on the number and accuracy of insights generated in each mental effort 

category? 

As shown in Table 7.1, the results suggested that VMI significantly increased the number 

of procedural insights by 54.6%. However the number of inferential insights and the 

accuracy distinctions (accurate or inaccurate) for both categories of mental effort were 

not significantly different between interaction treatments. The mental effort approach 

used is similar to Green and Fisher [11], and Ziemkiewicz and Crouser [12] analytical tasks 

categorisation, where the procedural and inferential tasks were used to investigate 

analytical task visualisation performance. The difference in the research reported in this 

thesis was to use the output of the analytical task (insights) using the visualisation as the 

subject of analysis instead of the task itself. The results regarding an increased number of 

procedural insights are consistent with the above mentioned previous research [11] [12], 

where procedural tasks were executed faster than inferential tasks. In this thesis the 

experimental task time was fixed, within an open analytical task, hence the analogous 

outcome of faster procedural tasks is a higher number of procedural insights. The results 

showed this effect, thus suggesting that interaction facilitates the procedural insights as 

these require less mental effort than the inferential ones. 

N F p 

Total inaccurate insights 42 2.07 0.159 

Total inferential Insights 30 1.65 0.210 

Total procedural Insights 41 4.42 0.042* 

Total accurate inferential insights 30 0.89 0.353 

Total inaccurate inferential insights 30 1.44 0.240 

Total accurate procedural insights 41 3.17 0.083 

Total inaccurate procedural insights 41 1.01 0.321 

*p < .05, ** p < .01 

N: Number of participants, F: F ratio, p: p-value 

Table 7.1 – Oneway  ANOVA Results for VMI 
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7.2.2 Objective Two 

Investigate the compounding effects of Visual Mapping Interaction with performance-

related psychometric measures (Locus of Control, Self-efficacy, and Self-acceptance) and 

the VARK model of learning styles in the context of performing an analytical task using 

information visualisations. 

Research Question 3: Do Locus of Control, Self-efficacy, and Self-acceptance, and Visual, 

Aural, Read-write, and Kinaesthetic learning preferences have compound effects with 

Visual Mapping Interaction, whereby according to the level of the different measures, 

there will be a significant effect on the generation of insights and their accuracy? 

Psychometric measures 

In terms of psychometric measures, there were no significant compounding effects with 

regards to the overall performance score or the overall accuracy. The surprising result 

was regarding LoC, where recent research in information visualisation [9–12], has 

reported significant results whereby LoC influenced the task performance in information 

visualisation. This incongruence in the result may be due nature of the effects. Previous 

research [9–12], has linked LoC effects to the adaptability of the users to the visual 

structures using different visualisations as a distributed cognition (DCog) tool as described 

by Liu et al. [61]. The DCog framework is an internal representation is within bound of the 

human body and the external representations are the tools used to expand cognition. 

Within this framework, previous research focused more on the external representational 

aspects of the cognitive system (human-visualisation). Whereas the research reported in 

this thesis looks at the effects of the external representations (the visual structures) and 

the link to the internal representations interpreting these (insights). Thus, this result does 

not contradict the relationship between LoC and visual structures found in previous 

research, and suggests that when looking at the interaction process, LoC alone does not 

have a predictive value. 
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VARK Learning style 

The results indicated that participants with an above mean visual learning preference had 

compound effects with VMI, increasing significantly the accuracy of insights with accuracy 

yields of (M = 3.38, SD = 3.02) for the control group and (M = 9.83, SD = 7.76) for the IG. 

Furthermore this increase in accuracy follows a statistically significant increasing trend 

associated with the increase in the visual preference. The effect size of this trend was 

moderate (r = .45). Moreover, the results indicated that the participants with an above 

mean read-write learning preference performed significantly better (higher overall score) 

in the control group (M = 91.43, SD = 12.15). Additionally, there was a statistically 

significant trend associated with the increase in the read-write preference, which also had 

a large effect size (r = .56). 

These results are perfectly attuned to Fleming’s views on VARK [27]. One of VARK’s 

distinguishable differences with other sensory learning style profiling is the separation of 

the visual channel into two preferences (visual and read-write). This stems from Paivio’s 

[22] dual coding approach, where sensory visual information is separated into verbal and 

non-verbal processes. With this approach in mind, the results indicate a benefit of VMI for 

the non-verbal channel, thus participants with that preference, will benefit from VMI in 

relation to the strength of their Visual preference. However, strong read-write 

preferences benefit the non-interactive participants. These results, extend the VR 

research [76–78] into effects of learning styles to the information visualisation field 

regarding the benefits non-verbal individual differences have on the insight generation 

performance. 

Research Question 4: When categorising insights based on mental effort, do individual 

differences (LoC, SE, SA, V, A, R, and K) have a compounding effect with VMI with 

regards to the generation and accuracy of insights? 

Psychometric measures 

When insights were categorised based on mental effort the results suggested that there 

was a compound effect between self-efficacy measures and VMI, where the participants 

with above mean SE measures benefited from VMI by decreasing the mean mental effort 

yield by 65.6%, generating significantly more procedural insights. Also, participants with 

half a SD above sample mean SE measures, had a significant decrease in the mental effort 
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yield of the inaccurate insights, explained by an increase in the number of inaccurate 

procedural insights induced by the compounding effects of VMI and SE. Otherwise, the 

accurate insight mental efforts yield in the control group follows a significant decreasing 

trend as the SE level increases. 

These results regarding SE are inline with expectations, whereby computer tools would 

improve the SE [119] and reduce the barrier to effort [120]. Further, SE depicts the 

individual’s confidence in their own capacity to perform a specific task well [121]. 

Participants with a high level of SE will feel confidence in their capacity to generate 

insight, but this has no effect on actual performance, thus the results show an increase in 

the number of inaccurate insights as the number of lower mental effort insights 

increases. 

There were no significant results regarding, Self-acceptance. SA research [26], has 

associated resiliency to stress and higher effectiveness and a possible interpretation for 

this outcome is that participants did not perceive this study as stressful. To test this 

explanation the NASA-TLX could be used as a proxy to evaluate stress. Table VMI.1 shows 

that the NASA-TLX overall workload score for the IG was 71.05 out of a possible maximum 

of 150, which equates to 47.37% and 48.47% for the NIG, both percentages are below 

50%. Also, when looking at the individual workload measures out of possible maximum of 

50, all scores were below 53%. This low overall workload together with a low frustration 

workload (less than 40%) can be interpreted as an overall low stress in the experiment; 

explaining the lack of significant results regarding the SA measure.  
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NIG IG 

M SD M SD 

Overall Workload Score 72.71 15.43 71.05 14.84 

Mental Demand Score 26.43 12.28 26.00 12.75 

Physical Demand Score 3.38 8.86 1.62 3.28 

Temporal Demand Score 22.57 15.66 20.48 11.03 

Performance Score 12.86 11.17 16.29 11.74 

Effort Score 23.52 11.05 26.48 12.24 

Frustration Score 20.38 14.54 15.71 14.40 

M: Mean, SD: Standard deviation 

Table 7.2 – Visual Analytics NASA-TLX Scores 

Learning style 

The results show a significant trend associated with the read-write learning preference. 

For the IG the number of accurate procedural insights generated decreased as the read-

write preference strengthened, whilst the inferential insights remained constant. On the 

other hand, the kinaesthetic learning preference had also compounding effect with VMI; 

whereby participants with half a SD below sample mean kinaesthetic preference had a 

significantly different mental effort yield for accurate and inaccurate insights due to a 

higher mean number of accurate procedural insights and an equivalent number of 

inferential and procedural inaccurate insights. Further, for the participants within ± half a 

SD from the sample mean in the kinaesthetic preference, VMI decreased significantly 

their inaccurate mental effort yield; this can be attributed to an increase in the number of 

inaccurate procedural insights generated by this sub-group. 

This kinaesthetic related result does not tally with the VARK concepts regarding the 

kinaesthetic preference. In the VARK framework individuals with kinaesthetic preferences 

would be expected to ‘learn by doing’ and VMI would be considered a form of action 

driven learning [27]. Thus, the expectation would be that individuals with half a SD above 

the sample mean would have a significant conjoint effect with VMI. An interpretation for 

this mismatching result would be that, the participants with half a SD below sample mean 

in the kinaesthetic preference, opted for other sensory modes in a multimodal sense of 

VARK. Table 4.4 – VARK Preference Frequencies in chapter four outlines the fact that 

there were no single kinaesthetic preference participants in the experiment and 76.2%, 
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32 participants out of the 42 constituting the sample, had a kinaesthetic component in 

their multimodal profile. 

7.2.1 Objective Three 

Objective three investigate the effects of View Transformation Interaction in the context 

of a problem-solving task, where View Transformation Interaction is used to explore the 

problem data-set using a game-based simulation using a 2D and 3D visual representation. 

Research Question 5: Does View Transformation Interaction affect the number and 

accuracy of insights identified in a problem data-set represented in a game-based 

simulation, when comparing to an equivalent non-interactive task? 

Combining the 2D and 3D representations, the results indicated that the use of VTI 

significantly increases the overall percentage of accurate insights gleaned into the data-

set by 15.2%. Moreover, VTI also significantly decreased the overall percentage of 

inaccurate insights by 19.7%, both these effect were moderate. Subsequently, VTI 

significantly increased the overall score by 12.9%, with a large effect. However VTI did not 

affect significantly the percentage of unidentified insights (i.e. ‘don’t know’ answers in the 

post-experiment questionnaire). 

In the context of this experiment Portal 2D and 3D representations were used as the view 

transformation for the problem-solving data-set. These results reinforce the argument 

claimed by the serious games community [122–124] with regards to performance 

enhancement in terms of educational and informational benefits, contributing to the 

debate by providing evidence of the VTI benefits. In the context of the game-based 

problem set visualisation used in this thesis, VTI yielded mean combined representation 

accuracy performance scores of 71%, where the control group scored 63%. This increase 

in performance is significant, when aiming at gleaning insights into problems sets. 
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Research Question 6: Does the view representation – 2D and/or 3D, have an effect on 

the number and accuracy of insights into a problem data-set represented in a game-

based simulation? 

When considering the effect of the view representation without taking in to account VTI, 

the 2D representation significantly outperformed the 3D representation, in the following 

measures:  

• 8.7% more accurate, 

• 20.1% less inaccurate insights, and, 

• 7.3% overall better score. 

However, the percentage of unidentified insights did not differ significantly between 2D 

and 3D representations. 

There is still a debate regarding 2D versus 3D data visualisation [125] in visual data mining 

in the context of information visualisation. Research by Tanvanti and Lind [68], suggest 

that 3D displays are better with regards to cognitive spatial abilities and memory related 

tasks than 2D. The research in this thesis, suggests that in the context of exploring a 

problem set and gathering insights into the problem, 2D representation performed 

better. However, recent research [126], point to difficulties some users may have with 3D 

environments and the possible disorientations caused by higher degrees of freedom and 

richer interactions available. Hence the outperformance found in this thesis research 

could be due to these difficulties. 
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Research Question 7: Does the representation – 2D and/or 3D and View Transformation 

Interaction have an interaction effect with regards to the number and accuracy of 

insights identified in a problem data-set represented in a game-based simulation? 

When taking VTI into consideration and investigating the conjoint effects with the 

representations, there were significant interaction effects with the representation, 

whereby for the 2D representation there was: 

• 15.1% more accurate insights 

• 39.7% less unidentified insights  

• 11.9% overall better score. 

However, VTI within the 2D representation did not affect significantly the percentage of 

inaccurate insights. 

For the 3D representation, VTI significantly increased benefit the performance score by 

15.2%, and did not affect significantly the accuracy or identification of insights. When 

comparing 3D representation with the 2D representation; the 2D outperformed 3D by 

6.3% in the overall performance score.  

As in the previous research question discussion, research by Baumgärtner et al. [126] 

suggest difficulties by some users with richer interactions provided by 3D representations, 

Further, although the NASA-TLX overall workload showed that the 2D representation 

M = 62.21, SD = 19.99 had a marginally higher workload that the 3D representation 

M = 59.40, SD = 20.50, the mental workload for the IG was noticeably greater for the 3D 

(M = 25.43, SD = 11.43) than the 2D representation, M = 29.90, SD = 12.51, which 

represents a 9% higher workload. This higher workload experience by the participants in 

the 3D could account for the lower performance. 
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7.2.1 Objective Four 

Investigate the compounding effects of View Transformation Interaction with 

performance-related psychometric measures (Locus of Control, Self-efficacy, and Self-

acceptance) and the VARK model of learning styles; in the context of a problem-solving 

task, where View Transformation Interaction is used to explore the problem data-set 

using a game-based simulation. 

Research Question 8: Independently from the representation, do Locus of Control, Self-

efficacy, Self-acceptance, and Visual, Aural, Read-write, and Kinaesthetic learning 

preferences have a compound effects with View Transformation Interaction, whereby 

according to the level of the different measures, there will be a significant effect to the 

number and accuracy of insights identified in a problem data-set represented in a 

game-based simulation? 

The results showed that independently from representation there were no compounding 

effects between VTI and any of the individual differences studied in this thesis. The results 

of the next research question explore the compounding effects of VTI with individual 

differences taking representation as a factor. 

Research Question 9: Does the representation – 2D and/or 3D and View Transformation 

Interaction have compounding effects with Locus of Control, Self-efficacy, Self-

acceptance, and Visual, Aural, Read-write, and Kinaesthetic learning preferences, 

whereby according to the level of the different measures, there will be a significant 

effect to the number and accuracy of insights identified in a problem data-set 

represented in a game-based simulation? 

The results showed that there were significant compounding effects between the 

individual differences and VTI within specific visual representation only for the 

performance scores
1
. The accuracy and identification metrics did not show any significant 

compounding effects. 
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Psychometric measures 

The results indicated that VTI had a compounding effect with external locus of control 

participants, where the 3D performance score was significantly better in the interactivity 

group with a median 3D score 15.2% better than the NIG. Otherwise the 2D score did not 

have any significant compounding effect between LoC and VTI.  

Individuals with an externally focused LoC are more inclined to trust external 

representations [12] than the internally focused LoC, which can explain the gain in 

performance when interacting. 

This difference between representation results could be interpreted by the different 

generalised expectancies for the different situations, as defined by Rotter [23]. The 

generalised expectancy is linked to previous experience, prior behaviour and responses 

association. In the case of the experiments in this thesis, the 3D representation was closer 

to reality, and the user would relate better to the world represented and exploration 

behaviour needed. This would point to a closer match in the generalised expectancy than 

with the 2D representation. Hence, explaining the results that VTI helped the participants 

in the 3D representation understand the problem better.  

The self-efficacy measure had a significant compounding effect with VTI, whereby 

participants with below mean SE measures increased their 2D score by 18.7% and the 3D 

score by 16.5%. SE and LoC are significantly correlated r = .43, p < .01 (see Table 4.9). 

Hence some of the LoC effects translate into these results. In the LoC results the 2D score 

was not affected, although there was a near significant increase (p = 0.053, r = –.43) 

which had a moderate effect. SE can be thus considered as a complementary measure to 

the LoC. SE, measures the expectancy of performance [127]. In this case, a possible 

interpretation for a significant score in 2D is that participants had overall a higher 

expectancy of success in the 2D task, this could be confirmed by the pre-test 

questionnaire results where, 92.9% had previous experience in 2D gaming. For the 

participants with above mean SE measures this tendency elevated the 2D score for both 

interaction treatment groups (Mdn = 70.15) for the NIG and (Mdn = 72.73) for the IG. 

Where as the participants with below mean SE measures, the expectancy of success was 

lower and had lower performance scores, (Mdn = 60.85) for the NIG. In contrast in the IG, 

the participants with below mean measure of SE retained their high expectancy having 
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median performance score (Mdn = 72.22) close to the participants with above mean SE 

measures. This suggests that VTI facilitated the understanding of the problem set for the 

participants with below mean measures, bringing their median score close to the 

participants with above mean measures, under the same conditions. A similar argument 

would apply to the 3D score for the participants with below mean SE measures, with 

regards to VTI compounding effects. Nevertheless, the results were not significant, 

although borderline (p = 0.049, r = –.48) with a moderate size effect. This would suggest 

that the conjoint VTI effects with the participants with below mean SE measures could be 

questioned. However, when taking into consideration the correlation of SE with LoC and 

the prior experience in 3D game of 52.4%, the significant compounding effect of the 

externally focused LoC with VTI, could indicate that SE actually has little, to no 

compounding effect with the 3D score and the majority of the effects are attributable to 

LoC. 

Regarding the self-acceptance results, VTI had a different compounding effect for the 2D 

and 3D scores. VTI for the participants with below mean SA measures increased the 2D 

score by 16.7%. In contrast VTI for the participants with above mean SA measures 

increased the 3D score by 14.7%. SA and SE are strongly correlated r = .62, p < .001, and 

the SA measure, differentiates itself from SE, by considering aspects of resiliency to stress 

and acceptance of frustration, as part of life. In the case of the 2D representation, as 

discussed earlier the overall expectancy of success based on previous experience is high. 

As with the SE measure, the participants with below mean SA measures had a relatively 

lower expectancy of success in relation to the participants with above mean SA measures, 

demonstrated by their median performance scores (Mdn = 60.47) for the NIG and  

(Mdn = 70.59) for the IG. Thus, VTI provided the enabling support to gathering insights 

about the problem set, bringing the 2D score closer to the overall median 2D score (Mdn 

= 70.78). As for the 3D performance score, a possible lower expectancy of success, 

extrapolated from the low level of prior experience and the 3D representation higher 

score in the NASA-TLX mental workload, could be interpreted as the 3D representation 

experiment having a higher stress level. Thus, as seen in the psychometric review in 

section 3.1.1, leadership assessments using this scale [83] relate high performance, with 

high levels of SA. Therefore the results indicate that high levels of SA measures have 

compounding effects with VTI increasing the 3D performance score. 
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Table 7.3 provides the statistical description for the different visual representation by 

interactivity treatment. 

2D 3D 

N M SD Mdn N M SD Mdn 

Non-Interactive-Group 21 66.14 11.46 65.00 21 60.10 8.80 59.38 

Interactive-Group 21 74.07 5.81 72.73 21 67.88 7.81 68.42 

All 42 70.10 9.83 70.78 42 63.99 9.11 66.09 

N: Number of participants, M: Mean, SD: Standard deviation 

Table 7.3 – 2D and 3D Scores Statistical Description by Interaction Treatment 

Learning style 

Visual preference had a significant compound effect with VTI, whereby participants with 

above mean visual preference increased their 2D score by 13.1% and their 3D score by 

16.1%. These results are expected, as the activity in the experiment is primarily visual, 

hence the participants with above mean visual preferences, out-perform the participants 

with below mean visual preferences. Nevertheless, both interaction treatments were 

equally visual by design, and the interaction was isolated to understand the effects of VTI. 

In the case of VTI, the interaction occurs with the views, by transforming the viewpoint, 

and other visual elements, hence it is understandable that the performance would be 

enhanced by VTI conjointly with higher levels of visual (non-verbal) preference. Yet, it is 

surprising that the effects are not more noticeable as the effect size is only moderate. 

Comparatively, the participants with above mean visual preferences, had a median score 

of (Mdn = 72.60) for 2D and (Mdn = 68.71) for 3D, which are not the highest of the VARK 

set of participants’ above mean individual preferences, the kinaesthetic preference has a 

higher median performance score for both the 2D and 3D representation. More research 

adding aspects of spatial ability [128, 129] may be required to get a fuller picture of the 

visual channel preference. 

Regarding the aural preference results, VTI had a different compounding effect for the 2D 

and 3D scores. The participants with below mean aural preference in the interactivity 

group increased the 2D score by 18.7%. In contrast the participants with above mean 

aural preference increased the 3D score by 15.2%. These results are very surprising, as 

the aural preference is generally associated with auditory input, verbal collaboration and 
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think out-loud type of behaviours and responses [27], which the participants did not 

perform. Another observation is that in this sample there are a disproportionally high 

number of multimodal participants 83.3%, 35 participants out of 42, of which 94.3%, (33 

participants out of the 35) have an aural plus other sensory mode(s). In the context of the 

2D representation, the audio output of the game was independent from the VTI as all the 

sounds were omnipresent in the view. The increase in the 2D score for the below mean 

aural participant, could be due to an increased reliance on other modal preferences 

which interacted in a more complex compound way with VTI. These multimodal effects 

require a very large sample to investigate thoroughly, as in Fleming’s research [117], 

where the sample was N = 62094. Further these multimodal differences in performance 

are consistent with research by Ramirez [130]. For the 3D representation, the game audio 

is directly related to VTI in surround sound effects, which make the sound part of the 

interaction. Hence, in the same multimodal rationale the participants with above mean 

aural preference leveraged their auditory preference with other sensory modes to benefit 

from VTI in the way that increased their performance as the results showed. 

With regards to the read-write preference, the results indicated that VTI had a 

compounding effect with the participants with above mean read-write preferences. They 

performed significantly better with in the VTI group with a median 3D score 32% better 

than the NIG with a statistically large effect. On the other hand, there were no compound 

effects with VTI for the 2D score. These are interesting results; the non-interactive 

participants with above mean read-write preference had the lowest median score  

(Mdn = 51.06) of all VARK aptitude-by-treatment categorisation sub-groups, with a 

median score 16.3% below the overall non-interactive 3D median score (see Table 7.3). 

For these participants the preference is the verbal process, in the dual coding approach 

[22]. As the experiments were designed as non-verbal, and visually coded, it would 

explain this lack of performance for the participants with high levels of read-write 

preference. Nevertheless, even when the preference is highly verbal, VTI enables the 

participants with above mean read-write preference to raise their median 3D score  

(Mdn = 67.39) closer to the overall median score for the NIG (Mdn = 68.42). 

Lastly for the kinaesthetic preference, VTI had a significantly large size compounding 

effect, whereby; the participants with above mean kinaesthetic preference, increased 

their 3D score by 14.3% and had no compounding effects on the 2D representation. 
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Fleming define the kinaesthetic preference as a “perceptual preference related to the use 

of experience and practice (simulated or real)” [27; p.1]. VTI with the 3D representation 

falls under this description more so than the 2D representation. Hence, an increase in the 

3D scores for the participants with above mean kinaesthetic preferences was perfectly 

explained by the VARK preference model in this instance, also concurring with recent 

research in VR using the same learning style instrument. 
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7.3 Summary 

These results provide tangible proof of the benefits of VMI in terms of insight generation 

and improved accuracy in analytical tasks. They also provide that interaction facilitated 

the lower mental effort procedural tasks. In terms of individual differences the results 

also showed significant compounding and predictive effects, in particular with the VARK 

learning style model, where the division of the visual channel into visual and read-write 

offered good predictability value and opposite in compounding effects. On the other hand 

when looking at the individual differences interaction effects with mental efforts in the 

context of VMI, the results showed self-efficacy was the key predictor of success in terms 

of performance for the lower mental effort procedural tasks in the context of VMI.  

The VTI results strengthened the observation that interaction with the problem-set using 

view transformation improves the understanding and number of insights gleaned into the 

problem. Further, the results allow a postulation that 2D representation of the problem 

set is more effective than 3D representation. The results also showed that individual 

differences alone had no compounding effects with VTI. The individual differences 

compounding effects with VTI existed in conjunction with the type of visual 

representation. The results showed that for the 2D representation, SE and SA 

psychometric measures, as well as visual and aural learning preferences had predictive 

values. Whereas for the 3D representation, LoC had the strongest predictive value for the 

psychometric measures and the full VARK set of individual uni-modal learning preferences 

had a predictive value on the insight generation performance. 

These findings contribute to justify the measurement and use of psychometric and 

learning preferences constructs as performance prediction measures for visual analytics. 

Further, these results contribute to the advancement of the human characterisation that 

can be used to profile and select high performing visual analysts, by adding the individual 

differences measures studied in this thesis to the profiling mix. 
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Chapter 8. Conclusions 

This chapter provides a summary and conclusion to the main research findings. It also 

outlines the key contributions to the field of visual analytics and suggests future research 

that would further the knowledge into the interactivity benefits. 
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8.1 Conclusion 

The aims of the research were to understand the effects of interaction and the compound 

effects individual differences have in generating insights and gather insights using 

information visualisations.  

The first set of research question investigated the VMI aspects in generating insights. The 

results showed that VMI had a significant impact in the generation of insights moreover it 

assisted the generation of more accurate insights. In terms of mental effort, VMI 

facilitated the generation of insights requiring a lower mental effort. Furthermore, VMI 

interaction effects with individual differences were investigated and SE was the only 

psychometric measure that was found to have a compounding effect. Participants with an 

above mean SE measure tended to generate more lower mental effort insights when 

using VMI, whilst the top end (half a SD above the sample mean) decreased their 

accuracy. 

Regarding the VARK learning preferences sensory model. VMI and the Visual preferences 

had a conjoint effect increasing the accuracy of insights as a function of the higher levels 

of the visual preference. At the same time the read-write preference had a compounded 

trend with VMI decreasing the accurate number of lower mental effort insights, as the 

Read-write profile measure increased. These results reinforced the separation of the 

visual channel into verbal (R) and non-verbal (V) modes instigated by Paivio [22]. Further, 

the results for the kinaesthetic preference in this research highlight the importance of the 

multimodal aspects, as the kinaesthetic profile measure results are not fully explained by 

the VARK model. 

The second part of the research investigated the VTI in the context of gathering insights 

from a problem-solving data-set. The results showed that VTI had a significant impact in 

the performance of users in gleaning an understanding into the problem set. Further, the 

results showed that the 2D representation lends itself to higher performance gains when 

using VTI than 3D. Furthermore, VTI interaction effects with individual differences were 

investigated, showing that that all individual differences had some compound effects with 

VTI.  
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For the psychometric measures, the results show that external LoC persons increased 

their 3D scores with VTI. Participants with below mean SE measures increased both their 

2D and 3D scores. Additionally, self-acceptance compounded with VTI in a different 

manner for 2D and 3D, whereby, the participants with below mean SA measures, 

performed better in the 2D representation and the participants with above mean SA 

measures, had higher 3D scores. These psychometric results shows the factorial 

interaction between these historically performance-related measures.  

The VARK profiles also had diverse compounding effects with VTI. The visual preference 

interacted with VTI increasing the 2D and 3D scores of the participants with above mean 

visual preference. The aural preference and VTI had different associated effects, where 

the 2D score was higher for the participants with below means aural preferences and the 

3D score increased for the participants with above mean aural preferences. The read-

write preference and kinaesthetic preferences compounded with VTI in increasing the 3D 

score alone for the participants with above mean measures, for both preferences. The 

interpretation and analysis of the results call for more in-depth research into the effects 

of multimodality in the interaction between VTI and VARK profiles. 
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8.2 Contributions 

This thesis addresses the challenges posed by the visual analytics field with regards to 

advancing the ‘science of interaction’ [5, 8]. The contributions to the visual analytics field 

are addressed via the objectives of this research. They are the evaluation of the benefits 

of interaction in terms of insight generation, as well as gaining an understanding of the 

compounding effects the performance-related psychometric measures and learning styles 

studied have with interaction. 

This research investigated the benefits of visual mapping interaction, studying the effects 

that visual structure interaction have in a data analysis task. Additionally, this 

investigation looked at the benefits of view transformation interaction, examining in a 

problem-solving game environment the effect of view changes in gathering meaningful 

understanding of the problem set. These studies used an insight-based evaluation 

approach, where insights are defined as units of discovery, knowledge gained from the 

use of the interaction in terms of data or relationships in the data. When investigating the 

compounding effects of individual differences, this thesis presents the usefulness of the 

ATI methodology to provide individual differences group comparison for insight-based 

experiments. 

1. Visual mapping interaction effects 

With regards to the visual mapping interaction this thesis contributes by affirming  that 

interaction increases insight generation, increasing the mean by 60%. Additionally, this 

research shows that interaction improved the accuracy of insights generated, by a mean 

improvement close to 60%. Further, it proposes that interaction facilitates the generation 

of insights requiring a lower mental effort, where the increase was 55% when compared 

to an equivalent non-interactive task. 
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2. Compound effects of visual mapping interaction with performance-related 

psychometric measures (LoC, SE, and SA) and the VARK model of learning styles 

This research contributes, by identifying compounding effects between interaction and 

Self-efficacy, where SE facilitates the generation of low mental effort insights. Whereby, 

for the participants with above mean SE measures, interaction decreased their mental 

effort yield, defined as the difference between high and low mental efforts, by over 65%. 

Other contributions are that no significant effect were attributable to LoC or self-

acceptance measures. 

With regards to the VARK model of learning styles, this investigation contributes by 

demonstrating an overall accuracy trend related to compounding effects with the visual 

preference, increasing the accuracy of insights proportionally with the increase in the 

visual score. For above mean visual users, the increase in their accuracy yield (difference 

between accurate and inaccurate insights) was close to 200%. Additionally, interaction 

has a negative correlating trend related to the read-write preferences, effectively 

dropping by 100% the number of accurate insights requiring a lower mental effort 

procedural tasks between the users with low and high levels of read-write preference. 

3. View transformation interaction effects in the context of 2D and 3D visual 

representations 

With regards to the view transformation interaction, this thesis confirms that in the 

context of a ‘serious games’ a problem-solving interactive exploration increases the 

number of accurate insights gathered by 15%, reduces the inaccurate insights by 20%, 

and improves the performance score
2
 by 13%. 

When looking at the visual representation in isolation, the results show that interaction in 

a 2D representation provides 15% more accurate insights than watching a video 

walkthrough of the problem set, reduces by 40% the number on unidentified (unnoticed, 

‘missed’) insights and improves the overall has performance score by 12%. Equally, 

interaction in a 3D representation increased the performance score by 15%, whilst having 

no significant effects on the accuracy or identification of insights. 
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When comparing the performance scores of interaction in 2D versus a 3D representation, 

interaction in a 2D representation outperformed 3D by 6% overall and specifically by 8% 

in the number of accurate insight whilst reducing by 20 % the inaccurate insights. 

4. Compound effects of view transformation interaction with performance-related 

psychometric measures (LoC, SE, and SA) and the VARK model of learning styles, 

in the context of 2D and 3D visual representations 

The results of this thesis show that view transformation interaction has a conjoint effect 

with all the performance-related psychometric measures studied namely Locus of 

Control, Self-Efficacy, Self-Acceptance and the VARK single sensory modes. Low self-

efficacy individuals benefited from the view transformation interaction by improving their 

performance score by 19% and 16.5% within 2D and 3D respectively. The external locus of 

control individuals benefited from interaction within a 3D representation only improving 

their performance score by 15%. Whereas, the low self-acceptance users increased their 

performance by 17% in using the 2D and the high self-acceptance user improved their 

performance by 15% using the 3D. Regarding the VARK learning preferences single 

sensory modes. For users with high levels of visual learning preference, interaction 

increased their performance score by 13% and 16% within 2D and 3D respectively. For the 

participants with high levels of read-write learning preference, interaction had a very 

large compensating effect on the 3D representation by increasing their score by 32%. 

Finally the participants with high kinaesthetic learning preference, benefited from 

interaction by increasing their performance score using 3D by 14%. 
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5. Key contribution 

The key contribution of this thesis is the tangible proof of the benefits of both the Visual 

Mapping and View Transformation Interaction in visual analytics. Results obtained 

strengthens the view held by the visual analytics community that interaction with the 

problem-set, improves the understanding and amount of insights gleaned into the 

problem. Further, this thesis indicates that within the context of this study a 

representation of the problem set using a game-based simulation, is more effective in 2D 

than 3D. Finally, these findings contribute to justify the measurement and use of 

performance-related psychometric such as Locus of Control self-efficacy and self-

acceptance in addition to the VARK learning preferences constructs as performance 

predictors for visual analytics. Further, the results of this investigation, provides profiling 

and selecting measures, that can be used to identify high performing visual analysts. 
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8.3 Future Research 

Further research into the benefits of interaction and the compounding effects of 

individual differences is still required. The aims of this future research should highlight the 

interactivity benefits into finer detail, as well as provide confirmatory research to the 

present thesis. Additionally, investigating the effects of the different visual mappings have 

would be greatly beneficial. 

Future work should be an insight-based evaluation investigating visual mapping 

interaction in more depth. Using the same categorisation of insight into low and high 

mental effort for the dependent variable. As for the independent variable, sub-dividing 

the interaction variable into sub-categories of interaction using an interaction taxonomy 

such as [62]. Defining the interaction techniques into the following categories. 

• Select- mark something as interesting 

• Explore- show me something else 

• Reconfigure- show me a different arrangement 

• Encode- show me a different representation 

• Abstract/Elaborate- show me more or less detail 

• Filter- show me something conditionally 

• Connect- show me related items. 

Future research should consider using a large participant pool using a crowd sourced 

based experiment as in [12], using a platform such as Amazon’s Mechanical Turk. This 

would enable analysis of the full VARK preference spectrum of 23 profiles as described in 

Table 4.3. This would enable the exploration of the full multimodal aspects of learning 

style profiling. Additionally, building on the approach taken in [68], the Myers–Briggs 

Type Indicator (MBTI) could be added, as this would complement the learning style [87] 

as a valid and reliable additional measure. 

In terms of design, the experiment settings should be constructed using the interaction 

taxonomy mentioned above. The type of interaction could also be considered i.e. data 

transformation, visual mapping or view transformation according to Card et al. [2] 

framework.  Thus, each experiment treatment should isolate an interactivity category 
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component and use a single technique of each type required. For example, the category 

Select, works as a preceding operation to another type of interaction. Therefore a 

possible experiment setting could be a scatter plot in which user can only selects one or 

more data point of interest (a cluster for example), and rotate the view. Addition for the 

same interactive setting provides different visual mapping options. These kind of 

experimental settings would enable researchers to identify, and catalogue the 

performance in each interaction and visual mapping category mix according to a learning 

style and personality profile mix. Additionally, they would permit the comparison of the 

different interaction and visual mapping categories between each other on the basis of 

the number of insights generated and the mental efforts required. 

The key challenges faced by these studies is the recruitment of a large enough participant 

sample for a statistically powerful experiment. An option with the crowd sourced 

experiment is to run the experiments over a long period of time, perhaps several months, 

similarly to the VARK website [131]. This permitting the accumulation of a sufficiently 

large sample. Using a crowd sourcing approach has a few challenges also. In particular it is 

impossible to control the participants environment compared to a laboratory controlled 

experiment. While this limitation should be considered, the study can be designed to 

minimise the effects by considering the diversity of computing environments in the design 

and defining the tasks in such a way that it is not possible to use Internet resources to 

solve them. Ziemkiewicz et al. [12] outline that although there is still some reticence in 

using crowd sourcing methods in the HCI and visualisation communities, it is gradually 

becoming more accepted as a user study platform This is thanks to improvements in tools 

such as Amazon’s Mechanical Turk which addresses the perceived limitations such as, the 

possibility of vote flooding and the lack of incentive for completion. 

Other challenges include the development of the tools for the experiment.  The isolation 

of the interactive features is a prerequisite in this design; therefore the interactive 

visualisation would need to be a web-based bespoke application. A possible avenue 

would be to develop a mobile application that would run the experiment and upload the 

data online, capturing the insights via voice recordings. Additionally, with the recent trend 

in ‘gamification’ of scientific experiments [132], and its increasing acceptance as a 

motivational tool [133], this method would be a very promising avenue to explore to 

access a large pool of participants from which to collect data.  
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Appendix 1 Consent Form 

 

 

 
 
 

Insert Name of Research Proposal 
 
 

INFORMED CONSENT FORM  
(to be completed after Participant Information Sheet has been read) 

 
 

The purpose and details of this study have been explained to me.  I 
understand that this study is designed to further scientific knowledge and that 
all procedures have been approved by the Loughborough University Ethical 
Advisory Committee. 
 
I have read and understood the information sheet and this consent form. 
 
I have had an opportunity to ask questions about my participation. 
 
I understand that I am under no obligation to take part in the study. 
 
I understand that I have the right to withdraw from this study at any stage for 
any reason, and that I will not be required to explain my reasons for 
withdrawing. 
 
I understand that all the information I provide will be treated in strict 
confidence and will be kept anonymous and confidential to the researchers 
unless (under the statutory obligations of the agencies which the researchers 
are working with), it is judged that confidentiality will have to be breached for 
the safety of the participant or others.  
 
 
I agree to participate in this study. 
 
 
 
                    Your name 
 
 
 
              Your signature 
 
 
 
Signature of investigator 
 
 
 
                               Date 
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Appendix 2 Participant Information Sheet 

 

 

Updated Jan 2011 
 

 

 

Understanding the Value of interaction in insight and Knowledge Generation 

Participant Information Sheet 

Professor Roy S. Kalawsky,  r.s.kalawsky@lboro.ac.uk  01509 635678 

Petri Vitiello,     p.f.vitiello@lboro.ac.uk  01509 635673 
Loughborough University 
Leicestershire, UK 
LE11 3TU 

What is the purpose of the study? 

The objective of these experiments is to understand the value of interaction in terms of cognition in 
particular insight and knowledge building. 

Who is doing this research and why? 

This study is part of a PhD student research project supported by Loughborough University and 
EPSRC which aims to understand and quantify the value of interaction in the process on insight & 
knowledge generation in the visual analytics domain. 

Once I take part, can I change my mind? 

Yes!  After you have read this information and asked any questions you may have we will ask you 
to complete an Informed Consent Form, however if at any time, before, during or after the 
sessions you wish to withdraw from the study please just contact the main investigator.  You can 
withdraw at any time, for any reason and you will not be asked to explain your reasons for 
withdrawing. 

How long will it take? 

The experiment is estimated to take approximately 90 minutes with a 10 min break in the middle. 
This includes the expected time to complete the different task and questionnaires. 

What will I be asked to do? 

There are 3 main experiments; one involves a 3D video first person puzzle game, then a 2D video 
puzzle game and finally a data visualisation analysis. At the end of each experiment there will be a 
short questionnaires. 

Will my taking part in this study be kept confidential? 

The information you provide will be held and used in accordance with the Data Protection Act 
1998. All information that is collected about you during the course of the research will be kept 
strictly confidential and stored securely at Loughborough University. An ID number will identify you 
and any information about you will have your name and address removed so that you cannot be 
recognised from it. All video and data recordings will be destroyed six years after the completion of 
this investigation. 

I have some more questions who should I contact? 

Petri Vitiello,   p.f.vitiello@lboro.ac.uk 01509 635673 

What if I am not happy with how the research was conducted? 

The University has a policy relating to Research Misconduct and Whistle Blowing which is 
available online at http://www.lboro.ac.uk/admin/committees/ethical/Whistleblowing(2).htm.   
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Appendix 3 Count Down Sheet 
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This table describes some of the insights gained about the data set regarding condos & houses in terms of quantity and ranges, location (North, Mid, South features & clusters), size ranges in square feet (sqft), number of bedrooms & bathrooms, 
temporal patterns (yearly, monthly, weekly, day of the week), price and price per square foot ($/sqft). 
 
Please analyse the tutorial data set and investigate the findings in the table below where the intersection signifies that the insight refers to the 2 key aspects of the data, although it can contain additional aspects as well.  
For examples: 

• Grid location – Quantity – Ranges / South: in the south there is 85 properties sold out of 277 which is less than ~30% 
• Grid location – North/ Price/Sq Foot: in the north there is no property above $120/sqft 

 

 Quantity - Ranges North Mid South Size square feet Beds Temporal patterns Price Price/Sq Foot 

Quantity - Ranges 

Total of 277 Properties sold 

 

 

65 sales 

only 1 condo 

127 sales 

has more than ½ the condos 

of the dataset. 

 

85 Sales Range is 640-4,494  
The majority (273 out of 277) 
are less than 2,350 sqf 

The total range 0-5 bedrooms 
The majority in the dataset 
(270 out of 277) ranges 2-4 
bedrooms 
There is 5, 0 bedroom 
houses 
3 bedroom houses are the 
most popular (total 190) 

Total Weekly Median sale is 
14 and the regional median is 
4 
January ahs the highest 
proportion of 2 bedroom 
sales. 

Price range $2,500 – 
$495,000 per property 

Range  $1-$533 per sqf 
271 are less than $120 / sqf 

 

 

North 

Ratio of 2:1 sales 

Median sq. feet is 370 sqft 

lager than mid. 

South has 20 more sales of 

which 6 are condos 

Median value 1,576 

Max value 4,248 

Min Value 862 

Range 2-4 In April  only 1 sale (week 15) Wednesday sales have the 
highest Median Price 
$129,500 
North has the highest median 
price $97,000 about double of 
the other regions. 

No property above 
$120/sqf 

 

  

Mid 

The proportion of House/ 

condos is the same despite 

the different sales quantity. 

 

Median value 1,200 

Max value 2,216 

Min Value 604 

Only region with 5 bedroom 
house 

Thursdays has the highest 
sales by number in themed 
region (33) 

April has the lowest monthly 
average sales figure 
$113,300 a third of the other 
months. 

Outlier of $533/sqf property 
Excluding the outlier the 
properties above $120/sqf 
are clustered  s on the south 
east 

 

   

South 

Median value 1,216 

Max value 4,494 

Min Value 648 

All the 0 bedroom houses are 
in the south. 

Weekly Median sale is 4 The south has the 2nd most 
expensive house in the 
dataset $455,500. 

More than $120/sqf are only 
in the south 
The most expensive house is 
inline with the market with 
$101 / sqft 

 

    

Size square feet 

0 bedroom houses are 
relatively large Median sqft 
1,450 

The largest house was sold in 
march 

Over 90% of properties are 
less than $150k and range 
from 604-2254 sqf 

The largest house in the 
dataset in $101/sqft 

 

     

Beds 

3 bedroom March and Feb 
are 

The 5 bedroom house is 
$64,000 

3 bedroom range form $1-
$222 / sqf 

 

      

Temporal patterns 

Most expensive house was 
sold in January. 

For the $50/sqft bin ($40-
50/sqft) Wednesday is not as 
popular (3 sales) compared 
to a 10 sales median value 
overall. 

 

       

Price 

The most expensive houses 
diverge completely on $/sqft 
The 1st $495k is $533/sqft 
whereby the 2nd at 455.5k is 
only $101/sqft. 
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What can you say about condos, houses and townhouses on the Island of Mercer in terms of quantity and ranges, location (North, Mid, South features & clusters), size ranges in square feet (sqft), number of bedrooms & bathrooms, temporal 
patterns (yearly, monthly, weekly, day of the week), price and price per square foot ($/sqft). 
 
Please capture your findings in the corresponding grid location in the table below where the intersection signifies that the insight refers to the 2 key aspects of the data, although it can contain additional aspects as well.  
For examples: 

• Grid location – Quantity – Ranges / South: in the south there is 74 properties sold out of 750 which is less than 10%. 
• Grid location - North/Beds: 5 bedrooms in the north are more than $100k 

 

 Quantity - Ranges North Mid South Size square feet Beds Baths Temporal patterns Price Price/Sq Foot 

Quantity - Ranges 

          

 

 

North 

        

 

  

Mid 

       

 

   

South 

      

 

    

Size square feet 

     

 

     

Beds 

    

 

     

 Baths 

   

 

       

Temporal patterns 

  

 

        

Price 
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Appendix 6 Pre-Study Questionnaire 

 

 

9/ 24/ 12 Pre�Study Quest ionnaire

1/ 2https:/ / docs.google.com/ spreadsheet / viewform?formkey= dF8zcWliSUl6ZmxUSTdzN3VzYUdzWkE…

Pre-Study Questionnaire
* Required

Name: *

Email address: *

Gender *

 Male

 Female

Age *

Your age in numbers (e.g. 23)

University Department *

Aeronautical and Automotive Engineering

if other, please specify

Status *

 Undergraduate

 Postgraduate

 Staff

 Other

3D first person gaming experience *

First-person shooter video game (e.g. Call of Duty, Quake)

 None

 Some

 A lot

Non-3D Gaming experience *

2D video game (e.g. Simcity, Tetris, Solitaire)

 None

 Some

 A lot



Appendix 7 Locus of Control

 Section of Pre-

9/ 24/ 12

Pre-Stud
* Required

Locus of  Con tro
Describe yourself as you 

honestly see yourself, in 

same age. So that you ca

absolute confidence. Ind

1. Very Inaccurate,

2. Moderately Inaccurate

3. Neither Accurate Nor In

4. Moderately Accurate, o

5. Very Accurate as a desc

Locus of Control 

-Study Questionnaire 

Pre-��Study Quest ionnaire

dy Questionnaire

ol  - Que s tion n aire
 generally are now, not as you wish to be in the future. Describe yourself as

 relation to other people you know of the same sex as you are, and roughly

an describe yourself in an honest manner, your responses will be kept in 

dicate for each statement whether it is:

e,

naccurate,

or 

cription of you.

Appendices 

187 

 

 

s you 

y your 



Appendices 

 188 

Appendix 8 VARK Section of PreVARK Section of Pre-Study Questionnaire 
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Appendix 9 Self-Efficacy and Self

 Section of Pre-Study Questionnaire

9/ 24/ 12 Pre-��S

Pre-Study Que
* Required

Se l f -Eff icacy  / In s ight - Qu
Describe yourself as you generally are now

honestly see yourself, in relation to other p

same age. So that you can describe yourse

absolute confidence. Indicate for each stat

1. Very Inaccurate,

2. Moderately Inaccurate,

3. Neither Accurate Nor Inaccurate,

4. Moderately Accurate, or 

5. Very Accurate as a description of you.

Efficacy and Self-Acceptance 

Study Questionnaire 

��Study Quest ionnaire

estionnaire

ue stion n a ire
w, not as you wish to be in the future. Describe yourself as you 

people you know of the same sex as you are, and roughly your 

elf in an honest manner, your responses will be kept in 

tement whether it is:
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Appendix 10 VARK Scoring 

 

 

 4 

 
Please fill in these boxes to record your profile of preferences. 
 a) b) c) d) 
Total for the questionnaire        

 
 

    

 V A R K 
  
 
You will need the total of your four scores. The total of my four scores is:  

 
 

 
SCORING 
Because you could choose more than one answer for each question, the scoring is not a simple matter of counting. It is like four 
stepping-stones across water. Enter your scores from highest to lowest on the stones below, with their V, A, R, and K labels.   
 

 
 
 
Your stepping distance comes from this table. 
 

The total of my four VARK scores is - My stepping distance is 
14-21 1 
22-27 2 
28-32 3 

More than 32 4 
 
 
Follow these steps to establish your preferences. 
Step One Your first preference is always your highest score so tick (check) that first stone as one of your preferences.  
 

Step Two Now subtract your second highest score from your highest  score.  If that figure is larger than your stepping distance 
go to the paragraph on the next page titled,  What is the strength of my single preference?  If not, tick this stone as a 
second preference and continue with Step Three below. 

 
Step Three Subtract your third highest score from your second highest. If that figure is larger than your stepping distance go to 

the paragraph titled Bi-modal Preferences.  If not, tick this stone as a third preference and continue with Step Four 
below. 

 
Step Four Lastly, subtract your fourth highest score from your third highest.  If that number is larger than your stepping 

distance go to the paragraph headed; Tri-Modal Preferences. Otherwise, tick your fourth stone as another preference 
and read the paragraph titled, All Four are Preferences! 

 
Bi-modal Preferences 
If you checked two preferences you are bi-modal. You are also part of the large group who are multi-modal – that has more than 
one preference. Your preferences will be one of the combinations below. 
 

VA VR VK AR AK RK 
 
An example: 

Marcelo Total score = 16 

Stepping Distance = 1 

3 

V 

3 

A 

5 

R 

5 

K 

 
Marcelo has a bi-modal preference for Read/write and Kinesthetic. Now go to the paragraph titled, What is Normal? 
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5  

Tri-Modal Preferences 
If you checked three preferences you are tri-modal. You are also part of the larger group who are multi-modal – that has more than 
one preference. Your preferences will be one of the combinations below. 
 

VAR VAK VRK ARK 
An example: 
 

Adam Total scores = 22 

Stepping Distance = 2 

8 

V 

7 

A 

1 

R 

6 

K 

 
Adam is multimodal with three preferences (V, A and K).  His strongest choice (V) is little different from his others (A and K). 
Now go to the paragraph titled, What is Normal? 
 
All Four are Preferences! 
You have checked all four modes (V, A, R and K).  They are of similar importance among your preferences for information input 
and output. You are part of the large group who are multimodal – that has more than one preference. Now go to the paragraph 
titled, What is Normal? 
 
WHAT IS THE STRENGTH OF MY SINGLE PREFERENCE? 
This paragraph is for those who have a single preference.  Those who have a single preference have their highest score standing 
out above the others. How much it stands out decides whether it is a Mild, Strong or Very Strong single preference and the answer 
depends partly on the total number of responses that you used in the questionnaire.  If you have chosen 14 to 21 options in the 
questionnaire, a score for your highest preference that is six or more ahead of any other score would indicate a very strong 
preference.  A difference of only two points between your top two scores would indicate a mild preference.  If you have chosen 33 
or more responses to the 16 questions a very strong preference would need to be at least nine (9) ahead of your next highest 
preference. The table below identifies the strength of your single preference. 
 

Total number of 
responses? 

The difference between my highest score and my next highest score? 
Ties =0 

Up to 21 6+ 4 or 5 2 or 3 0 or  1 
22-27 7+ 5 or 6 3 or 4 Less than 3 
28-32 8+ 6 or 7 4 or 5 Less than 4 

33+ 9+ 7 or 8 5 or 6 Less than 5 
 Very Strong 

Preference 

Strong  

Preference 

Mild 

Preference 

Multimodal. 

No single 

preference  

     
The strength of my single 
preference is - (check one) 

Mild  Strong  Very strong 

  
Two Examples 
 

Laura Total number of responses = 17 
Stepping Distance =1 

10 
V 

3 
A 

2 
R 

2 
K 

 
Laura’s total number of responses (17) can be read in the row of the table above headed “Up to 21” and the difference between her 
highest score (V=10) and her next highest (A=3) is 7.  So she has a Very Strong Visual preference (V).  
 

Vicki Total number of responses = 27 
Stepping Distance =2 

5 
V 

4 
A 

6 
R 

12 
K 

 
Vicki has a Strong Kinesthetic (K) preference because her total score fits the line“22-27” in the table and the difference between 
her two highest scores is 6.   
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Appendix 11 NASA-TLX 

 

9/ 24/ 12 NASA -�� TLX Workload

1/ 2https:/ / docs.google.com/ spreadsheet/ viewform?formkey= dGRHV3Brd2tMM2YybEplZEtBYlg3VEE6…

Mercer Island Analysis

Interact ively.
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9/ 24/ 12 NASA -�� TLX Workload

2/ 2https:/ / docs.google.com/ spreadsheet/ viewform?formkey= dGRHV3Brd2tMM2YybEplZEtBYlg3VEE6…

Submit



Appendix 12 VTI –

Post Experiment Questionnaire

9/ 24/ 12

Played the game.

– 2D Representation  

Post Experiment Questionnaire 

Portal 2D -�� Quest ionnaire
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Appendix 13 VTI – 3D Representation  

Post Experiment Questionnaire 

 

9/ 24/ 12 Portal 3D -�� Quest ionnaire

Played the game.
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Appendix 14 VMI Statistical Description and Results Tables 

  

N M SD 

Total insights Non-Interactive-Group 21 7.81 4.18 

 

Interactive-Group 21 12.43 7.00 

 

Total 42 10.12 6.16 

Total accurate insights Non-Interactive-Group 21 6.26 3.66 

 

Interactive-Group 21 9.88 6.44 

 

Total 42 8.07 5.47 

Total inaccurate insights Non-Interactive-Group 21 1.55 1.72 

 

Interactive-Group 21 2.55 2.69 

 

Total 42 2.05 2.28 

Total inferential Insights Non-Interactive-Group 14 3.57 1.60 

 

Interactive-Group 16 4.75 3.09 

 

Total 30 4.20 2.54 

Total procedural Insights Non-Interactive-Group 20 5.70 3.36 

 

Interactive-Group 21 8.81 5.74 

 

Total 41 7.29 4.93 

Total accurate inferential insights Non-Interactive-Group 14 3.18 1.61 

 

Interactive-Group 16 3.94 2.59 

 

Total 30 3.58 2.19 

Total inaccurate inferential insights Non-Interactive-Group 14 0.39 0.74 

 

Interactive-Group 16 0.81 1.11 

 

Total 30 0.62 0.96 

Total accurate procedural insights Non-Interactive-Group 20 4.35 3.09 

 

Interactive-Group 21 6.88 5.59 

 

Total 41 5.65 4.67 

Total inaccurate procedural insights Non-Interactive-Group 20 1.35 1.77 

 

Interactive-Group 21 1.93 1.91 

 

Total 41 1.65 1.84 

N: Number of participants, M: Mean, SD: Standard deviation 

Table VMI.1 – Number of Insights Statistical Description 
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N F p 

Total insights ‡ 42 6.31 0.016* 

Total accurate insights 42 5.02 0.031* 

Total inaccurate insights 42 2.07 0.159  

Total inferential Insights 30 1.65 0.210 

Total procedural Insights 41 4.42 0.042* 

Total accurate inferential insights 30 0.89 0.353 

Total inaccurate inferential insights 30 1.44 0.240 

Total accurate procedural insights 41 3.17 0.083 

Total inaccurate procedural insights 41 1.01 0.321 

‡: Transformed variable, *p < .05, ** p < .01 

N: Number of participants, F: F ratio, p: p-value 

Table VMI.2 – Omnibus Oneway  ANOVA Results  

– Number of Insights, Accuracy and Mental Effort 
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Overall Score NIG IG All 

N M SD N M SD N M SD 

ATI-C (LoC)       

Below Mean 11 78.49 23.31 9 77.69 22.62 20 78.13 22.40 

Above Mean 10 82.88 11.14 12 73.32 27.54 22 77.67 21.78 

ATI-C (SE)       

Below Mean 12 73.20 19.84 11 77.43 16.19 23 75.22 17.90 

Above Mean 9 90.42 9.98 10 72.73 33.00 19 81.11 25.90 

ATI-C (SA)       

Below Mean 11 73.49 20.78 8 78.09 17.20 19 75.43 18.98 

Above Mean 10 88.38 11.41 13 73.41 29.38 23 79.92 24.12 

ATI-C (V)       

Below Mean 13 79.80 17.93 9 69.81 31.31 22 75.71 24.13 

Above Mean 8 81.85 19.91 12 79.24 19.62 20 80.28 19.25 

ATI-C (A)       

Below Mean 8 79.33 21.84 9 87.15 14.28 17 83.47 18.08 

Above Mean 13 81.35 16.57 12 66.23 28.05 25 74.09 23.61 

ATI-C (R)       

Below Mean 14 75.16 18.67 10 83.10 17.89 24 78.46 18.39 

Above Mean 7 91.43 12.15 11 68.01 29.09 18 77.12 26.23 

ATI-C (K)       

Below Mean 8 71.75 24.50 9 85.90 15.29 17 79.24 20.80 

Above Mean 13 86.02 10.96 12 67.16 28.38 25 76.97 22.84 

Overall 21 80.58 18.24 21 75.20 25.04 42 77.89 21.80 

N: Number of participants, M: Mean, SD: Standard deviation 

NIG: Non-interactive group, IG: interactive group, LoC: Locus of control, SE: Self-efficacy, 

SA: Self-acceptance, V: Visual, A: Aural, R: Read-write, K: Kinaesthetic 

Table VMI.3 – Overall Score Statistical Description by ATI-C and Interactivity Group 
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Overall Score ‡ 

N F p 

Interactivity Group 42 1.315 0.260 

Interactivity Group * ATI-C (LoC) 42 0.49 0.490 

Interactivity Group * ATI-C (SE) 42 0.33 0.573 

Interactivity Group * ATI-C (SA) 42 0.17 0.680 

Interactivity Group * ATI-C (V) 42 0.00 0.999 

Interactivity Group * ATI-C (A) 42 0.99 0.328 

Interactivity Group * ATI-C (R) 42 5.73 0.023* 

Interactivity Group * ATI-C (K) 42 0.00 0.999 

*p < .05, ** p < .01 

‡: Transformed variable, N: Number of participants, F: F ratio, p: p-value 

NIG: Non-interactive group, IG: interactive group, LoC: Locus of control, SE: Self-efficacy, 

SA: Self-acceptance, V: Visual, A: Aural, R: Read-write, K: Kinaesthetic 

Table VMI.4 – Factorial ANOVA Results for the Overall score 
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Overall 

Mental Effort 

yield 

NIG IG All 

N M SD N M SD N M SD 

ATI-C (LoC)       

Below Mean 11 -2.00 4.34 9 -3.89 4.65 20 -2.85 4.46 

Above Mean 10 -4.20 3.55 12 -6.17 7.36 22 -5.27 5.90 

ATI-C (SE) 

    

  

  

Below Mean 12 -1.67 4.19 11 -2.55 2.94 23 -2.09 3.59 

Above Mean 9 -4.89 3.18 10 -8.10 7.80 19 -6.58 6.13 

ATI-C (SA) 

    

  

  

Below Mean 11 -2.00 4.22 8 -4.25 3.92 19 -2.95 4.14 

Above Mean 10 -4.20 3.71 13 -5.77 7.51 23 -5.09 6.08 

ATI-C (V) 

    

  

  

Below Mean 13 -3.46 3.36 9 -3.44 3.13 22 -3.45 3.19 

Above Mean 8 -2.38 5.15 12 -6.50 7.80 20 -4.85 7.02 

ATI-C (A) 

    

  

  

Below Mean 8 -2.13 3.76 9 -4.44 4.56 17 -3.35 4.24 

Above Mean 13 -3.62 4.25 12 -5.75 7.51 25 -4.64 6.01 

ATI-C (R) 

    

  

  

Below Mean 14 -3.00 4.40 10 -7.60 7.72 24 -4.92 6.30 

Above Mean 7 -3.14 3.53 11 -3.00 3.85 18 -3.06 3.62 

ATI-C (K) 

    

  

  

Below Mean 8 -1.88 4.09 9 -4.78 5.38 17 -3.41 4.90 

Above Mean 13 -3.77 4.00 12 -5.50 7.14 25 -4.60 5.67 

Overall 21 -3.05 4.04 21 -5.19 6.31 42 -4.12 5.34 

N: Number of participants, M: Mean, SD: Standard deviation 

NIG: Non-interactive group, IG: interactive group, LoC: Locus of control, SE: Self-efficacy, SA: Self-

acceptance, V: Visual, A: Aural, R: Read-write, K: Kinaesthetic 

Table VMI.5 – Overall Mental Effort Yield Statistical Description  

by ATI-C and Interactivity Group 
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Overall 

Accuracy Yield 
NIG IG All 

N M SD N M SD N M SD 

ATI-C (LoC)       

Below Mean 11 4.00 4.52 9 6.56 6.39 20 5.15 5.44 

Above Mean 10 5.50 3.14 12 7.92 7.56 22 6.82 5.97 

ATI-C (SE) 

Below Mean 12 2.83 2.72 11 6.64 5.45 23 4.65 4.58 

Above Mean 9 7.22 3.93 10 8.10 8.54 19 7.68 6.60 

ATI-C (SA) 

Below Mean 11 2.73 2.83 8 8.13 6.22 19 5.00 5.20 

Above Mean 10 6.90 3.84 13 6.85 7.56 23 6.87 6.10 

ATI-C (V) 

Below Mean 13 5.54 4.25 9 4.00 4.00 22 4.91 4.13 

Above Mean 8 3.38 3.02 12 9.83 7.76 20 7.25 6.98 

ATI-C (A) 

Below Mean 8 4.00 3.59 9 7.33 4.00 17 5.76 4.07 

Above Mean 13 5.15 4.16 12 7.33 8.72 25 6.20 6.69 

ATI-C (R) 

Below Mean 14 3.93 3.71 10 9.20 7.13 24 6.13 5.89 

Above Mean 7 6.29 4.07 11 5.64 6.64 18 5.89 5.65 

ATI-C (K) 

Below Mean 8 3.38 4.50 9 9.11 6.90 17 6.41 6.43 

Above Mean 13 5.54 3.41 12 6.00 6.97 25 5.76 5.30 

Overall 21 4.71 3.90 21 7.33 6.95 42 6.02 5.72 

N: Number of participants, M: Mean, SD: Standard deviation 

NIG: Non-interactive group, IG: interactive group, LoC: Locus of control, SE: Self-efficacy,  

SA: Self-acceptance, V: Visual, A: Aural, R: Read-write, K: Kinaesthetic 

Table VMI.6 – Overall Accuracy Yield Statistical Description 

by ATI-C and Interactivity Group 
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Overall Accuracy Yield 
Overall Mental  

Effort Yield 

N F p F p 

Group 42 2.20 0.147 1.63 0.211 

Group * ATI-C (LoC) 42 0.13 0.879 0.22 0.801 

Group * ATI-C (SE) 42 0.53 0.595 3.69 0.035* 

Group * ATI-C (SA) 42 0.49 0.619 0.76 0.475 

Group * ATI-C (V) 42 4.61 0.017* 0.72 0.496 

Group * ATI-C (A) 42 0.43 0.658 0.38 0.686 

Group * ATI-C (R) 42 0.49 0.616 2.15 0.133 

Group * ATI-C (K) 42 1.92 0.164 0.58 0.564 

*p < .05, ** p < .01 

N: Number of participants, F: F ratio, p: p-value 

NIG: Non-interactive group, IG: interactive group, LoC: Locus of control, SE: Self-efficacy,  

SA: Self-acceptance, V: Visual, A: Aural, R: Read-write, K: Kinaesthetic 

Table VMI.7 – Factorial ANOVA Results for the Overall Accuracy and Mental Effort Yield  

 

 



 

 

 

 

2
1

5

NIG IG 

All 

Inferential Procedural All Inferential Procedural All 

N M SD N M SD N M SD N M SD N M SD N M SD N M SD 

ATI-C (LoC)                      

Below Mean 9 0.37 0.24 10 0.30 0.60 11 0.33 0.46 7 0.46 0.48 9 0.57 0.65 9 0.52 0.57 20 0.42 0.51 

Above Mean 6 0.42 0.38 10 0.55 0.48 10 0.50 0.44 9 0.47 0.24 12 0.73 0.88 12 0.62 0.68 22 0.57 0.58 

ATI-C (SE) 

Below Mean 9 0.44 0.29 11 0.10 0.41 12 0.25 0.39 9 0.55 0.42 11 0.52 0.42 11 0.53 0.41 23 0.39 0.42 

Above Mean 6 0.33 0.31 9 0.82 0.42 9 0.62 0.45 7 0.35 0.21 10 0.81 1.04 10 0.62 0.83 19 0.62 0.67 

ATI-C (SA) 

Below Mean 8 0.38 0.26 10 0.14 0.40 11 0.25 0.36 6 0.61 0.41 8 0.70 0.60 8 0.66 0.51 19 0.43 0.47 

Above Mean 7 0.41 0.35 10 0.71 0.54 10 0.58 0.48 10 0.38 0.30 13 0.63 0.89 13 0.52 0.69 23 0.55 0.61 

All 15 0.39 0.29 20 0.42 0.55 21 0.41 0.45 16 0.47 0.35 21 0.66 0.77 21 0.57 0.63 42 0.49 0.55 

LoC: Locus of control, SE: Self-efficacy, SA: Self-acceptance, N: Number of participants, M: Mean, SD: Standard deviation 

Table VMI.8 – Transformed Accuracy Yield Statistical Description by Mental Effort, Interactivity Group and Psychometric Measures ATI-C 



 

 

2
1

6

NIG IG 

All 

Inferential Procedural All Inferential Procedural All 

N M SD N M SD N M SD N M SD N M SD N M SD N M SD 

ATI-C (V) 

Below Mean 10 0.33 0.32 13 0.55 0.54 13 0.45 0.46 7 0.35 0.24 9 0.32 0.51 9 0.33 0.40 22 0.40 0.44 

Above Mean 5 0.51 0.21 7 0.19 0.52 8 0.33 0.43 9 0.55 0.41 12 0.92 0.85 12 0.76 0.71 20 0.60 0.65 

ATI-C (A) 

Below Mean 5 0.18 0.28 7 0.53 0.52 8 0.39 0.46 7 0.47 0.31 9 0.69 0.53 9 0.60 0.45 17 0.51 0.46 

Above Mean 10 0.50 0.25 13 0.36 0.57 13 0.42 0.46 9 0.46 0.40 12 0.63 0.94 12 0.56 0.75 25 0.49 0.61 

ATI-C (R) 

Below Mean 10 0.37 0.36 13 0.32 0.55 14 0.34 0.47 7 0.52 0.22 10 0.89 0.89 10 0.73 0.71 24 0.51 0.60 

Above Mean 5 0.43 0.06 7 0.61 0.53 7 0.54 0.40 9 0.42 0.43 11 0.45 0.62 11 0.44 0.53 18 0.48 0.48 

ATI-C (K) 

Below Mean 6 0.49 0.38 8 0.11 0.52 8 0.27 0.49 7 0.57 0.35 9 0.83 0.71 9 0.72 0.58 17 0.51 0.58 

Above Mean 9 0.33 0.21 12 0.64 0.47 13 0.50 0.40 9 0.38 0.35 12 0.53 0.83 12 0.47 0.66 25 0.49 0.54 

All 15 0.39 0.29 20 0.42 0.55 21 0.41 0.45 16 0.47 0.35 21 0.66 0.77 21 0.57 0.63 42 0.49 0.55 

V: Visual, A: Aural, R: Read-write, K: Kinaesthetic, N: Number of participants, M: Mean, SD: Standard deviation 

Table VMI.9 – Transformed Accuracy Yield Statistical Description by Mental Effort, Interactivity Group and Learning Profiles ATI-C 
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Accuracy Yield ‡ 

 N F p 

Group 36 1.39 0.244 

Group * ATI-C (LoC) 36 0.03 0.859 

Group * ATI-C (SE) 36 0.06 0.806 

Group * ATI-C (SA) 36 0.28 0.602 

Group * ATI-C (V) 36 5.83 0.019* 

Group * ATI-C (A) 36 0.02 0.882 

Group * ATI-C (R) 36 1.05 0.310 

Group * ATI-C (K) 36 2.79 0.101 

Effort * ATI-C (LoC) 36 0.01 0.939 

Effort * ATI-C (SE) 36 5.23 0.026* 

Effort * ATI-C (SA) 36 1.12 0.295 

Effort * ATI-C (V) 36 0.09 0.767 

Effort * ATI-C (A) 36 0.43 0.516 

Effort * ATI-C (R) 36 0.19 0.662 

Effort * ATI-C (K) 36 1.26 0.268 

Effort * Group 36 0.73 0.397 

Group * Effort * ATI-C (LoC) 36 0.00 0.947 

Group * Effort * ATI-C (SE) 36 1.33 0.253 

Group * Effort * ATI-C (SA) 36 0.54 0.464 

Group * Effort * ATI-C (V) 36 3.43 0.070 

Group * Effort * ATI-C (A) 36 0.88 0.351 

Group * Effort * ATI-C (R) 36 0.17 0.678 

Group * Effort * ATI-C (K) 36 2.72 0.105 

*p < .05, ** p < .01 

‡: Variable transformed, N: Number of participants, F: F ratio, p: p-value 

NIG: Non-interactive group, IG: interactive group,  

LoC: Locus of control, SE: Self-efficacy, SA: Self-acceptance,  
V: Visual, A: Aural, R: Read-write, K: Kinaesthetic 

Table VMI.10 – Univariate Factorial ANOVA Results for the Accuracy Yield 
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 N MR C  p 

NIG  42 44.43 0.53 0.465 

IG  42 40.57 

      

Accurate NIG 21 22.45 0.26 0.613 

IG 21 20.55 

Inaccurate NIG 21 23.21 0.85 0.357 

IG 21 19.79 

*p < .05, ** p < .01 

NIG: Non-interactive group, IG: Interactive group, N: Number of participants, MR: Mean rank, 
OP: chi square, p: p-value 

Table VMI.11 – Kruskal-Wallis Test Results for the Mental Effort Yield by Interactivity 

Treatment and by Accuracy and Interactivity Group as the Between Group Factor 
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  Accurate Inaccurate All 

 N M SD Mdn M SD Mdn N M SD Mdn 

Non-Interactive-Group 

LoC (Low) 7 -0.86 4.53 -1.50 -1.29 2.80 0.00 14 -1.07 3.63 -0.50 

LoC (Mid) 7 -3.07 3.36 -1.50 -0.50 1.73 0.00 14 -1.79 2.89 -1.25 

LoC (High) 7 -2.14 3.76 -3.00 -1.29 1.38 -2.00 14 -1.71 2.76 -2.00 

SE (Low) 8 0.50 3.75 0.50 -1.75 2.59 -1.00 16 -0.63 3.32 -1.00 

SE (Mid) 7 -2.00 0.96 -1.50 -1.14 1.49 -1.50 14 -1.57 1.28 -1.50 

SE (High) 6 -5.42 3.72 -6.00 0.08 1.20 0.00 12 -2.67 3.90 -1.00 

SA (Low) 8 -0.31 2.14 -1.25 -1.44 2.68 -1.00 16 -0.88 2.41 -1.00 

SA (Mid) 6 -3.08 4.27 -3.00 -1.08 1.43 -1.00 12 -2.08 3.21 -2.00 

SA (High) 7 -3.07 4.69 -3.00 -0.50 1.61 0.00 14 -1.79 3.63 -1.00 

All 21 -2.02 3.83 -1.50 -1.02 1.99 -1.00 42 -1.52 3.06 -1.00 

Interactive-Group 

LoC (Low) 5 -2.00 3.81 -3.00 -0.60 1.14 -1.00 10 -1.30 2.75 -1.00 

LoC (Mid) 9 -3.61 5.53 -1.00 -1.61 1.83 -1.00 18 -2.61 4.13 -1.00 

LoC (High) 7 -5.57 8.18 -3.00 -1.43 1.10 -1.00 14 -3.50 6.00 -2.00 

SE (Low) 4 -2.00 2.94 -1.50 -1.25 0.96 -1.50 8 -1.63 2.07 -1.50 

SE (Mid) 8 -2.56 4.62 -2.00 -0.81 1.13 -0.75 16 -1.69 3.38 -1.00 

SE (High) 9 -5.89 7.92 -3.00 -1.78 1.84 -1.00 18 -3.83 5.97 -1.50 

SA (Low) 5 -4.20 5.22 -4.00 -1.40 0.89 -2.00 10 -2.80 3.82 -2.00 

SA (Mid) 10 -3.90 7.32 -1.50 -1.20 1.21 -1.00 20 -2.55 5.29 -1.00 

SA (High) 6 -3.58 5.48 -2.50 -1.42 2.29 -0.75 12 -2.50 4.16 -1.00 

All 21 -3.88 6.09 -2.00 -1.31 1.46 -1.00 42 -2.60 4.57 -1.00 

Overall 

LoC (Low) 12 -1.33 4.10 -1.75 -1.00 2.21 -0.50 24 -1.17 3.23 -1.00 

LoC (Mid) 16 -3.38 4.57 -1.25 -1.13 1.82 -1.00 32 -2.25 3.61 -1.00 

LoC (High) 14 -3.86 6.37 -3.00 -1.36 1.20 -1.50 28 -2.61 4.67 -2.00 

SE (Low) 12 -0.33 3.58 -1.00 -1.58 2.14 -1.00 24 -0.96 2.96 -1.00 

SE (Mid) 15 -2.30 3.34 -1.50 -0.97 1.27 -1.00 30 -1.63 2.58 -1.50 

SE (High) 15 -5.70 6.39 -4.00 -1.03 1.83 -1.00 30 -3.37 5.19 -1.00 

SA (Low) 13 -1.81 3.95 -1.50 -1.42 2.11 -1.00 26 -1.62 3.11 -1.25 

SA (Mid) 16 -3.59 6.20 -2.50 -1.16 1.25 -1.00 32 -2.38 4.57 -1.50 

SA (High) 13 -3.31 4.86 -3.00 -0.92 1.92 -0.50 26 -2.12 3.82 -1.00 

All 42 -2.95 5.11 -1.75 -1.17 1.73 -1.00 84 -2.06 3.90 -1.00 

LoC: Locus of control, SE: Self-efficacy, SA: Self-acceptance 

N: Number of participants, M: Mean, SD: Standard deviation, Mdn: Median 

Table VMI.12 – Mental Effort Yield Statistical Description  

by Accuracy, Interactivity Group and Psychometric Measures Scales 



Appendices 

220 

Accurate Inaccurate All 

N M SD Mdn M SD Mdn N M SD Mdn 

Non-Interactive-Group 

V (Low) 6 -0.75 2.96 -1.25 -1.08 1.63 -1.50 12 -0.92 2.28 -1.25 

V (Mid) 9 -2.72 4.81 -2.00 -0.17 1.15 0.00 18 -1.44 3.64 -1.00 

V (High) 6 -2.25 3.16 -1.25 -2.25 2.82 -1.50 12 -2.25 2.86 -1.25 

A (Low) 8 -2.31 3.87 -1.25 0.19 1.22 0.25 16 -1.06 3.06 -1.00 

A (Mid) 7 -1.86 5.05 -3.00 -1.00 1.29 0.00 14 -1.43 3.57 -1.50 

A (High) 6 -1.83 2.62 -1.50 -2.67 2.48 -1.75 12 -2.25 2.47 -1.50 

R (Low) 7 -0.50 3.67 -1.50 -2.36 2.51 -2.00 14 -1.43 3.17 -1.50 

R (Mid) 9 -3.33 4.26 -3.00 -0.11 1.34 0.00 18 -1.72 3.49 -1.00 

R (High) 5 -1.80 2.95 -1.00 -0.80 1.30 0.00 10 -1.30 2.21 -1.00 

K (Low) 7 -0.71 2.61 -1.50 -2.00 2.84 -2.00 14 -1.36 2.71 -1.50 

K (Mid) 7 -0.93 4.25 -1.00 -0.21 0.99 0.00 14 -0.57 2.99 0.00 

K (High) 7 -4.43 3.72 -3.00 -0.86 1.49 -1.00 14 -2.64 3.30 -1.50 

All 21 -2.02 3.83 -1.50 -1.02 1.99 -1.00 42 -1.52 3.06 -1.00 

Interactive-Group 

V (Low) 5 -1.10 2.70 0.00 -1.50 1.22 -2.00 10 -1.30 1.99 -1.25 

V (Mid) 7 -2.14 1.95 -2.00 -1.43 2.30 -1.00 14 -1.79 2.08 -1.50 

V (High) 9 -6.78 8.33 -4.00 -1.11 0.74 -1.00 18 -3.94 6.43 -1.00 

A (Low) 6 -4.83 5.46 -4.00 -0.83 0.75 -1.00 12 -2.83 4.26 -1.50 

A (Mid) 10 -3.25 7.10 -0.75 -1.75 1.83 -1.50 20 -2.50 5.11 -1.00 

A (High) 5 -4.00 5.70 -2.00 -1.00 1.22 -1.00 10 -2.50 4.20 -1.50 

R (Low) 5 -6.30 6.22 -3.00 -1.50 2.55 -0.50 10 -3.90 5.15 -1.50 

R (Mid) 8 -4.44 7.67 -2.00 -1.44 1.35 -2.00 16 -2.94 5.54 -2.00 

R (High) 8 -1.81 3.96 -1.50 -1.06 0.68 -1.00 16 -1.44 2.77 -1.00 

K (Low) 7 -5.21 5.69 -4.00 -0.50 0.76 0.00 14 -2.86 4.60 -1.00 

K (Mid) 8 -2.13 3.27 -1.00 -2.25 1.67 -2.00 16 -2.19 2.51 -2.00 

K (High) 6 -4.67 9.30 -1.50 -1.00 1.22 -1.00 12 -2.83 6.61 -1.00 

All 21 -3.88 6.09 -2.00 -1.31 1.46 -1.00 42 -2.60 4.57 -1.00 

V: Visual, A: Aural, R: Read-write, K: Kinaesthetic 

N: Number of participants, M: Mean, SD: Standard deviation, Mdn: Median 

Table VMI.13 – Mental Effort Yield Statistical Description 

by Accuracy, Interactivity Group and Learning Profile Scales 
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Accurate Inaccurate All 

N M SD Mdn M SD Mdn N M SD Mdn 

Overall 

V (Low) 11 -0.91 2.71 -1.00 -1.27 1.40 -2.00 22 -1.09 2.11 -1.25 

V (Mid) 16 -2.47 3.73 -2.00 -0.72 1.80 0.00 32 -1.59 3.02 -1.00 

V (High) 15 -4.97 6.96 -3.00 -1.57 1.87 -1.00 30 -3.27 5.30 -1.00 

A (Low) 14 -3.39 4.60 -3.00 -0.25 1.14 0.00 28 -1.82 3.66 -1.00 

A (Mid) 17 -2.68 6.20 -1.00 -1.44 1.63 -1.00 34 -2.06 4.51 -1.00 

A (High) 11 -2.82 4.21 -1.50 -1.91 2.11 -1.50 22 -2.36 3.28 -1.50 

R (Low) 12 -2.92 5.51 -1.75 -2.00 2.45 -1.25 24 -2.46 4.20 -1.50 

R (Mid) 17 -3.85 5.93 -3.00 -0.74 1.47 -1.00 34 -2.29 4.54 -1.25 

R (High) 13 -1.81 3.47 -1.00 -0.96 0.92 -1.00 26 -1.38 2.53 -1.00 

K (Low) 14 -2.96 4.85 -1.75 -1.25 2.15 -0.75 28 -2.11 3.78 -1.25 

K (Mid) 15 -1.57 3.67 -1.00 -1.30 1.71 -1.00 30 -1.43 2.82 -1.00 

K (High) 13 -4.54 6.56 -2.00 -0.92 1.32 -1.00 26 -2.73 4.99 -1.25 

All 42 -2.95 5.11 -1.75 -1.17 1.73 -1.00 84 -2.06 3.90 -1.00 

V: Visual, A: Aural, R: Read-write, K: Kinaesthetic 

N: Number of participants, M: Mean, SD: Standard deviation, Mdn: Median 

Table VMI.13 (Cont.) – Mental Effort yield Statistical Description 

by Accuracy, Interactivity Group and Learning Profile Scales 
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Accuracy Scale Group N MR C  p 

Accurate V (Low) NIG 6 6 0.00 1.000 

IG 5 6 

V (Mid) NIG 9 8.11 0.14 0.709 

IG 7 9 

V (High) NIG 6 9.17 0.68 0.409 

IG 9 7.22 

       

Inaccurate V (Low) NIG 6 6.33 0.14 0.707 

IG 5 5.6 

V (Mid) NIG 9 9.78 1.54 0.215 

IG 7 6.86 

V (High) NIG 6 7.33 0.24 0.625 

IG 9 8.44 

       

Accurate A (Low) NIG 8 8.63 1.37 0.241 

IG 6 6 

A (Mid) NIG 7 8.57 0.09 0.769 

IG 10 9.3 

A (High) NIG 6 6.33 0.14 0.713 

IG 5 5.6 

       

Inaccurate A (Low) NIG 8 9.13 2.96 0.085 

IG 6 5.33 

A (Mid) NIG 7 10.5 1.11 0.291 

IG 10 7.95 

A (High) NIG 6 5 1.28 0.258 

IG 5 7.2 

*p < .05, ** p < .01 

NIG: Non-interactive group, IG: interactive group, V: Visual, A: Aural, R: Read-write, K: Kinaesthetic, 
N: Number of participants, MR: Mean rank, OP: chi square, p: p-value 

Table VMI.14 (Part 1) – Kruskal-Wallis Test Results for the Mental Effort Yield  

by Accuracy Factor, Learning Preference, 

 and Interactivity Treatment as the Between Group Factor 
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Accuracy Scale Group N MR C  p 

Accurate R (Low) NIG 7 7.93 2.66 0.103 

IG 5 4.5 

R (Mid) NIG 9 8.5 0.19 0.663 

IG 8 9.56 

R (High) NIG 5 7 0.00 1.000 

IG 8 7 

       

Inaccurate R (Low) NIG 7 5.5 1.31 0.253 

IG 5 7.9 

R (Mid) NIG 9 11.17 3.67 0.055 

IG 8 6.56 

R (High) NIG 5 8.3 0.99 0.320 

IG 8 6.19 

       

Accurate K (Low) NIG 7 9.36 2.80 0.094 

IG 7 5.64 

K (Mid) NIG 7 8.64 0.27 0.601 

IG 8 7.44 

K (High) NIG 7 6.21 0.63 0.429 

IG 6 7.92 

       

Inaccurate K (Low) NIG 7 6.07 1.73 0.189 

IG 7 8.93 

K (Mid) NIG 7 11.14 6.77 0.009** 

IG 8 5.25 

K (High) NIG 7 7.21 0.05 0.829 

IG 6 6.75 

*p < .05, ** p < .01 

NIG: Non-interactive group, IG: interactive group, V: Visual, A: Aural, R: Read-write, K: Kinaesthetic, 
N: Number of participants, MR: Mean rank, OP: chi square, p: p-value 

Table VMI.14 (Part 2) – Kruskal-Wallis Test Results for the Mental Effort Yield  

by Accuracy Factor, Learning Preference,  

and Interactivity Treatment as the Between Group Factor 
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Group Scale Accuracy N MR C  p 

NIG V (Low) Accurate 6 6.33 0.03 0.871 

Inaccurate 6 6.67   

V (Mid) Accurate 9 7.5 2.55 0.111 

Inaccurate 9 11.5   

V (High) Accurate 6 6.5 0.00 1.000 

Inaccurate 6 6.5   

       

IG V (Low) Accurate 5 5.9 0.18 0.673 

Inaccurate 5 5.1   

V (Mid) Accurate 7 6.5 0.84 0.361 

Inaccurate 7 8.5   

V (High) Accurate 9 7.78 1.92 0.166 

Inaccurate 9 11.22   

       

NIG A (Low) Accurate 8 6.25 3.64 0.056 

Inaccurate 8 10.75   

A (Mid) Accurate 7 6.57 0.71 0.398 

Inaccurate 7 8.43   

A (High) Accurate 6 6.92 0.17 0.684 

Inaccurate 6 6.08   

       

IG A (Low) Accurate 6 4.5 3.81 0.051 

Inaccurate 6 8.5   

A (Mid) Accurate 10 11.15 0.25 0.620 

Inaccurate 10 9.85   

A (High) Accurate 5 4.6 0.93 0.335 

Inaccurate 5 6.4   

*p < .05, ** p < .01 

NIG: Non-interactive group, IG: interactive group, V: Visual, A: Aural, R: Read-write, K: Kinaesthetic,  
N: Number of participants, MR: Mean rank, OP: chi square, p: p-value 

Table VMI.15 (Part 1) – Kruskal-Wallis Test Results for the Mental Effort Yield  

by Accuracy Factor, Learning Preference,  

and Interactivity Treatment as the Between Group Factor 
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   N MR C  p 

NIG R (Low) Accurate 7 8.64 1.07 0.302 

Inaccurate 7 6.36   

R (Mid) Accurate 9 6.78 4.73 0.030* 

Inaccurate 9 12.22   

R (High) Accurate 5 4.7 0.74 0.390 

Inaccurate 5 6.3   

       

IG R (Low) Inaccurate 5 3.9 2.83 0.093 

Accurate 5 7.1   

R (Mid) Inaccurate 8 7.81 0.34 0.560 

Accurate 8 9.19   

R (High) Inaccurate 8 8.06 0.14 0.708 

 Accurate 8 8.94   

       

NIG K (Low) Accurate 7 8.07 0.27 0.605 

Inaccurate 7 6.93   

K (Mid) Accurate 7 7.21 0.07 0.797 

Inaccurate 7 7.79   

K (High) Accurate 7 5.43 3.49 0.062 

Inaccurate 7 9.57   

       

IG K (Low) Inaccurate 7 5.21 4.29 0.038* 

Accurate 7 9.79   

K (Mid) Inaccurate 8 9.25 0.41 0.523 

Accurate 8 7.75   

K (High) Inaccurate 6 6 0.24 0.627 

Accurate 6 7   

*p < .05, ** p < .01 

NIG: Non-interactive group, IG: interactive group, V: Visual, A: Aural, R: Read-write, K: Kinaesthetic, 
N: Number of participants, MR: Mean rank, OP: chi square, p: p-value 

Table VMI.15 (Part 2) – Kruskal-Wallis Test Results for the Mental Effort Yield  

by Accuracy Factor, Learning Preference,  

and Interactivity Treatment as the Between Group Factor 
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N MR C  p 

LoC (Low) NIG 14 13.14 0.28 0.596 

IG 10 11.60 

LoC (Mid) NIG 14 17.00 0.07 0.788 

IG 18 16.11 

LoC (High) NIG 14 14.86 0.05 0.817 

IG 14 14.14 

      

SE (Low) NIG 16 13.34 0.70 0.404 

IG 8 10.81 

SE (Mid) NIG 14 14.46 0.37 0.543 

IG 16 16.41 

SE (High) NIG 12 16.75 0.41 0.522 

IG 18 14.67 

      

SA (Low) NIG 16 15.13 1.92 0.166 

IG 10 10.90 

SA (Mid) NIG 12 15.92 0.08 0.784 

IG 20 16.85 

SA (High) NIG 14 13.71 0.02 0.876 

IG 12 13.25 

*p < .05, ** p < .01 

NIG: Non-interactive group, IG: interactive group, LoC: Locus of control, SE: Self-efficacy,  

SA: Self-acceptance, N: Number of participants, MR: Mean rank, OP: chi square, p: p-value 

Table VMI.16 – Kruskal-Wallis Test Results for the Mental Effort Yield 

by Psychometric Measure and Interactivity Group as the Between Group Factor  
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Scale Group N MR C  p 

V (Low) NIG 12 11.67 0.02 0.894 

IG 10 11.30 

V (Mid) NIG 18 17.69 0.68 0.410 

IG 14 14.96 

V (High) NIG 12 15.96 0.06 0.814 

IG 18 15.19 

      

A (Low) NIG 16 16.31 1.85 0.174 

IG 12 12.08 

A (Mid) NIG 14 17.79 0.02 0.888 

IG 20 17.30 

A (High) NIG 12 10.92 0.22 0.639 

IG 10 12.20 

      

R (Low) NIG 14 13.04 0.20 0.659 

IG 10 11.75 

R (Mid) NIG 18 18.72 0.58 0.445 

IG 16 16.13 

R (High) NIG 10 14.15 0.12 0.727 

IG 16 13.09 

      

K (Low) NIG 14 14.57 0.00 0.963 

IG 14 14.43 

K (Mid) NIG 14 18.50 3.11 0.078 

IG 16 12.88 

K (High) NIG 14 12.64 0.39 0.534 

IG 12 14.50 

*p < .05, ** p < .01 

NIG: Non-interactive group, IG: interactive group, V: Visual, A: Aural, R: Read-write, K: 

Kinaesthetic, N: Number of participants, MR: Mean rank, OP: chi square, p: p-value 

Table VMI.17 – Kruskal-Wallis Test Results for the Mental Effort Yield 

by Learning Preference and Interactivity Group as the Between Group Factor 
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Accuracy Scale Group N MR C  p 

Accurate LoC (Low) NIG 7 7.00 0.33 0.568 

IG 5 5.80 

LoC (Mid) NIG 7 7.64 0.41 0.522 

IG 9 9.17 

LoC (High) NIG 7 8.00 0.20 0.653 

IG 7 7.00 

Inaccurate LoC (Low) NIG 7 6.64 0.03 0.866 

IG 5 6.30 

LoC (Mid) NIG 7 9.93 1.16 0.282 

IG 9 7.39 

LoC (High) NIG 7 7.64 0.02 0.897 

IG 7 7.36 

Accurate SE (Low) NIG 8 7.31 1.23 0.267 

IG 4 4.88 

SE (Mid) NIG 7 7.93 0.00 0.953 

IG 8 8.06 

SE (High) NIG 6 7.25 0.28 0.595 

IG 9 8.50 

Inaccurate SE (Low) NIG 8 6.63 0.03 0.862 

IG 4 6.25 

SE (Mid) NIG 7 7.36 0.28 0.594 

IG 8 8.56 

SE (High) NIG 6 11.25 5.48 0.019* 

IG 9 5.83 

Accurate SA (Low) NIG 8 8.00 1.39 0.238 

IG 5 5.4 

SA (Mid) NIG 6 7.75 0.24 0.623 

IG 10 8.95 

SA (High) NIG 7 6.79 0.05 0.830 

IG 6 7.25 

Inaccurate SA (Low) NIG 8 7.69 0.68 0.409 

IG 5 5.90 

SA (Mid) NIG 6 8.92 0.08 0.783 

IG 10 8.25 

SA (High) NIG 7 7.71 0.53 0.466 

IG 6 6.17 

*p < .05, ** p < .01 

NIG: Non-interactive group, IG: interactive group, LoC: Locus of control, SE: Self-efficacy,  

SA: Self-acceptance, N: Number of participants, MR: Mean rank, OP: chi square, p: p-value 

Table VMI.18 – Kruskal-Wallis Test results for the Mental Effort Yield  

by Accuracy Factor,Psychometric Measure,  

and Interactivity Treatment as the Between Group Factor 
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Group Scale Accuracy N MR C  p 

NIG LoC (Low) Accurate 7 7.43 0.00 0.949 

  Inaccurate 7 7.57   

 LoC (Mid) Accurate 7 6.00 1.84 0.175 

  Inaccurate 7 9.00   

 LoC (High) Accurate 7 6.43 0.95 0.331 

  Inaccurate 7 8.57   

IG LoC (Low) Accurate 5 4.40 1.35 0.245 

  Inaccurate 5 6.60   

 LoC (Mid) Accurate 9 9.44 0.00 0.964 

  Inaccurate 9 9.56   

 LoC (High) Accurate 7 6.36 1.05 0.305 

  Inaccurate 7 8.64   

NIG SE (Low) Accurate 8 9.81 1.23 0.268 

  Inaccurate 8 7.19   

 SE (Mid) Accurate 7 6.50 0.84 0.361 

  Inaccurate 7 8.50   

 SE (High) Accurate 6 3.83 6.71 0.010** 

  Inaccurate 6 9.17   

IG SE (Low) Accurate 4 4.38 0.02 0.882 

  Inaccurate 4 4.63   

 SE (Mid) Accurate 8 7.25 1.12 0.290 

  Inaccurate 8 9.75   

 SE (High) Accurate 9 8.50 0.64 0.423 

  Inaccurate 9 10.5   

NIG SA (Low) Accurate 8 8.63 0.01 0.915 

  Inaccurate 8 8.38   

 SA (Mid) Accurate 6 5.17 1.68 0.195 

  Inaccurate 6 7.83   

 SA (High) Accurate 7 5.79 2.39 0.122 

  Inaccurate 7 9.21   

IG SA (Low) Accurate 5 4.90 0.41 0.525 

  Inaccurate 5 6.10   

 SA (Mid) Accurate 10 9.55 0.53 0.468 

  Inaccurate 10 11.45   

 SA (High) Accurate 6 5.83 0.42 0.518 

  Inaccurate 6 7.17   

*p < .05, ** p < .01 

NIG: Non-interactive group, IG: interactive group, LoC: Locus of control, SE: Self-efficacy,  

SA: Self-acceptance, N: Number of participants, MR: Mean rank, OP: chi square, p: p-value 

Table VMI.19 – Kruskal-Wallis Test Results for the Mental Effort Yield by Interactivity 

Treatment, Psychometric Measure, and Accuracy as the Between Group Factor 
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Appendix 15 VTI Statistical Description and Results Tables 

Non- Interactive Interactive All 

N M SD N M SD N M SD 

Accurate 21 53.47 10.35 21 61.59 8.66 42 57.53 10.28 

Inaccurate 21 31.11 7.70 21 24.97 5.97 42 28.04 7.48 

Unidentified  21 15.42 9.67 21 13.44 10.39 42 14.43 9.97 

N: Number of participants, M: Mean, SD: Standard deviation 

Table VTI.20 – Overall Percentage of (Accurate, Inaccurate and Unidentified) Insights 

Statistical Description by Interactivity Treatment 
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NIG IG All 

Accurate Inaccurate Unidentified Accurate Inaccurate Unidentified Accurate Inaccurate Unidentified 

N M SD M SD M SD N M SD M SD M SD N M SD M SD M SD 

ATI-C (LoC)                      

Below M 11 51.29 10 31.79 10.64 16.92 11.43 9 57.33 11.3 23.13 5.31 19.54 12.95 20 54.01 10.9 27.9 9.6 18.1 12.05 

Above M 10 55.83 12.14 30.82 9.8 13.36 10.98 12 64.39 9.09 26.55 8.61 9.06 8.27 22 60.5 11.31 28.49 9.31 11.02 9.72 

ATI-C (SE)                      

Below M 12 50.91 10.55 31.87 9.74 17.22 11.06 11 61.17 10.36 25.04 7.5 13.79 13.09 23 55.81 11.57 28.61 9.31 15.58 12.06 

Above M 9 56.84 11.35 30.6 10.88 12.56 11.2 10 61.58 11.07 25.13 7.68 13.29 10.13 19 59.34 11.31 27.72 9.61 12.94 10.51 

ATI-C (SA)                      

Below M 11 49.51 9.72 32.54 9.9 17.95 11.03 8 61.04 8.42 27.48 6.94 11.48 9.13 19 54.37 10.75 30.41 9.03 15.23 10.65 

Above M 10 57.78 11.27 30 10.48 12.22 10.93 13 61.57 11.86 23.61 7.57 14.83 12.94 23 59.92 11.64 26.39 9.4 13.69 12.05 

LoC: Locus of control, SE: Self-efficacy, SA: Self-acceptance, N: Number of participants, M: Mean, SD: Standard deviation 

Table VTI.21 – Transformed Accuracy Statistical Description by Interactivity Group and Psychometric Measures ATI-C 



 

  

2
3

2

NIG IG All 

Accurate Inaccurate Unidentified Accurate Inaccurate Unidentified Accurate Inaccurate Unidentified 

N M SD M SD M SD N M SD M SD M SD N M SD M SD M SD 

ATI-C (V)                      

Below M 13 53.32 12.36 31.04 10.64 15.64 12.53 9 60.07 11.58 25.08 8.25 14.85 13.14 22 56.08 12.37 28.6 10.08 15.32 12.64 

Above M 8 53.66 9.28 31.8 9.58 14.54 9.06 12 62.34 9.9 25.09 7.06 12.58 10.56 20 58.87 10.46 27.77 8.7 13.36 9.91 

ATI-C (A)                      

Below M 8 51.31 9.84 31.51 11.61 17.19 13.86 9 59.7 11.13 24.63 9.44 15.67 13.29 17 55.75 11.22 27.87 10.92 16.38 13.37 

Above M 13 54.77 11.9 31.22 9.36 14.02 9.35 12 62.61 10.2 25.43 5.83 11.96 10.23 25 58.53 11.69 28.44 8.32 13.03 9.74 

ATI-C (R)                      

Below M 14 55.77 10.75 30.13 9.74 14.1 11.03 10 61.23 11.55 24.22 8.22 14.55 13.41 24 58.05 11.3 27.67 9.51 14.29 11.94 

Above M 7 48.81 10.89 33.72 10.85 17.47 11.69 11 61.49 9.88 25.87 6.87 12.65 9.99 18 56.56 11.91 28.92 9.33 14.52 10.79 

ATI-C (K)                      

Below M 8 51.6 10.75 31.42 10.65 16.98 11.19 9 59.04 11.98 24.48 8.03 16.49 13.36 17 55.54 11.86 27.75 9.85 16.72 12.2 

Above M 13 54.59 11.47 31.27 10.02 14.14 11.34 12 63.11 9.26 25.54 7.21 11.35 9.88 25 58.68 11.22 28.52 9.17 12.8 10.65 

V: Visual, A: Aural, R: Read-write, K: Kinaesthetic N: Number of participants, M: Mean, SD: Standard deviation 

Table VTI.22 – Transformed Accuracy Statistical Description by Interactivity Group and Learning Profiles ATI-C 
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Accurate Inaccurate Unidentified  

N F p F p F p 

Group 42 10.32 0.003** 8.13 0.008** 0.84 0.368 

Group * ATI-C (LoC) 42 2.03 0.164 0.04 0.845 2.20 0.147 

Group * ATI-C (SE) 42 0.29 0.592 0.25 0.621 0.02 0.88 

Group * ATI-C (SA) 42 1.53 0.225 0.23 0.632 0.67 0.418 

Group * ATI-C (V) 42 0.08 0.784 0.04 0.845 0.01 0.911 

Group * ATI-C (A) 42 0.29 0.591 0.10 0.76 0.08 0.784 

Group * ATI-C (R) 42 1.91 0.176 0.30 0.585 0.76 0.391 

Group * ATI-C (K) 42 0.21 0.652 0.16 0.688 0.02 0.899 

*p < .05, ** p < .01 

N: Number of participants, F: F ratio, p: p-value LoC: Locus of control, SE: Self-efficacy,  

SA: Self-acceptance, V: Visual, A: Aural, R: Read-write, K: Kinaesthetic 

Table VTI.23 – Univariate ANOVA Results  

for the Overall Percentage of (Accurate, Inaccurate and Unidentified ) Insights 

N F p 

Group 42 14.57 0.001** 

Group * HiLo_LoC 42 0.19 0.828 

Group * HiLo_SE 42 0.88 0.424 

Group * HiLo_SA 42 2.32 0.113 

Group * HiLo_V 42 0.02 0.984 

Group * HiLo_A 42 0.25 0.779 

Group * HiLo_R 42 1.94 0.160 

Group * HiLo_K 42 0.58 0.567 

*p < .05, ** p < .01 

N: Number of participants, F: F ratio, p: p-value 

LoC: Locus of control, SE: Self-efficacy, SA: Self-acceptance,  
V: Visual, A: Aural, R: Read-write, K: Kinaesthetic 

Table VTI.24 – Univariate ANOVA Results for the Overall Score  

by Interaction Treatment and ATI-C  
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NIG IG All 

N M SD N M SD N M SD 

ATI-C (LoC) 

Below Mean 11 61.95 8.15 9 71.32 3.76 20 66.16 8.03 

Above Mean 10 64.29 8.67 12 71.08 6.56 22 67.99 8.29 

ATI-C (SE) 

Below Mean 12 61.49 8.73 11 71.24 4.73 23 66.15 8.6 

Above Mean 9 65.16 7.65 10 71.12 6.3 19 68.3 7.56 

ATI-C (SA) 

Below Mean 11 60.45 8.37 8 69.08 4.62 19 64.08 8.22 

Above Mean 10 65.94 7.62 13 72.48 5.65 23 69.63 7.32 

ATI-C (V) 

Below Mean 13 63.16 8.21 9 70.88 5.71 22 66.32 8.21 

Above Mean 8 62.9 8.92 12 71.41 5.39 20 68.01 8.14 

ATI-C (A) 

Below Mean 8 62.18 8.10 9 71.13 6.86 17 66.92 8.69 

Above Mean 13 63.61 8.66 12 71.22 4.28 25 67.26 7.88 

ATI-C (R) 

Below Mean 14 64.95 7.43 10 71.78 6.22 24 67.8 7.71 

Above Mean 7 59.28 9.17 11 70.64 4.76 18 66.22 8.77 

ATI-C (K) 

Below Mean 8 62.29 8.79 9 70.82 5.98 17 66.8 8.55 

Above Mean 13 63.54 8.25 12 71.46 5.16 25 67.34 7.98 

All 21 63.06 8.46 21 71.18 5.52 42 67.12 8.21 

*p < .05, ** p < .01 

N: Number of participants, M: Mean, SD: Standard deviation 

Table VTI.25 – Overall Score Statistical Description by Interactivity Treatment and 

Individual Differences ATI-C 

NIG IG All 

N M SD N M SD N M SD 

2D Accurate 21 53.92 13.21 21 65.66 8.22 42 59.79 12.39 

Inaccurate 21 27.16 9.30 21 22.94 5.51 42 25.05 7.85 

Unidentified  21 18.91 10.96 21 11.40 8.31 42 15.16 10.33 

3D Accurate 21 52.98 8.98 21 57.07 11.09 42 55.02 10.18 

Inaccurate 21 35.49 9.36 21 27.23 8.66 42 31.36 9.84 

Unidentified  21 11.53 10.48 21 15.70 14.10 42 13.62 12.45 

N: Number of participants, M: Mean, SD: Standard deviation 

Table VTI.26 – Percentage of Accurate, Inaccurate and Unidentified Insights Statistical 

Description by Representation and Interactivity Treatment 
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Accurate Inaccurate Unidentified 

F p F p F p 

Group 9.81 0.004** 8.14 0.008** 0.67 0.418 

Group * ATI-C (LoC) 2.04 0.162 0.05 0.829 2.22 0.145 

Group * ATI-C (SE) 0.35 0.560 0.25 0.618 0.04 0.852 

Group * ATI-C (SA) 1.62 0.211 0.22 0.639 0.72 0.402 

Group * ATI-C (V) 0.08 0.775 0.03 0.861 0.02 0.893 

Group * ATI-C (A) 0.26 0.614 0.07 0.793 0.08 0.786 

Group * ATI-C (R) 1.81 0.188 0.30 0.589 0.69 0.414 

Group * ATI-C (K) 0.19 0.669 0.16 0.692 0.01 0.914 

Representation 4.81 0.036* 10.25 0.003** 0.99 0.327 

Representation * Group 10.66 0.003** 0.34 0.564 14.08 0.001** 

Representation * Group  *  ATI-C (LoC) 0.00 0.995 0.42 0.519 0.44 0.510 

Representation * Group  *  ATI-C (SE) 3.23 0.081 0.06 0.810 2.22 0.146 

Representation * Group  *  ATI-C (SA) 1.59 0.216 0.02 0.885 1.86 0.181 

Representation * ATI-C (V) 0.06 0.803 2.76 0.107 1.91 0.176 

Representation * ATI-C (A) 2.39 0.132 0.47 0.499 0.70 0.409 

Representation * ATI-C (R) 0.18 0.673 0.06 0.816 0.42 0.523 

Representation * ATI-C (K) 0.41 0.528 4.05 0.053 1.82 0.187 

Representation * Group  *  ATI-C (V) 0.22 0.642 0.34 0.565 1.06 0.311 

Representation * Group  *  ATI-C (A) 1.86 0.182 1.71 0.200 0.00 0.961 

Representation * Group  *  ATI-C (R) 2.39 0.132 0.00 0.972 2.17 0.151 

Representation * Group  *  ATI-C (K) 0.94 0.339 0.01 0.913 0.70 0.409 

*p < .05, ** p < .01, N: Number of participants, F: F ratio, p: p-value 

LoC: Locus of control, SE: Self-efficacy, SA: Self-acceptance,  
V: Visual, A: Aural, R: Read-write, K: Kinaesthetic 

Table VTI.27 – Repeated Measures Factorial ANOVA Results for the Accurate, Inaccurate 

and Unidentified Percentages with Representation as the Within Subject Factor and 

Interactivity Group and Individual Differences ATI-C as Between Subject Factor 
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2D Score 3D Score 

N M SD Mdn M SD Mdn 

Non-Interactive-Group 21 66.14 11.46 65.00 60.10 8.80 59.38 

Interactive-Group 21 74.07 5.81 72.73 67.88 7.81 68.42 

All 42 70.10 9.83 70.78 63.99 9.11 66.09 

*p < .05, ** p < .01,N: Number of participants, M: Mean, SD: Standard deviation, Mdn: Median 

Table VTI.28 – 2D and 3D Score Statistical Description by Interactivity Treatment 

N MR C  p 

2D 42 1.76 
a
 11.52 0.001** 

3D 42 1.24
 a

 

NIG 2D 21 1.71
 a

 3.86 0.050 

3D 21 1.29
 a

 

IG 2D 21 1.81
 a

 8.05 0.005** 

3D 21 1.19
 a

 

2D NIG 21 16.69
 b

 6.46 0.011* 

IG 21 26.31
 b

 

3D NIG 21 16.31
 b

 7.52 0.006** 

IG 21 26.69
 b 

*p < .05, ** p < .01 
a
 Friedman’s ANOVA 

b
 Kruskal-Wallis test 

N: Number of participants, MR: Mean rank, OP: chi-squared, p: p-value 

Table VTI.29 – Kruskal-Wallis Test and Friedman’s ANOVA Results for Post-experiment 

Questionnaire Scores by Representation and Interactivity Treatment 
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Psychometric Measures 

Table VTI.30 provide a full statistical description of the 2D and 3D scores by interactivity treatment and psychometric measures scale. 

 2D Score 3D Score 

Non-Interactive-Group Interactive-Group Non-Interactive-Group Interactive-Group 

N M SD Mdn N M SD Mdn N M SD Mdn N M SD Mdn 

ATI-C (LoC) 

Below Mean 11 64.96 11.37 61.22 9 74.22 5.21 74.60 11 59.14 9.21 59.38 9 67.85 4.25 68.42 

Above Mean 10 67.44 12.02 65.88 12 73.96 6.46 71.53 10 61.15 8.69 59.66 12 67.90 9.89 68.43 

ATI-C (SE) 

Below Mean 12 63.02 10.88 60.85 11 73.42 4.61 72.22 12 60.13 9.66 59.16 11 68.73 7.62 68.89 

Above Mean 9 70.30 11.47 70.15 10 74.78 7.10 72.73 9 60.05 8.09 60.38 10 66.94 8.32 67.86 

ATI-C (SA) 

Below Mean 11 62.13 10.93 60.47 8 71.22 2.70 70.59 11 58.96 9.19 58.93 8 66.80 9.18 67.60 

Above Mean 10 70.56 10.84 71.08 13 75.82 6.59 77.59 10 61.35 8.66 60.66 13 68.54 7.16 68.42 

ATI-C: ATI Category, LoC: Locus of control, SE: Self-efficacy, SA: Self-acceptance, N: Number of participants, M: Mean, SD: Standard deviation, Mdn: Median 

Table VTI.30 – 2D and 3D Scores Statistical Description by Interactivity Treatment and Psychometric Measures ATI-C 
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2D Score 3D Score 

N MR SR U z p N MR SR U z p 

ATI-C (LoC) 

Below Mean NIG 11 8.18 90.00 24.00 -1.937 0.053 11 7.95 87.50 21.50 -2.131 0.033* 

IG 9 13.33 120.00 9 13.61 122.50 

Above Mean NIG 10 9.00 90.00 35.00 -1.649 0.099 10 9.10 91.00 36.00 -1.583 0.113 

IG 12 13.58 163.00 12 13.50 162.00 

ATI-C (SE) 

Below Mean NIG 12 8.67 104.00 26.00 -2.462 0.014* 12 9.33 112.00 34.00 -1.970 0.049* 

IG 11 15.64 172.00 11 14.91 164.00 

Above Mean NIG 9 8.67 78.00 33.00 -0.980 0.327 9 7.56 68.00 23.00 -1.796 0.072 

IG 10 11.20 112.00 10 12.20 122.00 

ATI-C (SA) 

Below Mean NIG 11 7.45 82.00 16.00 -2.313 0.021* 11 8.23 90.50 24.50 -1.611 0.107 

IG 8 13.50 108.00 8 12.44 99.50 

Above Mean NIG 10 10.00 100.00 45.00 -1.240 0.215 10 8.80 88.00 33.00 -1.985 0.047* 

IG 13 13.54 176.00 13 14.46 188.00 

Table VTI.31 – Mann-Whitney Results for the 2D and 3D Scores  

by Psychometric Measures ATI-C and Interaction Treatment as Between Group Factor 
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Learning Preferences 

Table VTI.32 provide a full statistical description of the 2D and 3D scores by interactivity treatment and psychometric measures scale. 

 2D Score 3D Score 

Non-Interactive-Group Interactive-Group Non-Interactive-Group Interactive-Group 

N M SD Mdn N M SD Mdn N M SD Mdn N M SD Mdn 

ATI-C (V) 

Below Mean 13 66.81 11.74 65.08 9 74.46 4.64 72.73 13 59.70 9.16 60.38 9 66.71 9.37 67.39 

Above Mean 8 65.06 11.69 64.19 12 73.77 6.75 72.60 8 60.75 8.75 59.16 12 68.75 6.71 68.71 

ATI-C (A) 

Below Mean 8 62.95 9.93 60.85 9 73.88 6.06 72.22 8 62.11 11.53 63.26 9 68.15 10.61 70.37 

Above Mean 13 68.10 12.26 70.15 12 74.21 5.89 73.67 13 58.86 6.86 58.93 12 67.67 5.37 67.91 

ATI-C (R) 

Below Mean 14 67.80 10.16 65.04 10 73.90 5.80 72.34 14 62.28 9.07 60.64 10 69.53 9.36 71.13 

Above Mean 7 62.83 13.95 60.00 11 74.22 6.11 74.60 7 55.72 6.81 51.06 11 66.37 6.15 67.39 

ATI-C (K) 

Below Mean 8 63.51 10.75 60.85 9 72.78 3.58 72.46 8 61.24 11.08 62.49 9 68.53 11.11 70.37 

Above Mean 13 67.76 12.00 65.08 12 75.04 7.05 76.30 13 59.39 7.49 59.38 12 67.39 4.53 67.86 

ATI-C: ATI Category, V: Visual, A: Aural, R: Read-write, K: Kinaesthetic, N: Number of participants, M: Mean, SD: Standard deviation, Mdn: Median 

Table VTI.32 – 2D and 3D Scores Statistical Description by Interactivity Treatment and Learning Preference ATI-C 
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2D Score 3D Score 

N MR SR U z p N MR SR U z p 

ATI-C (V) 

Below Mean NIG 13 9.54 124.00 33.00 -1.703 0.089 13 9.65 125.50 34.50 -1.603 0.109 

IG 9 14.33 129.00 9 14.17 127.50 

Above Mean NIG 8 7.25 58.00 22.00 -2.006 0.045* 8 7.19 57.50 21.50 -2.045 0.041* 

IG 12 12.67 152.00 12 12.71 152.50 

ATI-C (A) 

Below Mean NIG 8 5.75 46.00 10.00 -2.502 0.012* 8 7.81 62.50 26.50 -0.915 0.360 

IG 9 11.89 107.00 9 10.06 90.50 

Above Mean NIG 13 11.31 147.00 56.00 -1.197 0.231 13 8.69 113.00 22.00 -3.049 0.002** 

IG 12 14.83 178.00 12 17.67 212.00 

*p < .05, ** p < .01 NIG: Non-interactive group, IG: Interactive group, ATI-C: ATI Category V: Visual, A: Aural, R: Read-write, K: Kinaesthetic, 

N: Number of participants, MR: Mean rank, SR: Sum of ranks, z: z-value, p: p-value, r: effect size 

Table VTI.33 – Mann-Whitney Results for the 2D and 3D Scores by  

Learning Preferences ATI-C (V) and ATI-C (A) and Interaction Treatment as Between Group Factor 
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2D Score 3D Score 

N MR SR U z p N MR SR U z p 

ATI-C (R) 

Below Mean NIG 14 10.11 141.50 36.50 -1.962 0.050 14 10.25 143.50 38.50 -1.845 0.065 

IG 10 15.85 158.50 10 15.65 156.50 

Above Mean NIG 7 7.00 49.00 21.00 -1.586 0.113 7 5.14 36.00 8.00 -2.769 0.006** 

IG 11 11.09 122.00 11 12.27 135.00 

ATI-C (K) 

Below Mean NIG 8 6.56 52.50 16.50 -1.879 0.060 8 7.19 57.50 21.50 -1.396 0.163 

IG 9 11.17 100.50 9 10.61 95.50 

Above Mean NIG 13 10.69 139.00 48.00 -1.632 0.103 13 8.85 115.00 24.00 -2.939 0.003** 

IG 12 15.50 186.00 12 17.50 210.00 

*p < .05, ** p < .01 NIG: Non-interactive group, IG: Interactive group, ATI-C: ATI Category V: Visual, A: Aural, R: Read-write, K: Kinaesthetic, 
N: Number of participants, MR: Mean rank, SR: Sum of ranks, z: z-value, p: p-value, r: effect size 

Table VTI.34 – Mann-Whitney Results for the 2D and 3D Scores by 

Learning Preferences ATI-C (R) and ATI-C (K) and Interaction Treatment as Between Group Factor


