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Abstract. In this paper, we investigate the computability and com-
plexity of reachability problems for two-dimensional hierarchical piece-
wise constant derivative (HPCD) systems. The main interest in HPCDs
stems from the fact that their reachability problem is on the border be-
tween decidability and undecidability, since it is equivalent to that of
reachability for one-dimensional piecewise affine maps (PAMs) which is
a long standing open problem. Understanding the most expressive hybrid
system models that retain decidability for reachability has generated a
great deal of interest over the past few years. In this paper, we show a
restriction of HPCDs (called RHPCDs) which leads to the reachability
problem becoming decidable. We then study which additional powers we
must add to the RHPCD model to render it 1D PAM-equivalent. Finally,
we show NP-hardness of reachability for nondeterministic RHPCDs.

1 Introduction

Hybrid automata are an important class of mathematical model allowing one to
capture both discrete and continuous dynamics in the same framework. There
is currently much interest in hybrid systems since they can be used to model
many practical real world systems in which we have a discrete controller acting
in a continuous environment and their analysis has a huge range of potential
applications, such as aircraft traffic management systems, aircraft autopilots,
automotive engine control [6], chemical plants [7] and automated traffic systems
for example.

Hybrid systems are described by a state-space model given by the Cartesian
product of a discrete and continuous set. The system evolves over time accord-
ing to a set of defined rules until some condition or event is satisfied, at which
point a discrete, non-continuous event occurs. Such an event can cause an up-
date to certain variables and change the continuous dynamics of the continuous
variables.

A fundamental question concerning hybrid systems is that of reachability :
does there exist a trajectory starting from some initial state (or set of states)
which evolves to reach a given final state (or set of states) in finite time? Re-
lated questions, such as convergence (does there exist a state (or periodic set
of states) towards which the system converges for any initial state) or control
problems (given an input, can the system be controlled to avoid some ‘bad’ set of
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states?), are also important, see [9]. In this paper we focus on reachability. Un-
fortunately, many reachability problems are undecidable, even for very restricted
hybrid systems [2,5,8,10]. The objective of studying the decidability boundary is
twofold; to obtain the most expressive system for which reachability is decidable
and to study the simplest system for which it is undecidable.

An important and intuitive model of hybrid system is that of a Piecewise
Constant Derivative (PCD) system. In this model, we partition the continuous
state space into a finite number of nonempty regions, each of which is assigned a
constant derivative defining the dynamics of a point within that region (see Sec-
tion 2 for full details). It was proven in [12] that reachability for PCD systems in
two-dimensions (2-PCD) is decidable, but for three-dimensions (a 3-PCD), the
problem becomes undecidable [2]. One of the important properties of a PCD,
which leads to its reachability problem being decidable in dimension 2, is that
trajectories can never ‘cross’ each other since each region has a constant deriva-
tive assigned. It can be proven that the trajectories are either periodic, or else
form an expanding or contracting spiral which can be proven using geometric
arguments on the edge-to-edge successor function of a 2-PCD.

In [4], an intermediate model, called a Hierarchical Piecewise Constant Deriva-
tive (HPCD) system was introduced. Intuitively, this model of linear hybrid
system can be thought of as a two-dimensional hybrid automaton where the
dynamics in each discrete location is given by a 2-PCD (precise details are given
in Section 2). Certain edges in locations of the HPCD are denoted as guards
(which can be comparative) and lead to discrete location changes. When chang-
ing location, an affine reset rule may also be applied to the continuous variables.
If all regions of the underlying PCDs are bounded, then the HPCD is called
bounded. Clearly then, the model of HPCD seems more powerful than that of a
2-PCD. Indeed, the reachability problem for a one-dimensional Piecewise Affine
Map (1-PAM) was shown to be equivalent to that of reachability for a bounded
HPCD with either: i) comparative guards, identity resets and elementary flows
in Proposition 3.20 of [3] or else ii) affine resets, non-comparative guards and
elementary flows in Lemma 3.4 of [3] (See Section 2 for definitions).

Our reference model in this paper is called a Restricted HPCD (an RH-
PCD). An RHPCD is an HPCD with elementary flows, identity resets and
non-comparative guards and is thus a simpler form of HPCD. We prove that
reachability for an RHPCD is decidable. We also prove that a 1-PAM can also
be simulated by an RHPCD with arbitrary constant flows or with linear re-
sets, and is thus equivalent to an RHPCD with affine resets, see Table 1 for an
overview of results.

In [13], the reachability problem for planar linear hybrid automata without
resets is shown to be decidable, however they focus on the setting in which the
flows are monotonic, meaning there exists some vector ρ such that the derivatives
of all variables in all states have a positive projection along ρ. In dimension 4,
the reachability problem becomes undecidable [13].
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RHPCD
Infinite number Linear Affine Comparative Arbitrary Number of
of PCD regions resets resets guards constant flows locations

Decidable
× × × × × N <∞ *
× × × X X 1 [12]

1-PAM
× × × × X dlog2 ne+ 3 *

equivalent
× × × X × 4n [3]
× × X × × 1 [3]
× X × × × dlog2 ne+ 3 *

Undecidable X × × × × 1 [3]

Table 1. RHPCD (starred results are contributions of this paper)

2 Preliminaries

Intervals of the form (s, t), [s, t), (s, t], [s, t] are called open, half-open or closed
bounded rational intervals (respectively), where s, t ∈ Q. We write 〈I, c〉 to
denote {(x, c)|x ∈ I} ⊆ Q2, where I ⊆ Q is an (open, half-open or closed)
bounded rational interval and c ∈ Q is a constant. We similarly define 〈c, I〉 =
{(c, y)|y ∈ I}. By abuse of notation, for an interval I = (s, t) where s, t ∈ Q and
s ≤ t, a function f(x) : Q → Q and a constant m ∈ Q, we define f(I) + m =
(f(s) +m, f(t) +m). Similar definitions exist for half-open and closed intervals.
We use similar definitions as [3] for the following.

Definition 1 (HA) An n-dimensional Hybrid Automaton (HA) [1] is a tuple
H = (X , Q, f , l0, Inv, δ) consisting of the following components:

(1) A continuous state space X ⊆ Rn. Each x ∈ X can be written x = (x1, . . . , xn),
and we use variables x1, . . . , xn to denote components of the state vector.

(2) A finite set of discrete locations Q.
(3) A function f : Q→ (X → Rn), which assigns a continuous vector field on X

to each location. In location l ∈ Q, the evolution of the continuous variables
is governed by the differential equation ẋ = fl(x). The differential equation
is called the dynamics of location l.

(4) An initial condition I0 : Q→ 2X assigning initial values to variables in each
location.

(5) An invariant Inv: Q → 2X . For each l ∈ Q, the continuous variables must
satisfy the condition Inv(l) in order to remain in location l, otherwise it
must make a discrete transition.

(6) A set of transitions δ. Every tr ∈ δ is of the form tr = (l, g, γ, l′), where
l, l′ ∈ Q, g ⊂ X is called the guard, defining when the discrete transition
can occur, γ ⊂ X ×X is called the reset relation applied after the transition
from l to l′.

An HA is deterministic if it has exactly one solution for its differential equation
in each location and the guards for the outgoing edges of locations are mutually
exclusive. A trajectory of a hybrid automaton H starting from (l0,x0) where
l0 ∈ Q,x0 ∈ X is a pair of functions πl0,x0 = (λl0,x0(t), ξl0,x0(t)) such that
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(1) λl0,x0(t) : [0,+∞) → Q is a piecewise function constant on every interval
[ti, ti+1).

(2) ξl0,x0(t) : [0,+∞) → Rn is a piecewise differentiable function and in each
piece ξl0,x0 is càdlàg (right continuous with left limits everywhere).

(3) On any interval [ti, ti+1) where λl0,x0 is constant and ξl0,x0 is continuous,

ξl0,x0(t) = ξl0,x0(ti) +

∫ t

ti

fλl0,x0
(ti)(ξl0,x0(τ))dτ

for all τ ∈ [ti, ti+1).
(4) For any ti, there exists a transition (l, g, γ, l′) ∈ δ such that

(i) λl0,x0(ti) = l and λl0,x0(ti+1) = l′;
(ii) ξ−l0,x0

(ti+1) ∈ g(l, l′) where ξ−l0,x0
(t) means the left limit of ξl0,x0 at t;

(iii) (ξ−l0,x0
(ti+1), ξl0,x0(ti+1)) ∈ γ.

Definition 2 (n-PCD) An n-dimensional Piecewise Constant Derivative (n-
PCD) system [2] is a pair H = (P,F) such that:

(1) P = {Ps}1≤s≤k is a finite family in Rn, where Ps ⊆ Rn are non-overlapping
convex polygonal sets.

(2) F = {cs}1≤s≤k is a family of vectors in R.
(3) The dynamics are given by ẋ = cs for x ∈ Ps.

An n-PCD is called bounded if for its regions P = {Ps}1≤s≤k, there exists
r ∈ Q+, such that for all Ps, we have that Ps ⊆ B0(r), where B0(r) is an
origin-centered open ball of radius r and appropriate dimension.

We define the support set of a PCD H as SuppPCD(H) =
⋃

1≤s≤k Ps. Given
an edge e, we represent a point on e by a one-dimensional local coordinate,
allowing us to define an edge-to-edge successor function as an affine function
between edges.

Definition 3 (HPCD) A Hierarchical Piecewise Constant Derivative (HPCD)
system [3] is a hybrid automaton H = (X , Q, f , l0, Inv, δ) such that Q and l0
are defined as in Definition 1, with the dynamics at each l ∈ Q given by a 2-
PCD and each transition tr = (l, g, γ, l′) is such that: (1) Its guard g is a line
segment in R2; and (2) The reset relation γ is an affine function of the form:
x′ = γ(x) = Ax + b. We denote the internal guards of an HPCD location to
be the guards of the underlying PCD regions and the transition guards to be the
guards used in transitions between locations. The Invariant (Inv) for a location
l is defined to be SuppPCD(H) \ Gl, where SuppPCD(H) is the support set of the
underlying PCDs of the HPCD and Gl is the set of transition guards in location
l. If all the PCDs are bounded, then HPCD is said to be bounded.

It was shown in [3] that reachability for an HPCD is equivalent to reachability
for a 1-PAM. An HPCD system has elementary flows if the derivatives of all
variables in each location are in {0,±1}, otherwise it has arbitrary constant flows.
Guards are defined as line segments, described by boolean combinations of linear
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inequalities. If each atomic formula contains only one variable (x or y), then the
guard is called non-comparative. An HPCD has non-comparative guards if all
guards are non-comparative, e.g., 3

2 ≤ x ≤ 7 ∧ y = −1 is non-comparative, but
0 ≤ x ≤ 1∧0 ≤ y ≤ 1

2 ∧x = 2y is a comparative guard. We define an affine reset
of variables z = (x, y) as γ(z) = Az + b where A ∈ Q2×2 and b ∈ Q2, a linear
reset is of the form γ(z) = Az and an identity reset is γ(z) = z. Our reference
model is called an RHPCD, a restricted HPCD. We later show that adding any
one of the additional powers - arbitrary constant flows, comparative guards or
linear resets - allows simulation of a 1-PAM. Note that since reachability for
HPCDs is equivalent to reachability for 1-PAMs and an RHPCD with these
powers is a restricted form of HPCD, then showing reachability for a 1-PAM
can be simulated by such an RHPCD shows their equivalence. Equivalence of
reachability between 1-PAMs and planar pseudo-billiard systems was shown in
[11], whereas more complex 1-dim. functions allow universal computation.

Definition 4 (RHPCD) A Restricted Hierarchical Constant Derivative Sys-
tem (RHPCD) is a bounded HPCD with identity resets, non-comparative guards,
elementary flows and a finite number of PCD regions. See Fig. 3b and Fig. 4 for
an example of an RHPCD with arbitrary constant flows.

Our final model is the class of one-dimensional Piecewise Affine Maps (1-
PAM). The reachability problem for 1-PAM is currently a long-standing open
problem, even for two intervals. Our approach follows a similar style to [3] where
we show various classes where reachability is equivalent to that of a 1-PAM.

Definition 5 (1-PAM) - A one-dimensional Piecewise Affine Map (1-PAM) is
a function f : R→ R (See Fig. 3a for an example) such that:

(1) Domain of f : dom(f)=
⋃
Ii, where Ii are disjoint rational intervals.

(2) ∃ai, bi ∈ Q such that ∀x ∈ Ii, f(x) = aix+ bi.
(3) f is closed, i.e., range(f) ⊆ dom(f).

Simulation : We use the definition of simulation of PCDs described in [2]. If
model A can be simulated by model B, then reachability for A can be reduced
to reachability for B (A has a decidable reachability problem as long as B does).

Reachability Problems : By an instance of a reachability problem we mean a
finite description of a model, an initial and final configuration (or set of con-
figurations). Reachability: starting from the initial configuration(s), does the
trajectory eventually reach the final configuration(s) in finite time after a finite
number of (discrete) transitions? Models of hybrid automata with an infinite
number of transitions in finite time are said to have the Zeno property which
we do not consider here. Problems such as convergence, stability and control are
not considered in this paper, see [9] for more information about these problems.

Open Problem 6 - 1-PAM Reachability - Given a 1-dim. Piecewise Affine
Map f , and points x, y ∈ Q. Does there exist t ∈ N, such that f t(x) = y? 1

1 f t(x) denotes f(f(. . . f(x) . . .))︸ ︷︷ ︸
t
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3 Reachability for RHPCDs and Extensions

We now explore reachability for our models. We start with a technical lemma.

Lemma 7 The interval 〈I, 0〉 can be mapped to 〈f(I) + m, 0〉 by an RHPCD
system with arbitrary constant flows, where f(x) = ax+ b is an affine function,
I = (s, t) is a 1-dimensional interval and a, b,m, s, t ∈ Q are constants.

Proof. We prove this lemma by 3 steps.
Step 1 - Interval 〈I, 0〉 can be mapped to interval 〈I, c〉, where c ∈ Q+, by a
bounded PCD with non-comparative guards using flow (0, 1). By this, we mean
that for any 0 ≤ α ≤ 1, point (s+ (t− s)α, 0) can be mapped to point (s+ (t−
s)α, c) by this bounded PCD. We also use similar terminology throughout.

Step 2 - Suppose we have an affine function f(x) = ax+b, and the 1-dimensional
rational interval I = (s, t). For any constant t′ where t′ ≥ t > s, define g =
f(t) − f(s) and s′ = t′ + |g|. Assume that c > |g| + |b| > 0. Then we show
the interval 〈I, c〉 can be mapped to 〈I ′ = (t′, s′), 0〉 by a bounded PCD system
with non-comparative guards; thus meaning that for any 0 ≤ α ≤ 1, point
(s+ (t− s)α, c) can be mapped to point (t′ + (s′ − t′)α, 0), see Fig. 1. We need
to consider 2 cases, a > 0 and a < 0.

1. a > 0. See Fig. 1(a)
(i) Use flow (1, a) to map 〈(s, t), c〉 to 〈t, (c, c+ |g|)〉;
(ii) Use flow (1, 0) to map 〈t, (c, c+ |g|)〉 to 〈t′, (c, c+ |g|)〉;

(iii) Use flow (1,−1) to map 〈t′, (c, c+ |g|)〉 to 〈(t′, t′ + |g|), c〉;
(iv) Use flow (0,−1) to map 〈(t′, t′ + |g)|), c〉 to 〈(t′, t′ + |g|), 0〉.

2. a < 0. See Fig. 1(b).
(i) Use flow (1, a) to map 〈(s, t), c〉 to 〈t, (c− |g|, c)〉;
(ii) Use flow (1, 0) to map 〈t, (c− |g|, c)〉 to 〈t′, (c− |g|, c)〉;

As we assume c > |g| + |b| > 0, so c − |g| > |b| > 0, which means the
rectangle {(x, y)|t < x < t′, c − |g| < y < |g|} does not intersect with
the x-axis, hence the following steps make sense.

(iii) Use flow (1,−1) to map 〈t′, (c− |g|, c)〉 to 〈(t′, t′ + |g|), c− |g|〉;

(t’+|g|, 0)

(s, c) (t, c)

(t’, 0)

(a) a > 0

(t’+|g|, 0)

(s, c) (t, c)

(t’, 0)

(b) a < 0

Fig. 1. Lemma 7 Step 2: map 〈(s, t), c〉 to 〈(t′, s′), 0〉.
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Fig. 2. Idea of Theorem 8: map every two adjacent intervals into one interval

(iv) Use flow (0,−1) to map 〈(t′, t′ + |g|), c− |g|〉 to 〈(t′, t′ + |g|), 0〉.

Note that though some of these steps contains ‘triangles’, we can define the
flows in a rectangular area containing that triangle, thus comparative guards are
not required. Note the ‘orientation’ of the interval is reversed after the mapping.

Step 3 - Using a similar idea we can show the interval 〈I ′ = (t′, s′), 0〉 can
be mapped to 〈f(I) + m, 0〉, where f(I) = (f(s), f(t)) if a > 0 and f(I) =
(f(t), f(s)) if a < 0, by a bounded PCD system with non-comparative guards.
We can use only the upper or lower half plane of the PCD. Here we only prove
the case when a > 0 and f(t) +m < t′ by using the lower half plane, other cases
can be proven similarly.

(i) Use flow (−1,−1) to map 〈(t′, s′), 0〉 to 〈 12 (t′ + f(t) + m), (− 1
2 |t
′ − f(t) −

m| − |g|,− 1
2 |t
′ − f(t)−m|)〉;

(ii) Use flow (−1, 1) to map 〈 12 (t′ + f(t) +m), (− 1
2 |t
′ − f(t)−m| − |g|,− 1

2 |t
′ −

f(t)−m|)〉 to 〈(f(s) +m, f(t) +m), 0〉.

Combining Step 1,2 and 3 we get the result of the lemma. We need a 2-
location RHPCD system with arbitrary constant flows and hence each location
is a bounded PCD system with non-comparative guards. In location 1 we realize
Step 1 and jump to location 2, i.e., the guards are 〈si ≤ x < ti, y = c〉. In
location 2 we realize Step 2 and Step 3 together because Step 2 only uses the
upper plane of a PCD and Step 3 only requires the lower plane of a PCD. �

Theorem 8 A 1-PAM with n intervals can be simulated by an RHPCD with
dlog2 ne+ 3 locations such that one of the variables has arbitrary constant flows.

Proof. Suppose PAM A is defined by f(x) = aix + bi if x ∈ Ii, with 1 ≤ i ≤ n
and Ii are rational intervals. Let the left and right endpoints of Ii be si and ti
respectively. First we show that this PAM can be simulated straightforwardly
by an n + 1-location RHPCD with arbitrary constant flows. We need a single
location p as the global state and n locations qi for each interval Ii, 1 ≤ i ≤ n.

1. In location p, we define the corresponding points of the PAM A on in-
terval 〈(s1, tn), 0〉. We then map each 〈Ii, 0〉 to the interval 〈Ii, c〉, where
c = |max{|ai|}(tn− s1)|+ max{|bi|}. (See Lemma 7, Step 1). The transition
guards of p are: 〈si ≤ x < ti, y = c〉, in which we jump to qi.

2. In location qi, map 〈Ii, c〉 to 〈f(Ii), 0〉 (see Lemma 7, Step 2&3). The tran-
sition guard of qi is : 〈s1 ≤ x < tn, y = 0〉, with a jump to location p.
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The above method requires n + 1 locations for a PAM with n intervals. We
now give an improved method using an RHPCD with only dlog2 ne+3 locations.

Suppose the PAM A contains n intervals. For every n 6= 2d, d ∈ N, there
exists a minimum integer k ∈ N such that log2(n + k) = dlog2 ne. The PAM A
can be expanded to A′ such that f(x) = aix+ bi if x ∈ Ii, where i ∈ {1, . . . , n}.
For every i′ ∈ {1, . . . , k}, the length of each new added interval is given by
|Iεi′ | = ε, and the corresponding affine function is f(x) = x. This expansion
does not change the dynamics of the PAM A, thus we assume n = 2d, d ∈ Z.

Again, let the left endpoint and the right endpoint of Ii be si and ti respec-
tively. Define c to be c = |max{|ai|}(tn−s1)|+max{|bi|} and l to be l = |tn−s1|.

Step 1 Define the PAM on interval 〈(s1, tn), 0〉. For every i ∈ {1, 2, ..., n}, map
〈Ii, 0〉 to interval 〈Ii, 2(n− i+ 1)c〉. (See Lemma 7, Step 1). In this step
each interval is mapped to a different height y = 2(n− i+ 1)c. There is a
2c-length ‘gap’ between every two intervals Ii and Ii+1 and Ii is higher
than Ii+1. In Lemma 7 Step 2 this clearly prevents intersections in the
following step.

Step 2 Map each interval 〈Ii, 2(n − i + 1)c〉 to 〈(f(Ii) + 2(n − i + 1)l, 0〉. (See
Lemma 7, Step 2). Then between every two intervals there is a ‘gap’
whose length is l.

Step 3 For i from 1 to n
2 , let j = 2i − 1, we can find an undefined interval

between 〈f(Ij)+2(n−j+1)l, 0〉 and 〈f(Ij+1)+2(n−j+2)l, 0〉 of length
l. By the proof of Lemma 7 (Step 3), we can map 〈f(Ij)+2(n−j+1)l, 0〉
using the upper plane and 〈f(Ij+1) + 2(n − j + 2)l, 0〉 using the lower
plane to this interval.

Step 4 Repeat Step 2 for log2(n) times until only 1 interval, If , remains.
Step 5 If the orientation of If is ‘reversed’ with respect to the initial interval of

the PAM A, then map If to this initial interval; otherwise, we reverse it
before mapping it to the initial interval.

Step 1, 2 and 5 each require 1 location. Step 3 and Step 4 require log2 n locations,
thus (log2 n) + 3 locations are required. �

The difficulty of simulating a 1-PAM by a 2-PCD is that regions cannot
overlap in a PCD, i.e., one region has only one deterministic constant flow. Thus
it is impossible to map several different intervals into a single interval under a
2-PCD, leading us to believe that Ω(log2 n) is a lower bound of the number of
locations required to simulate an n-interval 1-PAM by an RHPCD with arbitrary
constant flows.

Example 9 We give an example of a 1-PAM below and show how to simulate
it by a RHPCD with arbitrary constant flows in Figs. 3, 4.

f(x) =

{
2x, if x ∈ [0, 1)
−x+ 2, if x ∈ [1, 2]

Let the initial point be x0. The initial location of the HPCD is A-1, with variables
(x, y) = (x0, 0). PCD A-1 corresponds to Theorem 8, Step 1. PCD A-2 separates
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x’=−x+20 21x’=2x

(a) A 1-dim. Piecewise Affine
Map
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   A−1    A−2

   A−3   A−4

ε

ε
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ε

 x

 x
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[0,1]     y=24;^
[1,2]     y=12^

[8,10]     y=0;

[4,5]     y=0
[0,2]     y=0ε x ^
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 x ε ^[6,8]     y=0

(b) RHPCD with arbitrary constant
flows

Fig. 3. The 1-PAM with its equivalent HPCD

24

0 1 2

12

(a) A-1

4

12

11

24

26

0 1 2 8 105

(b) A-2

    104 5 6 8

2

−2

0

(c) A-3

80

−3

3

2 3

4 6

(d) A-4

Fig. 4. The 2-PCDs of the HPCD in Fig 3b (transition guards in bold).

each interval onto the x axis (Theorem 8, Step 2). PCD A-3 combines together
these two intervals (Theorem 8, Step 3). Finally, in A-4, as the final interval
[6, 8] has the same orientation as the initial interval [0, 2], we reverse it before
mapping it back to the initial interval (Theorem 8, Step 5).

We now show that an RHPCD with linear resets can simulate a 1-PAM.

Lemma 10 The interval 〈I, 0〉 can be mapped to 〈f(I) + m, 0〉 by an RHPCD
system with linear resets, where f(x) = ax+ b is an affine function, I = (s, t) is
a 1-dimensional interval and a, b,m, s, t ∈ Q are constants.

Proof. The proof is similar to the proof of Lemma 7. We still prove by 3 steps.

Step 1 First map the interval 〈I, 0〉 to the interval 〈I, c〉 by flow (0, 1). Define
the transition guard to be 〈I, c〉, which jumps to location 2 with linear
reset: x′ = |a|x, y′ = y.

Step 2 Using the similar idea in Lemma 7 Step 2, we can map the interval
〈|a|I, c〉 to the interval 〈(t′, t′ + |g|), 0〉 by the flows (1, 1) if (a > 0) or
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.

.

.

.

.

.

(a) Set of Points
V ⊆ R2

.

.

.

.

.

.

(b) Its Rectilinear
Tessellation

Fig. 5. Rectilinear Tessellation of the plane.

(1,−1) if a < 0, (1, 0), (1,−1) and (0,−1), where t′ and g are the same
defined as in Lemma 7.

Step 3 Exactly the same as Lemma 7 Step 3. �

Theorem 11 A 1-PAM with n intervals can be simulated by an RHPCD con-
taining dlog2 ne+ 3 locations with linear resets.

Proof. Apply Lemma 10 instead of Lemma 7 in the proof of Theorem 8. �

Corollary 12 An RHPCD with linear resets is equivalent to an RHPCD with
affine resets.

Proof. Immediately from the results of [3] and Theorem 11. �

Definition 13 (Rectilinear Tessellation) - Let V ⊆ R2 be a finite set of
2-dimensional points. We define a rectilinear tessellation of the plane as a tes-
sellation by rectangles by identifying with each v ∈ V a splitting of the plane into
four quadrants, parallel to the x and y axes. See Fig. 5(a) and Fig. 5(b).

Lemma 14 Let H be an RHPCD. There exists an RHPCD, HR, which is topo-
logically equivalent to H, such that HR has an injective edge-to-edge successor
function which preserves local coordinates.

Proof. Given the n-location RHPCD H, we define the rectilinear tessellation of
H in the following way. Let Vi ⊆ Q2 be the set of points defining the PCD
regions of location li of H and let V = ∪Vi for 1 ≤ i ≤ n. We assume without
loss of generality that V ⊆ Z2 by forming a (topologically) equivalent HPCD
with all points multiplied by the least common multiple of the denominators of
coordinates of points in V . We form a rectilinear tessellation of the plane by set
of points V . Note that each location of H can thus be defined on the same set of
regions, but allowing a region in different locations to have a different derivative.

We define derivatives of the form {(±1, 0), (0,±1)} as straight flows and
derivatives of the form {(±1,±1), (±1,∓1)} as diagonal flows. Our next step
is to further decompose the rectilinear tessellation of the plane such that any
non-square region containing a diagonal flow in any location is split into a finite
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number of square regions, each of which contains the same diagonal flow. To
perform this step, let R by any (non-square) rectangle such that there exists a
location li where the derivative of R in li is a diagonal flow. Let (rx, ry) ∈ Z2 be
the bottom left point of R and (r′x, r

′
y) ∈ Z2 be its upper right point. Then we

add all points {(i, j)|rx ≤ i ≤ r′x, ry ≤ j ≤ r′y} ⊆ Z2 to set V and recompute the
rectilinear tessellation of H. There are a finite number of bounded regions in H
and thus this procedure eventually halts giving a final set of points V ′ defining
the regions shared by all locations of the new RHPCD HR.

In each location of HR, only square regions have diagonal flows, thus each
edge is mapped to exactly one other under HR. Clearly then, local coordinates of
each edge are preserved by the edge-to-edge successor function by rectilinearity
of the plane partition and since each region has elementary flows. �

Theorem 15 The reachability problem is decidable for an RHPCD.

Proof. Given H, we can apply the rectilinear tessellation technique of Lemma 14
to form an RHPCD HR satisfying the conditions of the lemma. Let (l0, α) be
the initial state of the system and (lf , β) be the final point of the system, where
α, β ∈ Q2. In the same way as in Lemma 14, these points can be transformed so
that α, β ∈ Z2 are the initial and final points under HR.

Since the edge-to-edge successor function of HR is injective, we can form a
finite graph with vertices labelled (ei, k) where (ei, k) is an edge in location li
of HR. Each vertex is connected to exactly one other, according to the injective
edge-to-edge successor function. Since local coordinates of points on edges are
preserved by this function by Lemma 14, reachability becomes trivial since the
local coordinate of y must be the same as x and we can simply traverse the
graph until we reach the correct edge in some location or else detect a cycle. �

Definition 16 (1-POM) Let f be a 1-PAM. We call f a one-dimensional
piecewise offset map (1-POM) if f(x) = x+ bi for all x ∈ Ii.

Corollary 17 A 1-POM can be simulated by an RHPCD, and an RHPCD an
be simulated by a 1-POM.

The following theorem shows a relationship between the additional compu-
tational powers of affine resets and arbitrary constant flows.

Theorem 18 A k-location RHPCD with arbitrary constant flows can be simu-
lated by a k-location RHPCD with affine resets for any k ≥ 1.

Finally, we introduce nondeterminism to the RHPCD model.

Theorem 19 The reachability problem for a nondeterministic RHPCD system
is NP-hard.

Proof. We use a reduction of the Subset Sum Problem (SSP): given a finite set
of positive integers A and a positive integer N > 0, is there a subset A′ ⊆ A such
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Fig. 6. SSP simulated by a nondeterministic RHPCD with arbitrary constant flows.
The bold line denotes the transition guard.

that the sum of the elements inA′ is exactlyN? i.e., ifA = {k1, k2, . . . , kn} ⊆ Z+,
is there a subset A′ = {kt1 , kt2 , . . . , ktm} ⊆ A such that

∑m
j=1 ktj = N?

To simulate an n element instance of SSP, we define an (n + 2)-location
nondeterministic RHPCD. Divide each location i (1 ≤ i ≤ n) into four squares
labelled 1 to 4; see Fig. 6. Each square has length L, where L > N+max{|ki|}+ε,
ε ∈ (0, 1). Define the left lower corner point of square 1 to be the original point
(0, 0) and the right upper corner point of square 1 to be the point (L,L) and the
other regions are located as in Fig. 6. For regions 2, 3, 4 we need elementary flows
(−1,−1), (1,−1) and (1, 1), respectively. For each location i (1 ≤ i ≤ n), divide
square 1 into three subregions 1.1, 1.2 and 1.3 by internal guards 〈(0, L−ki), ki〉
and 〈L− ki, (0, L)〉. Then the region 1.1 is defined as a square of length L− ki
and regions 1.2 and 1.3 are two rectangles located inside square 1 as in Fig. 6.
The flows of region 1.1, 1.2 and 1.3 are defined as (−1, 1), (0, 1) and (0, 1),
respectively. Because L > N + max{|ki|} + ε, the point (0, N + ε) is possible
to reach from the x-axis in each location i. Define the transition guard of each
location i to be 〈0 < x < L, y = 0〉, which jumps to any one of the locations
from location i+ 1 to n+ 1. At last let location 0 be the starting location from
which we can jump to location 1 to n, and location n + 1 be the final location
where all the trajectories move with flow (1, 0). Clearly, the SSP instance has a
solution if the point (0, N + ε) in any location i (1 ≤ i ≤ n) can be reached from
(ε, 0) in location 0. Note that the construction of the corresponding RHPCD can
be done in time polynomial in the SSP instance size. �

4 Conclusion

We showed decidability of reachability for Restricted Hierarchical Piecewise Con-
stant Derivative (RHPCD) systems. The complexity of this problem is interesting
but is currently unresolved. We then showed that adding: comparative guards,
arbitrary constant flows or linear resets to an RHPCD makes the problem equiv-
alent to reachability for 1-PAMs, which is a long standing open problem. We
also showed that adding nondeterminism to RHPCDs leads to NP-hardness of
reachability. In this paper we focused on reachability problems, but stability,
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convergence and control problems for low-dimensional linear hybrid systems are
also important topics under active research.
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