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Abstract 

 

 
Experimental mechanics is currently contemplating tremendous opportunities of further 

advancements thanks to a combination of powerful computational techniques and also full-

field non-contact methods to measure displacement and strain fields in a wide variety of 

materials. Identification techniques, aimed to evaluate material mechanical properties given 

known loads and measured displacement or strain fields, are bound to benefit from increased 

data availability (both in density and dimensionality) and efficient inversion methods such as 

finite element updating (FEU) and the virtual fields method (VFM). They work at their best 

when provided with dense and multicomponent experimental displacement (or strain) data, 

i.e. when all orthogonal components of displacements (or all components of the strain tensor) 

are known at points closely spaced within the volume of the material under study. Although a 

very challenging requirement, an increasing number of techniques are emerging to provide 

such data.  

In this Thesis, a novel wavelength scanning interferometry (WSI) system that provides three 

dimensional (3-D) displacement fields inside the volume of semi-transparent scattering 

materials is proposed. Sequences of two-dimensional interferograms are recorded whilst 

tuning the frequency of a laser at a constant rate. A new approach based on frequency 

multiplexing is used to encode the interference signal corresponding to multiple illumination 

directions at different spectral bands. Different optical paths along each illumination direction 

ensure that the signals corresponding to each sensitivity vector do not overlap in the 

frequency domain. All the information required to reconstruct the location and the 3-D 

displacement vector of scattering points within the material is thus recorded simultaneously 

in a single wavelength scan. By comparing phase data volumes obtained for two successive 

scans, all orthogonal components of the three dimensional displacement field introduced 

between scans (e.g. by means of loading or moving the sample under study) are readily 

obtained with high displacement sensitivity.  

The fundamental principle that describes the technique is presented in detail, including the 

correspondence between interference signal frequency and its associated depth within the 

sample, depth range, depth resolution, transverse resolution and displacement sensitivity. 

Data processing of the interference signal includes Fourier transformation, noise reduction, 

re-registration of data volumes, measurement of the illumination and sensitivity vectors from 
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experimental data using a datum surface, phase difference evaluation, 3-D phase unwrapping 

and 3-D displacement field evaluation. 

Experiments consisting of controlled rigid body rotations and translations of a phantom were 

performed to validate the results. Both in-plane and the out-of-plane displacement 

components were measured for each voxel in the resulting data volume, showing an excellent 

agreement with the expected 3-D displacement.  
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PC-MRI - Phase-contrast Magnetic Resonance Imaging  
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PDA  - Photo detector array 
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XmCT  - X-ray micro-computed tomography 

XRD  - X-ray diffraction 

ZDL  - Zero delay line 
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the frequency axis f̂ and (d) against the depth axis z. 39 

Figure 3. 3  Block diagram of TSL-510 tunable laser [126] 40 

Figure 3. 4 The timing/synchronization diagram 42 

Figure 3.5  Depth resolved imaging by WSI 43 

Figure 3.6 Lens-less setup used to validate a WSI single channel system based on a telecom 

tunable laser and an InGaAs NIR camera. 44 

Figure 3. 7 (a) Intensity signal recorded at a pixel of an InGaAs detector array  during a full 

frequency scan of a NIR tunable laser. The intensity corresponds to the interference 

between light reflected at the front and back surfaces of a BK7 glass plate.(b) Same 

signal in a smaller range. 46 

Figure 3. 8 (a) Fourier transform of the signal shows in Fig. 3.8(a) showing the cross 

correlation peak along distance axis, (b) zoomed-in version of the peak of interest. 47 

 

Figure 4.1 WSI set-up showing the tunable laser (TL), 24 PLC splitter, InGaAs detector, 

pellicle beamsplitter (PBS), absorber plate (AP), pinhole (PH), aperture stop (AS), 

sample (S), lenses (L1-L7), optical fibres (OF1, OF2, OF3, OFR) and personal computer 

(PC). 51 

Figure 4.2 The laboratory set-up of WSI 52 

Figure 4.3 Illumination system; Top: viewing towards the camera; ADP- adapter for three 

illumination beams, Al plate –Aluminium plate. 53 

file:///C:/Documents%20and%20Settings/HIMACHAL/Desktop/semanti/thesis1_PDR.docx%23_Toc342403769
file:///C:/Documents%20and%20Settings/HIMACHAL/Desktop/semanti/thesis1_PDR.docx%23_Toc342403769
file:///C:/Documents%20and%20Settings/HIMACHAL/Desktop/semanti/thesis1_PDR.docx%23_Toc342403769
file:///C:/Documents%20and%20Settings/HIMACHAL/Desktop/semanti/thesis1_PDR.docx%23_Toc342403770
file:///C:/Documents%20and%20Settings/HIMACHAL/Desktop/semanti/thesis1_PDR.docx%23_Toc342403770
file:///C:/Documents%20and%20Settings/HIMACHAL/Desktop/semanti/thesis1_PDR.docx%23_Toc342403770
file:///C:/Documents%20and%20Settings/HIMACHAL/Desktop/semanti/thesis1_PDR.docx%23_Toc342403771
file:///C:/Documents%20and%20Settings/HIMACHAL/Desktop/semanti/thesis1_PDR.docx%23_Toc342403772
file:///C:/Documents%20and%20Settings/HIMACHAL/Desktop/semanti/thesis1_PDR.docx%23_Toc342403773


xiii 
 

Figure 4. 4 Illumination beams; side view: camera is on the left hand side, object on the right; 

NIR-ADL- near infrared achromatic doublet lens, f- focal length, FADP- fibre adapter.

 53 

Figure 4.5 Collimation of a beam; ADL- achromatic doublet lens, PM-Plane mirror, f-focal 

length, FADP- fibre adapter 54 

Figure 4.6 Imaging optics; ID- iris diaphragm, APL-adapter plate, PBS- pellicle beam splitter, 

S-sample 56 

Figure 4.7 Double telecentricity; O'- object, I'- image, f-focal length, ID- iris diaphragm 56 

Figure 4.8 Alignment of reference beam; PBS- pellicle beam splitter, CADP- camera adapter 

plate, TL- tunable laser, FADP- fibre adapter. 58 

Figure 4.9 Reference beam (Lab setup); SMF- single mode fibre, FADP- fibre adapter, PH- 

pinhole. 58 

Figure 4.10 Generalized optical path diagram for WSI with multiple illumination directions 

for a scattering material (a) and an opaque surface (b). 59 

 

Figure 5. 1  3-D data volume obtained by WSI 68 

Figure 5. 2 Intensity signal recorded at one pixel during a WSI scan when an opaque flat 

surface is imaged under 3-beam illumination (a) its corresponding Fourier transform, 

showing cross correlation terms “01”, “02” and “03” and autocorrelation terms “12”, 

“13” and “23” (b) peak 01 in more detail (c). 69 

Figure 5. 3 ycross-section of the magnitude of the Fourier transform volume obtained when 

a flat opaque surface is reconstructed, shown in reverse contrast for clarity. Lines 

corresponding to the auto correlation terms “12”, “23” and “13” and the cross 

correlation terms “01”, “02” and “03” are clearly visible. Their tilt is a consequence of 

the oblique illumination. 70 

Figure 5. 4 y cross-section of the magnitude of the Fourier transform volume obtained after 

thresholding and morphological operations. The cross correlation terms “01”, “02” and 

“03” are clearly visible. 71 

Figure 5. 5 ycross-section of the magnitude of the Fourier transform volume obtained after 

labelling. The cross correlation terms “01”, “02” and “03” are clearly visible. 71 

Figure 5. 6 (a) The reconstructed flat reference surface, (b) the plane of best fit for 

illumination beam "01" and (c) 2-D error between reconstruction and plane of best fit. .

 72 

file:///C:/Documents%20and%20Settings/HIMACHAL/Desktop/semanti/thesis1_PDR.docx%23_Toc342403823
file:///C:/Documents%20and%20Settings/HIMACHAL/Desktop/semanti/thesis1_PDR.docx%23_Toc342403823
file:///C:/Documents%20and%20Settings/HIMACHAL/Desktop/semanti/thesis1_PDR.docx%23_Toc342403823
file:///C:/Documents%20and%20Settings/HIMACHAL/Desktop/semanti/thesis1_PDR.docx%23_Toc342403824
file:///C:/Documents%20and%20Settings/HIMACHAL/Desktop/semanti/thesis1_PDR.docx%23_Toc342403824
file:///C:/Documents%20and%20Settings/HIMACHAL/Desktop/semanti/thesis1_PDR.docx%23_Toc342403825
file:///C:/Documents%20and%20Settings/HIMACHAL/Desktop/semanti/thesis1_PDR.docx%23_Toc342403825
file:///C:/Documents%20and%20Settings/HIMACHAL/Desktop/semanti/thesis1_PDR.docx%23_Toc342403826
file:///C:/Documents%20and%20Settings/HIMACHAL/Desktop/semanti/thesis1_PDR.docx%23_Toc342403828
file:///C:/Documents%20and%20Settings/HIMACHAL/Desktop/semanti/thesis1_PDR.docx%23_Toc342403828
file:///C:/Documents%20and%20Settings/HIMACHAL/Desktop/semanti/thesis1_PDR.docx%23_Toc342403909


xiv 
 

Figure 5. 7 Three separate points on any one fitted image plane 73 

Figure 5. 8 Geometric relationship between the illumination vector ep and the normal to the 

reference surface reconstruction, np. The plane of the figure corresponds to the plane of 

the azimuth of np and ep. 74 

Figure 5. 9 Planes of best fit obtained for reconstructions “01”, “02” and “03” for a reference 

flat surface. (a) Plane of best fit for reconstruction “01” showing its normal vector (b) 

and sensitivity and observation vectors, as evaluated from the reference surface 

reconstructions using Eqns. (5.2)-(5.14) (c). 76 

 

Figure 6. 1  An epoxy resin block seeded with scattering particles                                         80 

Figure 6. 2 A y slice through the reconstructed volume 81 

Figure 6. 3 Schematic diagram of the data processing for the reference surface and a volume 

sample 81 

Figure 6. 4  Epoxy resin block fixed on tilting stage and  a rotating stage. 83 

Figure 6. 5  In-plane rotation 83 

Figure 6. 6 Reconstructed cross-sections of the magnitude and wrapped phase volumes of a 

semitransparent scattering sample that has undergone in-plane rotation (phase values 

between - and ). 84 

Figure 6. 7 Out-of-plane tilt 85 

Figure 6. 8 Cross-sections of magnitude (1
st
 row) and the wrapped phase volumes (2

nd
 row 

for 0.027
°
 and 3

rd
 row for 0.054

°
 tilt) of a scattering sample that has undergone out-of-

plane tilt (phase values between - and ). 86 

Figure 6. 9 Cross-sections of magnitude and the wrapped phase volumes of a scattering 

sample that has undergone simultaneous in-plane rotation and out-of-plane tilt (phase 

values between –and ). 87 

Figure 6. 10 Cross sections of the measured 3-D displacement field corresponding to a 

sample after in-plane rotation. The rows indicate the displacement components u and v 

along the x, y and  axes. The columns show sections of the data volume on planes y, 

x and xy. Displacements units: mm. 88 

Figure 6. 11 ‘Measured’ (black line) and ‘reference’ (gray line) average displacement profiles 

obtained for in-plane rotation of the sample. 89 

Figure 6. 12 Cross sections of the measured 3-D displacement field corresponding to a 

sample under out-of-plane tilt (0.027
°
). The row indicates the displacement components 

file:///C:/Documents%20and%20Settings/HIMACHAL/Desktop/semanti/thesis1_PDR.docx%23_Toc342403915
file:///C:/Documents%20and%20Settings/HIMACHAL/Desktop/semanti/thesis1_PDR.docx%23_Toc342404035
file:///C:/Documents%20and%20Settings/HIMACHAL/Desktop/semanti/thesis1_PDR.docx%23_Toc342404037


xv 
 

w along the x, y and  axes, respectively. The columns show sections of the data volume 

on planes y, x and xy. Displacements units: mm . 90 

Figure 6. 13 Cross sections of the measured 3-D displacement field corresponding to a 

sample under out-of-plane tilt (0.054
°
). The row indicates the displacement components 

w along the x, y and  axes, respectively. The columns show sections of the data volume 

on planes y, x and xy. Displacements units: mm . 90 

Figure 6. 14 ‘Measured’ (black line) and ‘reference’ (gray line) average displacement profiles 

obtained for out-of-plane tilt (for 0.027
°
 and 0.054

°
 respectively) of the sample. 91 

Figure 6. 15 Cross sections of the measured 3-D displacement field corresponding to a 

sample under in-plane rotation and out of plane tilt. The rows indicate the displacement 

components u, v and w along the x, y and  axes, respectively. The columns show 

sections of the data volume on planes y, x and xy. Displacements units: mm. 92 

Figure 6. 16  ‘Measured’ (black line) and ‘reference’ (gray line) average displacement 

profiles obtained for simultaneous in-plane rotation and out-of-plane tilt of the sample.

 93 

  



xvi 
 

CONTENT 

ABSTRACT .......................................................................................................................................................i 

ACKNOWLEDGEMENT .................................................................................................................................. iii 

LIST OF NOMENCLATURE ..............................................................................................................................iv 

ABRREVIATION ............................................................................................................................................vii 

LIST OF FIGURES ...........................................................................................................................................xi 

CHAPTER 1 ....................................................................................................................................................... 1 

1 INTRODUCTION ...................................................................................................................................... 1 

1.1 INTRODUCTION ............................................................................................................................................. 1 

1.2 NOVELTY OF RESEARCH ................................................................................................................................... 3 

1.3 THESIS STRUCTURE ........................................................................................................................................ 4 

1.4 PUBLICATIONS ARISING FROM THE RESEARCH ...................................................................................................... 4 

CHAPTER 2 ....................................................................................................................................................... 6 

2 MEASUREMENT OF THREE DIMENSIONAL DISPLACEMENT AND STRAIN FIELDS ..................................... 6 

2.1 INTRODUCTION ............................................................................................................................................. 6 

2.2    EVALUATION OF MECHANICAL PROPERTIES OF MATERIALS ...................................................................................... 7 

2.3 NEUTRON DIFFRACTION & X-RAY DIFFRACTION ................................................................................................... 8 

2.4 3-D MAGNETIC RESONANCE IMAGING ............................................................................................................. 11 

2.5 DIGITAL VOLUME CORRELATION ..................................................................................................................... 12 

2.6 3D PARTICLE IMAGE VELOCIMETRY .................................................................................................................. 13 

2.7 DVC & 3D X-RAY COMPUTED TOMOGRAPHY .................................................................................................... 16 

2.8 DVC & 3-D SCATTERED LIGHT SHEET ILLUMINATION .......................................................................................... 16 

2.9 DVC & 3-D ULTRASONIC IMAGING ................................................................................................................. 17 

2.10 DVC & 3-D LASER SCANNING CONFOCAL MICROSCOPY .................................................................................. 17 

2.11 DVC & 3D OPTICAL COHERENCE TOMOGRAPHY ........................................................................................... 18 

2.12 3-D POLARISATION SENSITIVE OCT ............................................................................................................ 20 

2.13 3-D PHOTOELASTIC TOMOGRAPHY ............................................................................................................. 21 

2.14 3-D PHASE-CONTRAST OCT ..................................................................................................................... 22 

2.15 WAVELENGTH SCANNING INTERFEROMETRY ................................................................................................. 24 

2.15.1 Wavelength and frequency tuning for OCT reconstructions .................................................... 25 

2.15.2 WSI in profilometry .................................................................................................................. 27 

2.15.3 WSI in absolute distance measurement ................................................................................... 28 

2.16 DEPTH-RESOLVED OUT-OF-PLANE DISPLACEMENT MEASUREMENT USING WSI .................................................... 30 

2.17 TILT SCANNING INTERFEROMETRY .............................................................................................................. 31 

2.18 CONCLUDING REMARKS ........................................................................................................................... 31 



xvii 
 

CHAPTER 3 ..................................................................................................................................................... 33 

3 WAVELENGTH SCANNING INTERFEROMETRY ....................................................................................... 33 

3.1 MATHEMATICAL DESCRIPTION OF WSI ............................................................................................................ 33 

3.1.1 Interference signal, phase and modulation frequency ................................................................. 34 

3.1.2 Extraction of the sample micro structure ...................................................................................... 36 

3.1.3 Calculation of interference phase ................................................................................................. 37 

3.1.4 Range and resolution of the optical path difference measurement ............................................. 38 

3.2 NOVEL WSI SYSTEM BASED ON A TELECOM LASER AND AN INGAAS DETECTOR ARRAY ............................................... 40 

3.2.1 Light source of the WSI ................................................................................................................. 40 

3.2.2 NIR photo-detector array .............................................................................................................. 41 

3.2.3 Data processing hardware/software ............................................................................................ 41 

3.2.4 Timing and synchronization diagram ........................................................................................... 42 

3.3 WSI – A LENS-LESS SETUP ............................................................................................................................. 43 

3.4 EVALUATION OF SYSTEM PERFORMANCE (LINEARITY OF FREQUENCY SCAN).............................................................. 45 

3.4.1 Full frequency scan ....................................................................................................................... 45 

3.5 CONCLUSION .............................................................................................................................................. 47 

CHAPTER 4 ..................................................................................................................................................... 49 

4 FULL SENSITIVITY WSI SYSTEM ............................................................................................................. 49 

4.1 INTRODUCTION ........................................................................................................................................... 49 

4.2 OPTICAL SETUP ........................................................................................................................................... 50 

4.3 ILLUMINATION BEAMS .................................................................................................................................. 53 

4.3.1 Collimation of individual illumination beam ................................................................................. 54 

4.3.2 Configuring three non-coplanar collimated beams ...................................................................... 55 

4.3.3 Imaging optics............................................................................................................................... 55 

4.3.4 Alignment of the reference arm .................................................................................................... 57 

4.4 WORKING PRINCIPLE OF FULL-SENSITIVITY PHASE-CONTRAST WAVELENGTH SCANNING INTERFEROMETRY ..................... 59 

4.5 RANGE AND RESOLUTION OF THE OPTICAL PATH DIFFERENCE MEASUREMENT ........................................................... 64 

4.6 CONCLUSION .............................................................................................................................................. 64 

CHAPTER 5 ..................................................................................................................................................... 65 

5 SURFACE RECONSTRUCTION FOR SYSTEM CALIBRATION PURPOSES .................................................... 65 

5.1 INTRODUCTION ........................................................................................................................................... 65 

5.2 IMAGE ACQUISITION AND CONSTRUCTION OF 3-D MAGNITUDE AND PHASE VOLUMES ............................................... 66 

5.2.1 Depth range and depth resolution ................................................................................................ 67 

5.2.2 Reconstruction of a single scattering surface ............................................................................... 70 

5.2.3 Plane fitting to the reference surface reconstruction ................................................................... 72 



xviii 
 

5.2.4 Evaluation of illumination and sensitivity vectors ........................................................................ 73 

5.3 CONCLUSION .............................................................................................................................................. 77 

CHAPTER 6 ..................................................................................................................................................... 78 

6 VOLUME RECONSTRUCTION OF INTERNAL STRUCTURE AND 3-D DISPLACEMENT FIELDS ..................... 78 

6.1 INTRODUCTION ........................................................................................................................................... 78 

6.2 DATA ACQUISITION AND VOLUME RECONSTRUCTION .......................................................................................... 79 

6.3 VOLUME REGISTRATION ................................................................................................................................ 82 

6.4 3-D FULL-SENSITIVITY DISPLACEMENT EVALUATION ............................................................................................ 82 

6.4.1 System validation: Evaluation of phase difference volumes due to rigid body motion ................ 82 

6.4.2 In-plane rotation ........................................................................................................................... 83 

6.4.3 Out-of-plane tilt ............................................................................................................................ 85 

6.4.4 In-plane rotation and out-of-plane tilt .......................................................................................... 86 

6.5 3-D PHASE UNWRAPPING ............................................................................................................................. 87 

6.6 3-D DISPLACEMENT RESULTS ......................................................................................................................... 87 

6.6.1 In-plane rotation ........................................................................................................................... 88 

6.6.2 Out-of-plane tilt ............................................................................................................................ 89 

6.6.3 Simultaneous in-plane and out-of-plane ...................................................................................... 91 

6.7 CONCLUSION .............................................................................................................................................. 93 

CHAPTER 7 ..................................................................................................................................................... 95 

7 DISCUSSION AND FURTHER WORK ....................................................................................................... 95 

APPENDICES................................................................................................................................................. 100 

A1 SETTING UP THE CAMERA FROM GOODRICH CORPORATION ............................................................. 100 

A2  TABLE 1 MEASUREMENT OF DISPLACEMENT FIELDS IN THE VOLUME OF MATERIALS ............................ 108 

REFERENCES ................................................................................................................................................. 116 

 



1 
 

  

 

 

 

 

Chapter 1 

 

 

 

1 Introduction 

 

 

1.1 Introduction 

 

Sub-surface stresses are difficult to evaluate with current non-destructive testing methods of 

surface measurements. Often caused by delamination, moisture ingress, material mismatch or 

the anisotropic nature of the material, these stresses are required in order to assess the 

structural integrity of the component under test or to identify depth-resolved constitutive 

parameters to characterize the material and better predict its behavior. Examples in which 

surface measurements do not provide sufficient information include the localization and 

sizing of delaminations in composite materials [1-4] (as large and deep delaminations can 

show a surface deformation field similar to that of a small and shallow one), or the 

determination of stress propagation in granular packs, a truly 3-D spatial problem [5]. 
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Another interesting case in which the behavior of the system is related to 3-D strain fields is 

ablative corneal surgery: following surgery, stresses may develop as a result of structural 

changes introduced by re-shaping of the corneal surface or the scarring process that follows. 

Current predictive models assume a uniform distribution of stiffness through the thickness of 

the cornea in order to estimate the final shape of the cornea after surgery (the target profile). 

Identification techniques, aimed to evaluate material mechanical properties given known 

loads and measured displacement or strain fields, are bound to benefit from increased data 

availability (both in density and dimensionality) and efficient inversion methods such as 

finite element updating (FEU) and the virtual fields method (VFM) [6-8]. When all the 

orthogonal components of the displacement field (or all components of the strain tensor) are 

known at points closely spaced ‘within’ the volume of the material under study, inversion 

methods are more likely to identify a greater number of elements of the material’s stiffness 

matrix. The last two decades have witnessed the development of a significant number of 

techniques that aim to provide 3-D multicomponent displacement fields. 

Neutron diffraction and x-ray diffraction can provide 3-D strain fields in crystalline materials 

effectively measuring changes in the lattice parameter. Other techniques provide internal 

microstructure by some sort of tomographic imaging and can evaluate deformation fields 

using texture tracking methods based on digital image correlation (DIC) or digital volume 

correlation (DVC). Some examples include x-ray computed tomography (CT), ultrasound 

imaging, confocal microscopy, optical coherence tomography (OCT) (also known as OCT 

elastography when combined with digital image correlation (DIC) or DVC). Correlation 

methods are used to quantify displacement fields from before and after deformation of depth-

resolved microstructure images. In all these cases the displacement sensitivity is coupled to 

the depth resolution, which constrains their ability to detect and quantify small deformations 

due to mechanical, thermal or chemical loads, in large fields of view. Phase sensitive 

techniques are powerful alternatives that are also able to provide 3-D microstructure and 

some displacement components or combination of principal strains: phase–contrast magnetic 

resonance imaging (PC-MRI), photoelastic tomography (PT), polarisation sensitive OCT 

(PS-OCT), Doppler and phase-contrast OCT, tilt scanning interferometry (TSI), and 

wavelength scanning interferometry (WSI).  

Each technique has a restricted range of materials to which it can be applied: PT, for example, 

is suitable only for materials that exhibit transient photo-elasticity; PC-MRI requires 

significant water or fat content in the sample, and OCT techniques require the material to be 
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semi-transparent and able to scatter light usually in the infrared spectral region. For many 

technologically and medically important materials, the existing techniques often have 

insufficient spatial resolution or else are too insensitive. A detailed description of these 

techniques is presented in Chapter 2 with a comparative table that summarizes their main 

technical characteristics. 

 

1.2 Novelty of research 

 

Most OCT variants have evolved towards improving spatial resolution and acquisition speed 

and measuring the amplitude of the complex signal obtained, which describes the 

microstructural morphology of weakly scattering samples. Several depth-resolved 

interferometric optical techniques such as WSI, TSI and phase-contrast spectral OCT have 

been developed  at Loughborough University as extensions of speckle pattern interferometry 

towards applications in mechanics of materials. The initial systems were able to provide only 

one or two depth-resolved displacement components through the thickness of polymer 

samples seeded with scattering particles. Their depth resolution was ~14mm, ~1.1mm, and 

0.058mm respectively for the WSI [9], TSI [10]  and PC-SOCT [11] systems.  

 

A novel WSI system is proposed here, based on a broadband, near-infrared (NIR), 

telecommunications grade tunable laser and a 2-D NIR photodetector array. The system does 

not require spatial scanning and enables phase-contrast volume imaging with high spatial 

resolution. The interference signals from three non-coplanar illumination beams associated 

with three sensitivity vectors are recorded simultaneously using a frequency multiplexing 

approach. By comparing the phase data volumes before and after loading of the material, all 

the orthogonal components of the 3-D displacement field are readily obtained for each voxel 

in the resulting data volume. To the best of my knowledge, this is the first time that all 

orthogonal components of displacement have been measured within the volume of scattering 

materials. Other improvements over previous OCT systems include a ~100× increase in 

voxels count, a 3× increase in the number of displacement components measured, a 

displacement rms noise level of 0.14m, 0.20m and 32.5nm for the u, v and w displacement 

components respectively, with a comparable depth resolution of 0.060 mm and a lateral 

resolution of 0.025 mm. 
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1.3 Thesis structure 

 

This Thesis is organized as follows: Chapter 2 presents a review of optical and non-optical 

techniques for 3-D full–field measurements of displacement and strain fields inside the 

volume of various materials and in the context of experimental mechanics. An overview of 

different identification methods which are used to evaluate material mechanical properties 

based on full-field measurements is also presented. Chapter 3 describes the initial 

developments of WSI and related techniques applied to experimental mechanics, 

profilometry and absolute distance measurements. Chapter 4 presents a detailed description 

of a novel full sensitivity WSI system, including optical setup, hardware synchronization 

scheme, the fundamental principle of WSI, the mathematical model used to describe it and a 

new approach based on frequency multiplexing that enables the simultaneous encoding of 

multiple measurements with different displacement sensitivities. In Chapter 5, data acquired 

for a reference opaque surface is used to evaluate the sensitivity vectors of the interferometer, 

rather than establishing them from approximate illumination and observation directions 

measured from the setup. The relationship between measured phase and calculated 

displacements is thus established in a convenient reference system. Chapter 6 presents 

experimental results of the 3-D distribution of the displacement field within a test sample that 

has undergone known rigid body in-plane rotation and out-of-plane tilt. All the components 

of the displacement vector at each voxel of the data volume are measured and compared to 

the nominal values of rotation and tilt introduced in the experiment via two rotation and tilt 

stages. Finally, Chapter 7 summarizes the research, provides a discussion on potential 

applications, sources of error and opportunities for further refinement and derives some 

conclusions. 

 

1.4 Publications arising from the research 

 

Chakraborty S., and Ruiz P. D., “Measurement of all orthogonal components of displacement 

in the volume of scattering materials using wavelength scanning interferometry”, J. Opt. Soc. 

Am.A, 2012.29(9): p. 1776-85.  

This journal has been selected by the Editors, for publication in the Virtual Journal for 

Biomedical Optics.  http://vjbo.osa.org/virtual_issue.cfm. 

https://email.lboro.ac.uk/owa/redir.aspx?C=P0VhFV8foky-60UOFtWswa5YCsbgkc8IcsMWAjOZIekk_T5cuRgGCE243Gugfv1HXSy99Ay4DcI.&URL=http%3a%2f%2fvjbo.osa.org%2fvirtual_issue.cfm
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Ruiz P. D. and Chakraborty S., “Full-sensitivity depth-resolved measurements of 

displacement fields inside weakly scattering materials using wavelength scanning 

interferometry”, Proc. of SPIE, Vol. 8413, 84130D1-6, Speckle 12, V International 

Conference on Speckle Metrology, Vigo, Spain. [Received ‘Best presentation and paper 

award’] 
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Chapter 2 

 

 

2 Measurement of three dimensional displacement 

and strain fields 

 

 

2.1 Introduction 

 

Volumetric imaging techniques can turn into powerful tools in experimental mechanics when 

combined with image correlation, tracking and registration methods to evaluate displacement 

fields. Their non-contact and full field approaches enable the study of the structural behaviour 

of complex materials from measurements of 3-D displacement and strain fields within their  

volume [12, 13]. Phase sensitive techniques constitute an alternative approach that do not 

require tracking or correlation to evaluate displacements, as they are obtained directly from 

phase differences measured from the signal that encodes depth information. Neutron and x-

ray diffraction do not belong to these categories but provide volumetric maps of strain from 
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point wise measurements of diffraction peak shifts, scanned through the volume. A wide 

variety of techniques is quickly evolving to provide internal displacement fields in 

engineering materials (concrete, wood, metals, fibre reinforced composites, adhesives, 

polymers, gels, powders) and biological tissues (skin, tendons, muscle, arteries). This chapter 

presents a comparative analysis of current techniques by focusing in the following aspects:1) 

Working principles that lead to 3-D imaging; 2) Achievable spatial resolution (axial and 

lateral); 3) The way in which displacement is evaluated; 4) Displacement and strain 

sensitivity; 5) Materials for which they are suitable and 6) Advantages and limitations of the 

different implementations. This analysis, presented within the context of identification in 

mechanics of materials, is aimed to better appreciate the strengths and weaknesses of the new 

WSI approach proposed in this Thesis. 

 

2.2 Evaluation of mechanical properties of materials 

 

Results from predictive analytical or numerical models of material behaviour are only as good 

as the mechanical properties and boundary conditions that are used and also depend on the 

validity of the considered assumptions. Establishing the parameters that characterize material 

behaviour is therefore paramount, and is the main purpose of so called “identification 

techniques”. In general terms, for a material under mechanical load, identification techniques 

use measured values of the applied load and the resultant displacement (or strain) field to find 

the mechanical properties of the material. These properties are usually the elastic modulus, 

Poisson’s ratio or in general cases the components of the stiffness tensor [6, 14]. Finite 

element model updating (FEMU) is a common iterative approach in which the displacement 

or strain at certain points in the material are evaluated using a forward model using some 

initial guess for the mechanical properties. A cost function that compares the predicted strain 

field with the measured one is written in terms of the mechanical parameters to be identified. 

These parameters are then found by minimizing the cost function. FEMU can handle a large 

variety of over-determined data [15]. 

Another approach, based on the concept of virtual work and known as the virtual fields 

method (VFM), has been proposed in 1989 [16] and evolved ever since to solve more 

challenging identification problems, in part fuelled by advances in imaging and full field non-

contact optical measurement techniques. VFM has been used mainly with 2-D displacement 

and strain measured fields to study [8]: a) bending stiffness in thin anisotropic plates,  b) shear 
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bending on rectangular coupons, c) non-linear shear behaviour and damping effects in 

composites, d) elasto-plasticity of materials (a plane dog bone shaped) and e) heterogeneous 

stiffness fields in woods and impacted composite plates [7]. 

In solid mechanics, due to the advent of powerful computation methods and experimental 

techniques, the mechanical behaviour of the materials can be characterised precisely by 

comparing the results obtained from experiments and theoretical models. The constitutive 

equation plays a key role in identifying the structural behaviour of the materials under study. 

In case of ‘direct inversion’ method for homogeneous and isotropic materials, there is always 

a direct link that connects the unknown parameters and the measurements (such as local 

displacements, strain, applied loads, etc.), but for heterogeneous anisotropic or plastic 

materials, no such straightforward relationship remains between them [17]. 

 

2.3 Neutron diffraction & X-ray diffraction 

 

Diffraction methods in solid state physics date back to the early 20
th

 century along with 

Bragg’s law of diffraction [18]. Neutron diffraction (ND) and x-ray diffraction (XRD) can 

provide 3-D non-destructive strain fields within the volume of crystalline materials, 

effectively measuring changes in the lattice parameter (atomic plane spacing) due to plastic 

and elastic deformations caused by stress. They require long acquisition times for each 

measured point (usually several minutes to hours, depending on the beam intensity) and rely 

on spatial scanning to build up 3-D data volumes [19]. As neutrons interact with the atomic 

nucleus, the scattered intensity is directly proportional to the isotopic structure and they are 

weakly absorbed by most materials, which give them good penetration in metals (a few 

centimetres). One area that has benefited from 3-D ND, for instance, is rail quality and 

maintenance. The repeated rolling contact between railway track and wheels lead to a 

complex and asymmetric strain distribution and ultimately gives rise to contact induced 

plasticity and fracture [20-23]. Figure 2.1 illustrates a typical ND measurement of strain 

spatial distributions. In this case, the residual plastic strain for transverse, vertical and 

longitudinal components are mapped in a cross section of a rail head [23]. Volumetric data 

could be acquired by further scanning of the measurement point (indicated by a cross ‘×’ in 

the figure) along the rail axis (the longitudinal direction). The gauge volume (the selected 

volume of the sample where the measurements are made) can be as small as 0.5×0.5×0.5mm
3
. 
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The strain levels in this case were within -1600 and 800 microstrain with levels of 100 

microstrain being easily distinguishable. 

X-ray diffraction relies on the interaction of X-rays with the electron cloud surrounding the 

atoms. Modern synchrotron sources provide high energy, coherent, polarized and collimated 

X-ray radiation, which reduces measurement time, increases penetration depth to a few tens 

of micrometres and increases spatial resolution and strain sensitivity. The strain distribution 

within the volume of nano-crystalline materials can only be studied by coherent x-ray 

diffraction (CXD) [24, 25]. Figure 2.2 shows a beautiful example in which x-ray diffraction 

is used to measure 3-D strain fields within a Pb nano crystal. The gauge volume can be as 

small as 0.11×0.11×0.11mm
3
. The maximum strain component measured due to the +1.4rad 

phase shift of the complex density which corresponds to a total displacement of 0.08nm. 

Though very powerful in crystalline materials, the main limitation of ND and x-ray 

diffraction methods is that they do not work in amorphous materials such as glass, polymers 

and some tissues. 
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Figure 2.1 Distributions of the residual elastic strain components in a rail measured with ND. 

(a) transverse, (b) vertical, and (c) longitudinal [23]. 
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Figure 2.2 Strain distribution within a Pb nanocrystal and cross sections of cut-planes 

passing through an isosurface of the density of the Pb nanocrystal studied with coherence x 

ray diffraction (CXD) [25]. 

 

2.4 3-D magnetic resonance imaging 

Magnetic resonance imaging (MRI) is primarily a medical imaging modality mostly used in 

radiology to visualize detailed internal structure and function of the body, especially useful in 

neurological (brain), musculoskeletal, cardiovascular and oncological (cancer) imaging. It 

uses a powerful magnetic field to align the nuclear magnetization of (usually) hydrogen 

atoms in water in the body. Radio frequency (RF) fields are used to change the alignment of 

this magnetization in a systematic way, causing the hydrogen nuclei to develop a rotating 

magnetic field perceptible by the scanner. 

A micro MRI method coupled with 3-D ‘finite-element based’ DIC has been used to study 

the cancellous bone of  bovine femoral head under compression and 3-D displacement and 

strain uncertainties were calculated for different correlation subsets [26]. A slice of 16 mm 

long and 10 mm
2
 cross-section was extracted from a sample like femoral head and field of 

view (FOV) 40×20×20mm
3
 was limited by the MRI antenna. The displacement fields were 

measured over a volume of 96×192×96 voxels or 7.5×15×7.5mm
3
 volume of interest (VOI), 

where the strain level was -0.6 microstrain and the displacement uncertainty was ~ 8mm in 

all three directions. 

In another study, MRI has been used in conjunction with a zero-th order and a first-order 

texture correlation algorithms, i.e. 2-D DIC, to evaluate 3-D deformation fields inside 

intervertebral disc tissue [27]. The spatial resolution achieved here was 256×256×64 voxels 

75 nm 
-1.6       -0.8        0        0.8      1.6 

Phase/ rad 
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where each voxel is ~ 78µm
3
. The axial strain levels were -9.55% ± 2.59% and -9.07% ± 2.71% 

for two different slices and radial strains were 0.17% ± 0.83% and -0.14% ± 0.52% for them. 

 

Gilson et al in 2005 [28] developed a multi-slice displacement encoded with stimulated 

echoes (DENSE) MRI method along with the 3-D motion encoding capability for 

determining the 3-D myocardial mechanics and they applied their method on the mice heart 

in case of pre and post infarction. The intra-myocardial  displacement, strain and torsion 

everything can be evaluated by DENSE MRI, which takes only 50 minutes for a complete 

scan. In 2008, Avril et al used displacements measured by stimulated echo MRI in 

conjunction with the virtual fields method to estimate the stiffness ratio between an inclusion 

and its surrounding medium in a phantom [29]. The volume of interest of the sample was 

50×50×42mm
3
, where the average value of modulus in surrounding material was 0.69 and 

within the inclusion it was 2.98. 

 

2.5 Digital volume correlation 

 

It seems convenient at this point to introduce a brief description of correlation techniques, as 

they are central in a significant number of techniques that will be introduced in this Chapter. 

Image correlation techniques such as DIC for 2-D and DVC for 3-D datasets are becoming 

ubiquitous in mechanics of materials, material research and biological sciences due to the 

simplicity of their working principle, enabled by advances in imaging techniques and 

algorithm design for stereo photogrammetry and tomography [30-32]. Essentially, DVC 

works by tracking how a spatial region in a 3-D dataset moves and deforms from a reference 

state to a deformed state. The method relies on the local “texture” within a sub-region of Q
3
 

voxels (Q~20-40), ideally a random “speckle” field, which is matched and tracked by 

minimizing a correlation parameter. The result from such minimization is a set of parameters 

that include the displacement vectors and higher order derivatives of the displacements used 

to improve the matching. This is repeated for specific points in the data volume laid out as a 

grid [33]. The strains are finally obtained for points in the grid by estimating the surrounding 

deformation gradients. The size of the local region, Q, thus determines the displacement and 

strain spatial resolution for independent measurements. One important characteristic of DIC 

and DVC is that the spatial resolution is coupled to the size of the field of view (FOV), or the 

magnification of the imaging system. This is so because displacements are measured in 
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fractions of pixels (DIC) or voxels (DVC). The spatial scale is determined by the size of the 

imaged region or FOV.  Fig. 2.3 illustrates how DVC works. Here a single point was 

considered for analysis at the position P, the displacement of P was defined by t. 

 

In DVC the two consecutive images before and after the deformations need to be divided into 

a set of sub volumes and those sub volumes can be centred on the different points of interest. 

The local displacement vector can easily be evaluated at each point from each pair of 

corresponding sub volume images by using a 3-D volume correlation method where the 3-D 

discrete correlation function is generally computed by 3-D fast Fourier transform (FFT) 

algorithm. The FFT is the easiest method to evaluate the cross-correlation functions by 

replacing the double summation using a point-wise multiplication which reduces the 

computational cost. 

 

 

 

 

Figure 2.3 Digital volume correlation involves: (a) specification of a region of interest in the 

microstructure data volume; (b) displacement measurement at each location by correlation of 

reference and target data volumes; and (c) strain calculation at each point by estimation of the 

surrounding deformation gradients [31]. 
 

2.6 3D particle image velocimetry 

 

3-D particle image velocimetry (PIV) dominates in the area of experimental fluid mechanics 

for measuring multi-component velocity vectors at a large number of points inside a 

measurement volume filled by a particle-seeded fluid. The technique consists of four 

different stages –see Fig. 2.4: 1) stereo imaging of the measurement volume with 2 or more 
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cameras. The fluid is usually illuminated by a high power visible laser; 2) stereoscopic 

localisation (based on an epipolar-line or crossing-line method) to get the three position 

coordinates of the particles); 3) calibration (to compensate for lens distortions and aberrations) 

and 4) matching or tracking algorithm (DIC or DVC). Though originally used in 2-D sections 

of the flow, 3-D versions of PIV methods have been proposed and demonstrated over two 

decades ago  [34, 35], leading to the determination of the 3-D components of the velocity 

field within the flow volume [36]. It was from the field of PIV that experimental mechanics 

adapted the correlation and tracking algorithms to measure material strain rather than velocity 

fields. While in PIV the particles need to be sparse and resolved to be successfully tracked, in 

the experimental mechanics variants, DVC methods work better when the volume is filled by 

a non-sparse random texture field, not necessarily fully resolved as long as the fundamental 

condition is met (as discussed in the last paragraph of  section 2.5). 

 

There is a holographic version of PIV in which the amplitude and phase components of the 

scattered wave and reference wave are stored in a hologram as an interference pattern, while 

the replica of the reference wave is generally used again to illuminate the hologram to 

reconstruct the original wave field. Micro digital in-line holographic particle tracking 

velocimetry (micro-DHPTV) was demonstrated for evaluating 3-D velocity vector fields at 

distinct points inside the volume of a flow in conjunction with combined 3-D cross 

correlation and nearest neighbour matching algorithm [37]. At the time of reconstruction of 

the hologram, the scanning depth was 50μm, the number of image slices 100 and the 

resolution ~ 0.5μm. In a straight micro channel flow, 507 vectors were obtained with velocity 

ranging from 0.002 to 0.025 m/s. Comparing with all different PIV techniques, it can be said 

that HPIV is superior to all other methods where the coherent volumetric illumination is 

required to record the holograms. Their applications is limited nowadays only in the area of 

simple flow configurations because of the complicated experimental setups and complex data 

analysis techniques. 

 

All the components of the velocity field can be measured with a 3-D holographic PIV 

technique in which in-line digital holograms of particle seeded volumes are recorded from 

different directions, reconstructed and then analysed by with a 3-D cross correlation 

algorithm [38]. In this experiment the seeded particle with a diameter of 11μm had been 

sandwiched between two microscopic slides and placed on x–z micrometer traverse. The 

technique was called as ‘two single-exposed digital in-line holography’ where in between the 
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two exposures, the seeded particles were moved by 0.1mm and 0.06mm in x and y directions 

respectively, i.e., a vector displacement was of 0.1166 mm and standard uncertainty was of 

4.29%. Red blood corpuscles have been successfully tracked in the flow inside a micro-tube 

using digital holography and PIV [39]. The reconstructed volume was 600×350×350µm
3
 

containing 185 RBCs and the maximum measured velocity ~ 5.96mm/s  and  mean velocity ~ 

2:98mm/s. 

 

 

 

 

Figure 2.4  3-D PIV [40] 
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2.7 DVC & 3D x-ray computed tomography 

 

DVC has been used on data volumes acquired with a diverse range of techniques to evaluate 

3-D deformation fields in a variety of materials and x-ray computed tomography (CT) is 

perhaps the most popular one among them. Unlike x-ray diffraction, CT is based on 

measurements of the absorbance of X-rays by the material. Some examples of evaluation of 

3-D deformation fields using a combination of DVC and CT include: compressed breast 

mimicking phantoms [41]; propagation of fatigue cracks in cast iron [42]; interior of silicon 

rubber phantoms [43]; human cancellous bones [44]; trabecular bones [45, 46]; wood 

specimens [47]; propagation of micro-cracks in murine cortical bones [48]; granular beds of 

sugar packs [49]; polypropylene solid foams [50] and rock specimens [51]. Germaneau et al 

in 2008 [52], applied DVC on data volumes acquired with XmCT and also with optical 

scanning tomography (OST). They compared the two methods in terms of their displacement 

uncertainties in case of rigid body translations and measured strain in a localised compression 

test. From a number of different experiments it has been seen that the volume of interest 

obtained from the sample was on the order of 10×10×10mm
3
 and the standard deviation error 

in displacement was calculated on that selected volume was on the order of few µm. 

 

2.8 DVC & 3-D scattered light sheet illumination 

 

         DVC has been used on 3-D data volumes obtained with 3-D scattered light sheet illumination 

(SLSI) imaging. Transparent polymer phantoms made of epoxy resin and polyurethane 

seeded with particles of different sizes were deformed and their 3-D structure reconstructed 

[53, 54]. The correlation volume used was 31×31×31 voxels
3
 and the displacement 

uncertainty along the x, y and z were 0.015 voxel (0.9 micron), 0.015 voxel (0.9 micron) and 

0.058 voxel (3.5 micron) respectively. The strain uncertainty was 0.00075, 0.00075 and 

0.0029 respectively. 
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2.9 DVC & 3-D ultrasonic imaging 

 

Changes in strain can also be evaluated from ultrasonic echo data before and after 

compression of the material. Axial strain (in the direction of ultrasound propagation) has 

recently been computed in pressure ulcer mimicking phantoms from their in-plane and out-

of-plane motions [55, 56].  3-D data volumes, assembled from a stack of 2-D images acquired 

before and after a small change in elasticity of the phantom under compressive load, were 

processed with a DVC algorithm. Displacements of ~0.6mm were measured for a 2% 

deformation. In another case, DVC and 3-D ultrasound imaging were combined to evaluate 

displacement and strain distributions within breast tissue mimicking phantoms with an 

inclusion [57]. The inclusion diameter and also the ratio between the elastic modulus of the 

inclusion and of the surrounding medium were calculated.  

The main drawback of the ultrasound volume imaging technique is its low resolution, time 

consuming computational techniques and processing of each section of the elastograms 

approximately by one hour using a standard personal computer, because the solution is based 

on the finite difference scheme (FDS) and due to the presence of higher derivatives in the 

propagation equations. On the other hand, the Fourier domain approach is better and can 

speed-up the simulation by decreasing the higher order derivatives. Presently the graphics 

processing unit (GPU) plays an important role in the image processing and breaks down the 

complex system into many small tasks, and processes them simultaneously to speed up the 

simulations [58]. 

 

2.10 DVC & 3-D laser scanning confocal microscopy 

 

Laser scanning confocal microscopy (LSCM) provides 3-D data volumes of transparent 

materials with internal beacons, such as cell cultures with fluorescent markers in agar gel. 

Confocal microscopy increases the axial resolution of conventional microscopy by using a 

pin hole (confocal to a point that scans the object) in front of the detector that filters out 

defocused light. In the visible spectrum and using an objective with numerical aperture NA= 

~0.6, the lateral and axial resolutions correspond to ~ 0.25 to 0.8µm and 0.5 to 1.5µm 

respectively. LSCM has been recently combined with a DVC algorithm based on the fast 

Fourier transform for finding out the internal strain map of the extracellular matrix under 
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uniaxial compression [59]. In another study, these techniques were used for evaluating 3-D 

displacement and strain fields within the whole volume of an agarose gel phantom blended 

with fluorescent markers [60]. The DVC algorithm was formulated using a 3-D zero-

normalised cross correlation (ZNCC) technique based on the fast Fourier transform and a 3-D 

sum table scheme to minimize the correlation computation time. The migration pattern of 

fibroblasts (approximate speed of 8 µm/hour) on the surface of polyacrylamide gels 

embedded with red microspheres (0.5 µm radius) and the corresponding displacement in the 

underlying gel substrate was also studied with DVC and LSCM [61]. The dynamical tracking 

and the quantification of cellular forces in cellular matrices in 3-D spatial axes were 

determined by volumetric LSCM image stacks coupled with a DVC algorithm. A cell 

induced deformation as a function of depth within the volume of the sample was plotted and 

the displacement maps of gel substrates with varying thicknesses were compared. 

The field of view (FOV) achieved in LCSM  was ~ 230×230×230µm
3
 and the lateral strain 

without stretch correlation were 0.8×10
-2

, 1.1×10
-2

, and axial strain was -9.25. With stretch 

correlation the lateral strains were -3.6×10
-2

, -7.8×10
-2

 and axial strain was -9.34. 

 

2.11 DVC & 3D optical coherence tomography 

 

 

Optical coherence elastography (OCE) is another non-invasive modality with a strong clinical 

approach for finding out mechanical parameters of biological tissues (muscle, skin, cornea, 

tumours, intravascular tissues, etc.) [62, 63]. 2-D and 3-D optical coherence tomography 

(OCT) reconstructions are combined with DIC or DVC for calculating displacement and 

strain fields. Inversion methods then follow to evaluate the constitutive parameters of the 

material under study. 

Briefly, OCT is an interferometric technique based on a broadband light source with a short 

coherent length. The modulation of the interference signal finds a maximum when the optical 

path between object and reference beams in the interferometer lies within the coherence 

length of the source. If this ‘coherence gate’ is scanned axially and laterally through the 

object (which has to be semi-transparent and weakly scattering) then a volume reconstruction 

with the microstructure of the object is obtained [64]. The Swept source OCT (SS-OCT) 

system from Thorlabs Ltd. can work in the near infrared (NIR) spectral region with a central 

wavelength of  c=1310nm and a spectral bandwith of =50nm. It can only image the 2-D 
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and 3-D microstructure of the sample with lateral and axial resolutions of 25m and 12m in 

air and 25m and 9m in water, respectively. DIC or DVC has to be applied to the 2-D or 3-

D images respectively, before and after the loading, for the evaluation of the 2-D or 3-D 

displacement fields at each pixel/voxel of the sample. 

DIC is used to track spatial features which are part of the material microstructure of the 

object to sub-pixel accuracy [65]. In the last 15 years mainly 2-D displacement and strain 

fields were estimated by applying the 2-D cross correlation tracking algorithms on the pre 

and post-deformed 2-D OCT images, such as in a collagen model of the African frog tadpole 

(Xenopuslaevis) [66], in tissue mimicking gelatin phantoms and atherosclerotic arterial 

samples [67], in bilayered poly-vinyl-acrylate tissue phantoms [68], in silicone-based tissue 

phantoms and in human breast tissue [69], in bilayer RTV silicone phantoms embedded with 

titanium oxide particles and human skin [70], in 27 silicone tissue-mimicking phantoms (with 

different elastic moduli) under uniaxial compression [71], and in skin tissue mimicking 

phantoms made of poly-dimethyl-siloxane seeded with titanium oxide powder [72]. Here in 

this study of skin tissue mimicking phantoms [72], direction and site dependent mechanical 

properties were measured by accessing the different surface waves having separate 

frequencies and the Young’s moduli were evaluated by solving wave equations. 

 

In phase-contrast OCE (PC-OCE), phase changes occurred due to displacement of the 

scattering centres inside the tissue are measured [69]. By noting the time delay between two 

successive depth-resolved scans, depth-resolved velocity of the tissue in the direction of the 

illumination beam can be determined from the measured value of phase-change which leads 

to the evaluation of strain rate and also total displacement. The volume of the silicone tissue 

phantoms used for the experiment was 10×16×10mm
3
 (x-y-z directions) and elastic moduli 

were calculated for the tissue phantoms and human tissues at different organs of the human 

body.  

 

In 2010 an interesting analysis of the mechanical behaviour of an aeronautical spherical plain 

bearing model made of epoxy resin was presented, where DVC was coupled with 3-D optical 

scanning tomography (OST) and the measured displacement uncertainty was  0.1 voxel ~ 

0.006mm and strain value ~ 0.005 which were compared with finite element (FE) predictions 

[73]. 
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In 2011 Kennedy et al [74] demonstrated a spectral OCT based 3-D OCE system on hydrated 

and normal skin where the elastic properties of the tissue have been estimated at different 

strain rates. In the tissues, the deformation occurs at a particular rate termed as a strain rate 

which is commonly used in ultrasound elastography and as well as in OCE, in order to 

differentiate tissues based on elastic properties. 

 

2.12 3-D polarisation sensitive OCT 

 

Polarisation sensitive OCT (PSOCT) relies on the photoelastic effect (transient birefringence), 

in which orthogonal polarizations propagate with different speeds within the material under 

stress. The retardation between them is proportional to the difference of the principal strains 

in a plane perpendicular to the direction of light propagation. PSOCT provides depth-

resolved distributions of birefringence, optical axis orientation, phase retardation, and 

principal strain difference [75]. It is effectively a type of reflection mode photoelasticity that 

uses reflected or back scattered light. 

In 2010, Stifter et al [76] interrogated the polarisation pattern changes inside the polymer 

volume sample during the tensile and fracture tests and evaluated the internal strain map by 

the combination of Spectral domain PSOCT (SD-PSOCT) method and advanced image 

processing algorithms at 1550 nm wavelength range. 

The main limitation of PSOCT is that it only measures the difference between the principal 

strains that are perpendicular to the observation direction. Another drawback is that highly 

birefringent materials are required to provide a detectable retardation for small deformations 

as the penetration depth in OCT is usually not greater than 3 mm, i.e. a short distance for the 

orthogonal polarizations to build up retardation. So far it seems that no studies with PSOCT 

have been combined with inversion methods for identification purposes. Figure 2.5 shows a 

glass fibre composite deformed to fracture. Notice the amount of deformation required to 

produce a small retardation change. 
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Figure 2.5 Single-frame excerpts from spectral domain PSOCT recordings of a glass-fibre 

composite during fracture. (a) Intensity; (b) colour-coded retardation; (c) colour-coded 

optical axis orientation; (d) colour-coded degree of polarization uniformity. The single spots 

in the bottom images correspond to debris flying off the sample during fracture [75]. 
 

 

 

2.13 3-D photoelastic tomography 

 

 

Tomographic photoelasticity can measure the stress tensor inside the volume of 3-D 

transparent materials depending upon the retardation between different polarization 

components as light propagates through it. Careful experimental measurements and inversion 

algorithms are required to retrieve all the components of the stress tensor [77]. In 2002, 

Tomlinson et al [78] proposed and designed a tomographic polarimeter, based on 

birefringence effects, to measure the stresses in transparent or semi-transparent biological 
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tissues and engineering materials. However, no further studies or measurements have been 

reported so far. The continuous wave (CW) He-Ne laser of 632nm wavelength, a Sony XCD 

710 machine version standard camera with maximum resolution 1024×768pixels and speed 

of 30 frames per second, a 5µm pinhole and a 60× microscopic objective were used to image 

an epoxy resin cube with dimensions 25×25×25mm
3
. A typical full tomographic 

measurement cycle (72×36×6 images = 15552 images, i.e. 72 images for the Fourier 

polarimetry, 5º interval of the specimen rotation stage and 6 views) was conducted in 4.5 

hours and images were then processed to obtain 36×6 sets of three characteristic parameters, 

which were used for tomographic reconstruction. 

 

2.14 3-D phase-contrast OCT 

 

A family of optical phase-contrast OCT techniques (PC OCT) [79] have recently emerged 

where both the amplitude and the phase of the back scattered light from the sample are 

measured. By comparing the phases between two successive scans, the axial displacement of 

the sample along the direction of the light beam can be calculated. If the time between 

successive scans is known then the velocity can be obtained and the techniques are referred to 

as Doppler OCT [80]. In blood flow applications, Doppler OCT proved effective to measure 

blood flow inside 0.3 mm vessels, with velocities in the range (-18 mm/s to + 18 mm/s [81]. 

PC OCT has the ability to measure deformations of soft tissues and displacement fields inside 

the volume of scattering materials without requiring birefringence, as opposed to PSOCT or 

tomographic photoelasticity [82, 83]. This is a great advantage when small strains need to be 

measured as the technique possesses interferometric displacement sensitivity. PC OCT 

provides depth-resolved displacements within the volume of scattering materials. There is 

fundamentally no distinction between Doppler OCT and PC OCT; both measure changes in 

phase, the only difference being the time between scans (roughly ms or sub ms range for 

Doppler OCT and several seconds or minutes for PC OCT). 

Different implementations of PC OCT were reported in the last few years, the most common 

being spectral PC OCT systems based on a broadband source and spectral detection. The first 

system proposed (as shown in the figure below) was used to measure axial displacements in 

cross sections of porcine corneas due to changes in intra-ocular pressure [11].  
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Figure 2.6 (a)Schematic of  a SOCT set-up and (b) the cross section of the sample used in the 

set-up. The SOCT system consisting of a broadband source (BBS), beam splitter (BS), object 

(O), reference mirror (R) (apparent position is shown by a dashed line), diffraction grating 

(G), lens (L) of focal length (f), 2-D photo detector array (D),the incident angle of the 

broadband beam () for the central wavelength (c) and the diffraction angle (c) at c.[11]. 

 

In the Fig 2.6(a) the optical set up of SOCT has been shown and the cross section of the 

sample is shown in Fig. 2.6(b), where  the sample has been considered as consisting of a set 

of ‘slices’ of equal thickness having the depth resolution of δz. As a result time resolved 

wrapped phase maps were obtained that indicated the corneal deformations (up to 420nm 

compression between epithelium and endothelium) due to creep after a small change in the 

intra-ocular pressure. A later system was extended to provide the axial and one in-plane 

displacement components simultaneously. This was achieved by using symmetric oblique 

illumination. In-plane and axial displacement fields were mapped through the thickness of a 

polymer phantom [84]. 

 

In 2009, Wang et al [82] demonstrated a Phase-contrast optical coherence elastography 

(PCOCE) approach on a bilayer tissue phantom made from Poly-vinyl-alcohol (PVA), to 

characterize the heterogenous structure of the tissue that subjected to a deformation of micron 

order. During the cyclic loading period the OCE system continuously displayed the velocity, 

displacement, strain rate, and cumulative strain maps of the phantom at an imaging rate of 10 

frames/s. Here Fig. 2.7(a) shows the direction of load,  Fig. 2.7(b) represents the phase-

change maps between two successive scans, Fig. 2.7(c) shows the smoother phase map, Fig. 

2.7(d), (e) and (f) describes the localized velocity map, strain rate map and instant strain map 
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respectively. The system sensitivity was measured as 5.1mrad and minimum resolvable 

deformation was measured as 0.26nm when the average refractive index of the tissue was 

taken as 1.3. 

 

 

 

Figure 2.7 Characterization of the tissue mechanical properties of a bilayer phantom using 

Phase sensitive optical coherence elastography (PSOCE) system at the time instant of t=5 s 

under a slow dynamic compression. (a) OCT structural image (physical size of the image is 

1.3×2.2mm
2
 (depth×width)) (dB), (b) wrapped phase map determined by the PSOCE 

(radians), (c)-instant tissue deformation map calculated from (a) after the application of 

unwrapping algorithm (µm), (d)  localized velocity map (µm/s), (e) instant strain rate map 

(%/s), and (f) instant strain map (%) [82]. 
 

 

 

2.15 Wavelength scanning interferometry 

 

We finally arrived to wavelength scanning interferometry (WSI), the technique that forms the 

core of this Thesis. WSI is a type of PC OCT that is not based on a spectrometer as previous 

realizations. It relies on a tunable laser (or swept source) to record a sequence of 2-D 

interferograms from which depth resolved information can be extracted. It can be thought of 

as a parallel version of Swept-source OCT (SS-OCT) [79] as all pixels are recorded 

simultaneously for each wavelength (rather than a sequence of wavelength scans for each 
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lateral position in the FOV). In this section, several equivalent techniques that emerged each 

with a different name are presented. Even though there are no fundamental differences 

between them, one may be tempted to consider otherwise due to variations in their 

implementation, application fields and diverse measuring ranges. 

 

2.15.1 Wavelength and frequency tuning for OCT reconstructions 

 

Optical coherence tomography (OCT) is an exciting technique that was first demonstrated 

more than two decades ago, by Huang et al in 1991 [85]. It is based on a Michelson 

interferometer and a low temporal coherence broadband source that provides 1-15μm depth 

resolution in 2-D and 3-D microstructure images of materials primarily in biological tissues 

for medical applications [86], whereas standard clinical ultrasound imaging provides 0.1 to 

1mm depth resolution. The technique when implemented in the time domain detection mode, 

i.e. Time domain OCT (TDOCT), the reference mirror is scanned to provide cross-sections of 

the sample. It can also be realised in the Fourier domain detection mode, i.e., Fourier domain 

OCT (FDOCT) demonstrated by Fercher et al in 1995 [87] with greater speed than TDOCT 

because of its simultaneous measurement procedure of intensity from all scattered back 

signals with no axial scanning devices in the interferometer model [64]. Spectral domain 

OCT (SDOCT) is one form of FDOCT where all the information of a slice inside the material 

is registered simultaneously by using a spectrometer and an array of photo-detectors. The 

depth of the material is encoded as spatial frequency along the wavelength axis or wave-

number axis (so called k-axis) of the spectrometer. Material-microstructure is then extracted 

from the spectral magnitude of the Fourier transformed data along the k-frequency axis.  

 

Swept source OCT (SSOCT), also known as Optical frequency domain imaging (OFDI), is 

another approach that uses a narrow bandwidth source which can sweep its frequency as a 

single fast photodetector is used to record the interference signal modulation. This signal is 

then Fourier transformed to retrieve a depth scan. Galvo-scanners are then used to perform 

depth scans at different locations across a plane perpendicular to the viewing direction. 

 

Wavelength scanning interferometry (WSI) is effectively a SSOCT system where images of 

the object are recorded sequentially by a 2-D photo detector array while tuning the 
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wavelength. WSI has become a widespread imaging tool due to successive improvements in 

tunable lasers in the last 15 years. Its history dates back to the discovery of the radar system 

using a saw tooth frequency sweep by Hymans et al in 1960 [88]. The period between 1981 

and 1997 saw the emergence of fibre-optic frequency-domain reflectometers, simple 

noncontact wavelength-shift interferometers and 2-D OCT, all based on wavelength scanning. 

Fibre-optic frequency-domain reflectometry was first described by Eickhoff et al around 1981 

[89] where a He-Ne laser was tuned over its line-width, the back scattered light was detected 

as a function of spatial frequency of the laser and Fourier transformed data revealed the 

scattering distribution. A simple noncontact wavelength-shift interferometer using a single 

mode laser diode along with phase-shifting technique was developed by Sekine et al in 

1992 [90] for axial eye length measurement with a measurement range of 16-32 mm. The 

technique showed lower measurement accuracy than other techniques that used partially 

coherent light. In 1996-1997 Chinn et al [91] produced 2-D OCT images of a thin glass 

sandwich structure as a preliminary demonstration of the system’s depth and resolution 

capabilities. They used a swept frequency source (external cavity laser with a super-

luminescent LED) with 0.1nm spectral steps around 840nm in a 20nm bandwidth. They 

produced depth profiles at different lateral positions and achieved a depth resolution of 38m 

and a depth range of 8mm. Lexer et al described the basic principles of WSI and its 

application in ophthalmology [92] see Fig. 2.8. They studied a model eye with high resolution 

and human eyes in vivo with low resolution using an external-cavity tunable diode laser with 

780nm central wavelength which had two wavelength-tuning modes: a coarse tuning mode 

over full wavelength range (25 nm) and the fine tuning mode (0.18 nm) which lead to depth 

resolutions of 11µm and 1.5mm, respectively. They could measure three separate optical 

depths within the eye model such as Anterior segment length (ASL) = 10.5mm, Vitreous 

chamber depth (VCD) = 24.8mm and Axial eye length (AEL) = 35.3mm. Kerbage et al in 

2007 [89], presented a 3-D rapid large depth range imaging technique of the anterior 

segments of the human eye (13.4 ×12 × 4.2mm in 1.4 seconds) by OFDI. The tunable source 

scanned from 1217 to 1356nm with an average output power of 60mW providing an axial 

resolution of 10µm in air. 
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Figure 2.8 Wavelength scanning interferometric scan of a human eye in vivo, ASL-anterior 

segment length; VCD-vitreous chamber depth; AEL-axial eye length; ACP-anterior chamber 

depth [92] 

 

 

Full-field swept-source optical coherence tomography (FF-SS-OCT) was demonstrated by 

Mehta et al [93] based on coaxial common-path optical interferometry with a frequency 

sweeping broadband low coherence light source. A stack of 2-D interferograms were 

recorded along the wavelength axis and images of composite materials and also phase maps 

were reconstructed at different depths. They presented their detected intensity in k-space and 

a 3-D rendering algorithm was used to reconstruct the volume to get structural information, 

defects at different depths, etc. In 2009 Mehta et al [94] proposed applications of FF-SS-OCT 

in forensic sciences and materials such as epoxy, silicon microelectronic circuits, composites, 

etc. Izatt et al [95, 96] contributed significantly to ophthalmology by designing a whole-eye 

optical coherence tomography system. They could image the retina and the anterior segment 

of eye simultaneously with an axial resolution of 10µm and lateral resolution of 30µm. 

 

2.15.2  WSI in profilometry 

 

For the last 15 years some examples of simultaneous measurement of shape, optical thickness 

variation, multiple surface testing, refractive index homogeneity were done by wavelength 

scanning interferometry which include the combination of different type of tunable light 

sources with interference signal and data processing approaches, i.g., to measure the real time 
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surface shape and height of specular and diffuse surfaces of step objects [97], flatness of 

transparent plates [98], shape of reflecting plane surfaces [99], variation in surface shape and 

optical thickness of nearly parallel plates [100], surface and thickness of transparent thin film 

layers [101,102], thickness of a wedge shaped sample [103] and profiles of thin wafers less 

than 100μm thick [104] and thus is well suited for thin wafer inspection. 

 

2.15.3  WSI in absolute distance measurement 

 

In the past 25 years, various wavelength sweeping interferometric methods were developed to 

perform absolute distance measurement over several meters to overcome the 2π-ambiguity of 

conventional laser interferometers. Absolute distance measurement techniques using light 

have a variety of industrial application areas starting from small measurement domains such 

as thin wafer inspection to large distance measurement jobs such as measurement of a few 

meters to kilometres in the geodetic and extra-terrestrial fields. Distance using light is 

measured by three basic processes. For large distances of more than a few kilometres, a pulse 

propagation time technique is generally used based on measuring the total time taken by an 

extremely small sharp focussed spot while moving from the source to end point and returning 

back to the source [105]. The phase measuring technique is used for measuring the distance 

in the range of a few meters to kilometres, which compares the phase of the modulating 

signal reflected back from the target to the emitted light and for measuring the shorter 

distance interferometer with coherent source is generally used. In 1986, Kikuta et al [106] 

proposed a novel distance measuring technique over several millimetres range by using 

wavelength scanning method of a laser diode on rough surfaces. Measurement of optical 

length of Fabry-perot etalons were done by few scientists of National Physical Laboratory, 

UK 1993 and 1998 [107,108].  In 1998, a frequency scanning method was developed by 

Xiaoli et al [108] to measure distances up to 4 mm with an accuracy of 3 nm. A variable 

synthetic wavelength absolute distance interferometer also developed by Bechstein et al [109] 

to measure few metres absolute distance in the machine and plant construction area with 10 

micron measurement uncertainty within very short time (~5 seconds).  

 

In absolute distance metrology (ADM), frequency scanning interferomety (FSI) flourished 

due to the emergence of tunable external cavity diode lasers (ECDL) that can be swept 

continuously in the frequency domain. FSI based sensors are relatively simple to handle and 
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flexible with different suitable configurations and only rely on the frequency sweep range. 

Cabral et al [110] implemented a FSI based Fabry-Pérot interferometer made by mode-hop 

free frequency sweep ECDL and a dual measurement system to measure a distance of 150 m 

with an accuracy of tens of microns in the context of the ESA-PROBA3 mission 

(Coronagraph and demonstration of metrology for free-flying formation, European Space 

Agency). 

 

In 2002, Coe et al [111] developed an FSI system for absolute distance measurement to track 

the shape changes of the semiconductor tracker (CST) placed at the centre of ATLAS, the 

largest particle detector at the Large Hadron Collider at CERN, Geneva. They made this FSI 

with a wavelength scanning tunable laser where tuning has been done in the frequency 

domain.  They used FSI in this project along with geodetic grids containing 842 grid line 

interferometers (GLI) of different lengths ranging from 30mm to ~1.5m. High precession was 

required when all interferometers were working simultaneously to monitor the shape of 

particle tracker with 10 micron accuracy in three dimensions [112-116]. 

 

Following that, in the period of 2005-2008 a better FSI system was proposed by Yang et al in 

terms of estimating the vibration effects and error sources. They described a plan to use it for 

the alignment of tracker elements of electron positron linear collider detectors [117-119] .  

Metrology is an essential part of planned scientific missions of the European Space Agency 

in projects like: (a) gravitational wave detection, (b) X-ray telescopes, (c) synthetic aperture 

telescopes, (d) Darwin infrared space interferometer containing 6 free-flying telescopes with 

a central satellite to detect planets around stars. All deal with high accuracy complex 

metrology systems to align all components so that they operate as a single instrument [120]. 

An Absolute distance interferometer based on FSI with a single tunable laser was made by 

Swinkels et al to measure the absolute distance between two satellites with an uncertainty of 

around 10 µm over a distance of 250 m. According to the principle, their system measures 

phases before and after a frequency sweep and by counting the number of fringes during the 

sweep, the absolute path length difference can be calculated without ambiguities (as long as 

no fringes are missed). Since the wavelength at the endpoints of the sweep is generally 

stabilized by a Fabry-Perot cavity, the measured distance is directly related to the length of 

the cavity. 
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2.16 Depth-resolved out-of-plane displacement measurement using WSI 

 

The first WSI system used to measure the axial displacement of a stack of optically smooth 

glass air interfaces was presented by Ruiz et al [9]. A second paper by the same authors 

demonstrated that the principle worked also for a stack of scattering surfaces [121].These 

systems were based on a tunable diode laser with a narrow tuning range of 0.116nm that lead 

to a depth resolution of 14mm. The FOV was determined by the NA of the imaging system 

and it was ~10×10mm
2
. However, as displacement sensitivity is decoupled from the spatial 

resolution, the displacements were measured with interferometric sensitivity. Out-of-plane 

displacement was under 317 nm. The light source used was a solid-state tunable laser (New 

Focus Vortex 6005) and a high-speed camera VDS HCC-1000 (1024  1024 pixel sensor 

with 10 m  10 m pixel size) was used for recording the interference patterns. 

WSI fully relies on a tunable laser source with broad tunable range and the sample has to be 

kept mechanically stable when it is exposed to different wavelengths sequentially, i.e., during 

the whole period of scan [79, 122]. 

 

 

 

Figure 2.9 WSI setup- measurement of depth-resolved displacement fields with phase 

sensitivity [122]. 
 

 

The main advantage of the technique proposed by Ruiz et al [121] was the decoupling of 

displacement sensitivity from depth resolution (as in OCT + DVC approaches) and the 

absence of a spatial scanning mechanism in the interferometer. The main disadvantage was 

that they could not tune the laser linearly in the frequency domain. Recently in 2012, Davila 
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et al [123] described the suitability of a Ti:Sapphire laser in a WSI system with >100 nm scan 

range which allowed high speed scans of significant number of frames ( > 50000) at a rate of 

30fps, with a linear frequency scan. A detailed description of WSI as it was originally 

proposed together with an analysis to develop a new system is presented in Chapter 3. A 

novel system that provides all the components of the displacement field is described in 

Chapter 4. 

 

2.17 Tilt scanning interferometry 

 

Finally, it is worth mentioning tilt scanning interferometry (TSI), another PC-OCT like 

technique able to provide depth-resolved amplitude and phase.  The fundamental difference 

between TSI and all other previous OCT methods is that it uses a monochromatic light source. 

Depth information is encoded in the frequency of the interference signal by continuously 

changing the angle of the illumination beam during image acquisition. A temporal sequence 

of monochromatic speckle interferograms is recorded that leads to 3-D reconstructions of the 

microstructure and the phase of the object. Displacement fields with one in-plane and out-of-

plane sensitivity were measured within an epoxy beam [10].  The depth resolution of the 

system was measured as 1.1mm for a tilting range of 0.0048rad and a gauge volume of 

0.028×0.028×1.1mm
3
. The depth range of the system was measured as 7.8 mm. 

It is interesting to note that confocal microscopy, WSI, TSI and OCT techniques can all be 

described in a common mathematical framework as linear filters in 3-D space [122, 124]. 

 

2.18  Concluding remarks 

 

In this Chapter, different non-contact 3-D volume imaging techniques were discussed, 

together with methods to extract displacement and strain information from the recorded data 

volumes. Non-optical techniques included MRI, ND, X-ray CT and USI, all of which have 

found niches of applications in life sciences and engineering. Among the optical techniques 

the following were discussed: PIV, SLSI, LSCM, OCT, PS-OCT, PT, PC-OCT, OCE, SS-

OCT, WSI, FSI, and TSI. In this optical methods, displacement and strain information can be 

extracted essentially by three different methods: 1) texture tracking methods based on 

correlation methods such as DIC and DVC, 2) measurement of phase delay between 
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orthogonal polarization components as light propagates in a birefringent material, and 3) 

phase contrast methods in which phase is proportional to displacement. 

 

In the context of this Thesis, “close competitor techniques” can be considered those optical 

techniques which aim to measure displacement fields in the volume of scattering materials 

with: 1) high displacement sensitivity, 2) as many displacement components as possible, and 

3) high spatial resolution of the displacement field. Techniques that rely on speckle tracking 

with DVC (e.g. OCT elastography –Section 2.11) do not satisfy 1 and 3, but satisfy 2. Phase 

sensitive OCT elastography satisfies 1 and 3 but so far systems have provided sensitivity only 

to the axial displacement component. Sensitivity to the axial and one lateral displacement was 

achieved with phase contrast OCT in 2D cross sections (Section 2.16). Polarization sensitive 

OCT, which relies on material birefringence to measure in-plane strain, does not satisfy 1-2, 

but can provide high spatial resolution of the strain field (Section 2.12). The WSI approach 

presented in this Thesis and described in Chapters 3 and 4 addresses all points 1-3 and is not 

aimed to compete in terms of spatial resolution with ultra-high resolution OCT techniques. 

 

WSI, FSI, SS-OCT and OFDI are all fundamentally the same technique. They aim to measure 

the optical path difference of an interferometer by scanning either the laser wavelength or 

frequency in one direction continuously and measuring the resulting accumulated phase shift. 

As frequency, rather than wavelength, is conjugate to the optical path difference variable 

through the Fourier Transform, regular frequency intervals are required during the scan for a 

correct reconstruction of the depth profiles. If the wavelength is scanned with regular 

intervals, however, resampling (at regular intervals) of the interference signal is required 

prior to the Fourier transform to avoid peak broadening.  

 

In this Thesis a novel method of phase contrast WSI is proposed to determine all the 3-D 

orthogonal components of the displacement vector in each voxel of the data volume. This is 

achieved by simultaneously measuring the interference signal produced for different 

illumination directions during a wavelength scan. In the next chapter the working principle of 

WSI is described and some design considerations are discussed to build the interferometer.  
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Chapter 3 

 

 

 

 

 

 

3 Wavelength scanning interferometry 

 

 

3.1 Mathematical description of WSI 

 

Let us consider the simple diagram of a Michelson interferometer (MI) in Fig. 3.1 for normal 

illumination and observation. The interferometer contains a tunable laser as source, a beam 

splitter, reference and sample arms and finally the detector for capturing the interference 

pattern. The working principle can be developed by considering the phase difference between 

sample and reference arms which depends on the optical path difference while the source 
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wavelength changes at a constant rate. The zero delay line (ZDL) represents the apparent 

position of the reference mirror along the sample arm.  

 

 

 

 
 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

3.1.1 Interference signal, phase and modulation frequency 

 

The mathematical description of WSI presented here has been derived from previous work of 

Ruiz et al [9, 79, 121, 125]. Consider the layout shown schematically in Fig. 3.1. At z= 0, the 

same path lengths of reference and sample arms from BS result in a zero phase difference. 

Let the sample be modelled as a set of Ns discrete thin scattering layers parallel to its surface, 

illuminated by a beam of wavelength  which varies with time and is partially reflected from 

different layers of a semi-transparent sample. It is assumed that multiple reflections are 

neglected within the layers of the object and the back scattered light is imaged onto a pixel of 

a photo-detector array with indices (m, n). The intensity due to the interference of the sample 

and the reference wavefronts can be written as 
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Figure 3.1 Michelson interferometer (MI) – a basic diagram of WSI, where TL- tunable 

laser; S- sample; ZDL- zero delay line; RM- reference mirror; BS- beam splitter; PDA- photo 

detector array; 
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where A0 represents the amplitude of the reference wavefront and Aj (j=1, 2, … Ns) is the 

amplitude of the wavefront scattered at the j-th slice of the object when it is illuminated by 

the normal illumination and i is the complex number (i=-1). j is the phase difference 

between light scattered at the j-th slice and the reference beam. The spatial indices m and n on 

the detector are m= 0, 1, 2, …,Nm-1; n= 0, 1, 2, …, Nn-1 and t is a non-dimensional time 

defined as the true time divided by the camera interframe time. Expanding Eqn. (3.1) and 

dropping the (m, n, t) dependence in all the amplitude and phase variables in right hand side 

of the equation for clarity gives 
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 (3.2) 

 

The right hand side of Eqn. (3.2) consists of four terms. The first two correspond to dc terms 

and term 3 represents interference between the light scattered back from the j-th and the l-th 

layers. Together, terms 2 and 3 are referred as the autocorrelation terms (AC). Term 4 

represents the interference between the scattered light from each of the different j-th slices 

and the reference beam, and is referred to as the cross correlation term (CC). This last term 

contains the information about the microstructure of the sample. 

The phase j can be represented as 

 

 ),()(),(),,( nmtknmtnm jsjj  , (3.3) 

 

where
sj is a phase change induced on reflections from the rough surfaces of the sample or 

due to the microscopically random arrangements of scatterers at the j-th slice contributing to 

the amplitude at pixel (m, n), i.e. the phase that leads to speckle noise. k(t) is the wave 

number 2π/(t), a function of time t and j is the optical path difference due to the normal 

illumination beam scattered back from the j-th slice and the reference beam. The j-th slice lies 

at a depth z=z0+(j-½)z below the sample’s surface, z being the layer thickness.  

Wavelength scanning interferometry involves changing k with time over a total range k, 

while image sequences are recorded using the 2-D photo-detector array. 
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 kt
c

ktk )(    (3.4) 

 

Where kc is the central wavenumber, k is the increment in wavenumber between successive 

frames and t is from -k/2k to +k/2k. Substitution of Eqn. 3.4 into Eqn. 3.3 leads to  

 

 tnmknmknmtnm jjcsjj ),(),(),(),,(   , (3.5) 

 

The linear variation of ),,( tnmj with t leads to an intensity modulation frequency ),( nmf j   

in units of “cycles per frame” which is directly proportional to the path difference between 

the light beams scattered back from j-th slice and the reference wavefront: 

 

  2/),(),( nmknmf jj   (3.6) 

 

An alternative frequency can be defined in units of “cycles per scan duration” 

 

 2/),(),(ˆ nmkNfnmf jtjj    (3.7) 

where tN is the number of frames and measuring frequency fj or jf
ˆ  provides a measure of 

j(m, n), which can be used to locate the coordinates of scatterers on the surface and within 

the bulk of the sample. Moreover, if two scans are performed before and after a deformation 

of the sample, then provided sj remains the same between scans, the phase changes j (m, n, 

0) provide a direct measure of the change in optical path lengths j(m, n) due to the 

deformation.  

 

3.1.2 Extraction of the sample micro structure 

 

Both the microstructure and phase change of surface scatterers can be evaluated by a time-

frequency analysis. The Fourier transform of the interference intensity signal I(m, n, t) in Eqn. 

(3.2) can be written as an infinite sum over an integer index that locates identical spectra Nt 

samples apart in the frequency domain. The goal of the measurement is to reconstruct the 

amplitude Aj (m, n) and the 3-D distributions of phase j(m, n) of the scattered light field 
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from each of the Ns scattering layers. If no aliasing is present, then the Fourier transformed 

data of the intensity in Eqn. (3.2) may be written as  
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where * represents convolution, )ˆ(
~

fW  is the Fourier transform of W(t), a continuous window 

function that represents the finite sampling duration and the envelope of the laser power 

spectrum. The first term between curly brackets in Eqn. (3.8) is part of the autocorrelation 

term and represents the dc term due to the reference and scattered wavefronts. The second, 

known as the cross-correlation term, represents the interference between the reference beam 

and the illumination beam scattered at all layers within the sample and is given by the 

superposition of Dirac deltas  that fall within bands in the frequency domain between 

frequencies 1
ˆ

pf  and pNsf
ˆ which are, according to Eqn. (3.7), proportional to the optical paths 

p1 and pNs corresponding to the first and last layers. The phase at the origin of each of these 

frequency components is given by 0j= j(m, n, 0). It is represented by Dirac deltas at 

frequencies )ˆˆ( jff  (the amplitude of this cross correlation term is mentioned in 4
th

 term of 

Eqn. (3.2)). The third term of Eqn. (3.8), again known as autocorrelation, represents the 

interference between pairs of scattering layers due to the same illumination beam.  It is 

represented by Dirac deltas at frequencies )ˆˆ( lj ff   . Before the application of  the Fourier 

transform, the mean value of the intensity signal is subtracted and the signal is multiplied by 

a Hanning window. 

 

3.1.3 Calculation of interference phase 

 

When  ff ˆˆ , )ˆ(
~

fI from the Eqn. 3.8 takes the complex value (as discussed in the section 

2.3.1.2 of [79]), 
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The temporal phase shift calculated from the real and imaginary parts are written as, 
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3.1.4 Range and resolution of the optical path difference measurement 

 

The maximum allowed optical path difference depends on the Shannon sampling theorem, 

which states that in order to get adequate sampling of the I(x, y, t) signal, the phase difference 

 should not change by more than π between successive t values, i.e. 2 samples per each 

cycle which led to 

 k
M






 
(3.11) 

 

where, 
M  is the maximum allowed optical path difference and k is the increment in 

wavenumber axis in between two consecutive frames.  

The optical path length resolution is measured by the width of the peak in the Fourier domain 

which is frequency difference between two neighbouring peaks of at least twice the distance 

from their centres to their first zero. In the case of single scattering surface the optical path 

resolution is  
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 (3.12)

 

 

and the depth resolution along the z-axis is 
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(3.13) 

 

where Nt is the number of frames, k is the step in wavenumber, n1 is the refractive index of 

the material of sample and   takes a value of 2 for rectangular window and 4 for Hanning 

window [79]. In case of a bulk sample under oblique illuminations (rather than normal, for 

instance, as described above) the equation modifies to 
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kNn tp 




)2/cos( '1

 , (3.14) 

 

where n1 is the refractive index within the material, p’ is the angle of refraction at the 

air/medium interface andtakes 2 for rectangular window and 4 for a Hanning window as 

before [79]. 

Considering the above equations from Eqn. (3.3) to Eqn. (3.14), it is possible to plot the 

recorded intensity against different axes and the axes can be transformed from frame number 

to spatial frequency of the laser (ν) or to the wavelength () or to the wave number (k) etc. 

Here one example of axis transformation is shown in the figure below. The intensity I can be 

plotted against the frame number Nt and as well as along the wave number k axis. The Fourier 

transformed intensity data Î can be plotted along the frequency axis f̂ in the units of cycles 

per scan duration and finally against the depth axis z (following the Eqn. 3.7). The depth 

resolution is shown schematically in Fig. 3.2(d). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.2 Transformation of axes. (a) Intensity I plotted against the frame number Nt, (b) 

along the wave number k-axis, (c) the Fourier transformed intensity data Î plotted along the 

frequency axis f̂ and (d) against the depth axis z. 
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3.2 Novel WSI system based on a telecom laser and an InGaAs detector 

array 

 

In this section a WSI system based on a near infra red (NIR) tunable telecom type laser and 

NIR camera are described and tested in a simple experimental configuration. These will be 

used as the building blocks for the full sensitivity system derived in Chapter 4. 

 

3.2.1 Light source of the WSI 

 

TSL-510 (type A) from Santec Ltd. can perform continuous, mode-hop-free sweeps over its 

full 100nm tuning range with low noise and excellent stability. It is a class-3R external cavity 

laser (50mW power). Working wavelength is 1260-1360nm with 1310nm central wavelength 

and 100 nm bandwidth. The laser was connected to the input of 22 fibre coupler through an 

FC/APC fibre connector, which was present on the front panel of the laser. A BNC-BNC 

cable was connected in between trigger signal output terminal of the laser on rear panel and 

trigger input terminal of the NIR detector for synchronising their operation. The main 

advantage of this laser is that its frequency can be tuned linearly. The laser has excellent 

wavelength characteristics with repeatability of 10 pm and the stability of 5 pm. It can be 

tuned in two modes, either in sweep or step mode with a maximum speed of 100nm/sec. The 

laser can be tuned in the wavelength domain with a minimum step of 0.001 nm, as well as in 

the frequency domain with a minimum step of 0.0002 THz. The output beam can be fed 

directly into the single mode fibre (SMF) through a FC/APC fibre connector. As the laser 

emits in the 1260-1360 nm range, a special high resolution InGaAs camera is required.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. 3  Block diagram of TSL-510 tunable laser [126] 
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The TSL-510 type A, has four main parts (1) external cavity laser, (2) optical attenuator, (3) 

optical power monitor and (4) an electronic control circuit- see Fig. 3.3 [126]. The external 

cavity laser is contains a diffraction grating, mirror, lens, laser diode and an isolator. The 

angle of the mirror is changed to tune the lasing wavelength. The laser diode is maintained at 

uniform temperature to achieve stable oscillation.  

 

3.2.2 NIR photo-detector array 

 

As the laser works in the near infrared (NIR) range, it is impossible to use silicon based 

sensors for imaging purposes, because their working wavelength is below 1125 nm. Hence, a 

special high resolution NIR camera (SU640SDV-1.7RT/RS170 InGaAs, Goodrich 

Corporation, USA) was used, with a spectral sensitivity in the 900-1700 nm range, 

compatible to spectral emission of the laser source [127]. The SUI SWIR Digital Video 

(SDV) camera family offers a set of compact, versatile imaging tool with high resolution and 

sensitivity. It is based on an Indium Gallium Arsenide (InGaAs) focal plane array (FPA) with 

640  512 pixels on a 25μm pitch grid and a maximum framing rate of 30 frames per second. 

The FPA requires a minimum dead time of 123μs and the maximum exposure period is 

33.2ms. It provides sensitivity over an extended NIR range because of its lower band gap, 

which increases the dark current to ~400 e-/pixel/sec in the full wavelength range 900-

1700nm. 

Offset correction, gain correction, and pixel substitution were controlled using ASCII 

commands through a Camera Link asynchronous serial communication port. A ‘Camera-link 

Terminal’ software and ‘SUI-Image Analysis 3 +’ software were used for sending these 

ASCII codes. 

 

3.2.3 Data processing hardware/software 

 

An IMAQ PCI -1428 frame grabber card from National Instruments with camera link cable 

was used for image acquisition. The IMAQ PCI-1428 NI frame grabber card was installed 

with the ‘Measurement & Automation (MAX)’ software. An interface file was written in 

MAX and enabled the acquisition of images. ‘Cameralink Terminal’ & ‘SUI-Image Analysis 

3+’ software were used to set camera parameters and interface file in MAX. Images were 
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acquired and accessed through MATLAB image acquisition toolbox. Hence, image 

processing was also done using MATLAB. 

 

3.2.4 Timing and synchronization diagram 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The diagram in Fig. 3.4 shows the synchronisation. The different steps for synchronised 

operation are given below. 

 

i.  Tell tunable laser and the frame grabber to be prepared for lasing and acquisition 

respectively. 

ii.  Tell laser to change frequency /wavelength. 

iii. The laser was triggered out. 

(vii) 

TL trig-in to step/sweep 

wavelengths 

PC trig-out, TL and frame 

grabber trig-in 

PC trig-out to TL and 

frame grabber 

PC grabs images and saves 

in memory 

Frame ready and acquire 

image 

NIR camera trig-in 

TL trig-out 

(vi) 

(v) 

(iv) 

(iii) 

(ii) 

(i) 

∆t1 = 1/(30 fps) = 33 ms 

Time scale 

∆t2 

Figure 3. 4 The timing/synchronization diagram 
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iv. The camera was triggered in. 

v. Laser sent an analogue triggering signal to the NIR camera to acquire an imageand the 

image was acquired (takes the time ∆t1). 

vi. When acquisition was over, camera transferred image through camera link cable and it 

was saved in memory within the time ∆t2 

vii. Repeat sequence i-vi. 

 

3.3 WSI – a lens-less setup 

 

A preliminary version of WSI was developed just to check the performance of the tunable 

laser and high resolution camera. This experiment demonstrated a simple approach of depth 

resolved imaging of a pair of specularly reflecting transparent surfaces with single 

illumination. As a result, a sharp peak was obtained with frequency-domain tuning, which 

proved the linear relationship of phase with the wavenumber. 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

The WSI had been developed with a sample of depth z=6 mm plate made by BK7 glass of 

refractive index n1=1.51 which provided excellent transmittance through-out the near infrared 

spectra. S1 and S2 was a pair of specularly reflecting transparent surfaces of the glass plate 

with the optical thickness n1z. In this experimental setup the sample was illuminated by a 

single illuminating beam, resulting in a single sensitivity. 

Figure 3.5  Depth resolved imaging by WSI 
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The light source consists of an external cavity tunable laser (TSL-510, Santec Ltd. (50mW, 

central wavelength c = 1310nm and bandwidth  = 100nm)) whose frequency was varied 

approximately linearly in time by setting the laser in a sweep mode. The start and final 

frequencies of the sweep and the step between two consecutive frequencies could be adjusted 

in the tunable laser. The laser was set at one-way sweeping mode (single ramp) with step 

operation where the frequency interval was set at 0.002THz, a dwell time of 0.1 sec and a 

tuning rate of 0.1 nm/sec. The laser output was coupled with He-Ne laser used for alignment 

purposes (30mW, wavelength = 632.8nm), with a 22 fibre optic coupler (Thorlabs, central 

wavelength= 1310nm, SMF single mode fibres) to get proper alignment. The broadband 

coupler was polarization independent, passive and designed for the 1240-1380nm range. One 

of the outputs of the coupler served as a source is the illumination beam of the interferometer 

which was collimated by 1310nm compatible FC/APC collimator lens. This fibre collimation 

package was pre-aligned to collimate a laser beam propagating from the tip of an FC/APC 

connected fibre with diffraction limited performance at the design wavelength. In addition, 

the doublet lens had an anti-reflection (AR) coating to minimize surface reflections.  

 

 

 

Figure 3.6 Lens-less setup used to validate a WSI single channel system based on a telecom 

tunable laser and an InGaAs NIR camera. 

 

A pair of smooth wavefronts reflected at the front and back surfaces of the glass plate (S1 and 

S2), interfered with each other and straight line fringes were seen through the NIR camera 

(which did not have an imaging lens). The camera was triggered by the laser via a BNC-BNC 

cable. The triggering operation was inspected by means of a cathode ray oscilloscope (CRO) 

to check whether all frames were recorded sequentially whilst the wavelength of the laser was 

tuned at a constant rate.  
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3.4 Evaluation of system performance (linearity of frequency scan) 

 

3.4.1 Full frequency scan 

 

Consider the layout shown schematically in Fig. 3.5. A beam of wavelength  is partially 

reflected from both the glass-air interface S1 (front surface) that acted also as a reference 

surface and the back surface S2. The incident angle was kept as small as ~ 22° (geometrically 

measured), so that the thickness within the material along the incident beam and along the 

reflected beam normal to the sample surface (in the direction of z axis) were considered to be 

the same. This was exaggerated in Fig. 3.5 for illustration. ),(2),( 1 yxznyx  is the optical 

path difference between the front and back surfaces of the sample. In the Cartesian coordinate 

system shown in Fig. 3.5, it corresponds to (21.51× 6)mm=18.12mm. S1 and S2 are parallel 

surfaces, so ),( yx  remains constant throughout the sample. The reflected wavefronts 

imaged onto a pixel of the photo-detector array with indices (m, n). The phase difference, 

depth range and resolution can be evaluated by using equations 3.5, 3.11 and 3.13 

respectively. 

A great feature of the TSL-510 laser is that it can be tuned linearly in frequency (rather than 

in wavelength as it is the case of laser diodes). The results presented here correspond to a full 

frequency scan at constant rate, starting from 9305.2371  THz to 4356.2202  THz, that 

correspond to wavelengths 1 = 1260.00nm and 2 = 1360.00nm, respectively. The frequency 

sweep was done in ‘step mode’ and the step between two consecutive frequencies was fixed 

at 0.002THz, corresponding to the wavelength step 0.011nm. A sequence of 8748 

interferograms of 44 pixels were recorded with the camera running at 30 frames s
−1

. Only a 

small number of pixels were used to increase speed and reduce data storage. The output 

power of the laser beam was set at 0.02mW. 

Figure 3.7(a) shows the intensity with respect to frame number for the full frequency scan, 

measured for one pixel (2,2) in the field of view, while Fig. 3.7(b) shows the same intensity 

pattern in a narrow range. Figure 3.8(a) shows the Fourier transformed data against the 

distance axis and Fig. 3.8(b) represents the peak of interest in detail, on the same axis. 

The depth resolution was measured by the width of the peak in the 1-D Fourier domain, 

which was ~ 50µm from the 3.8(b) and ~ 46µm from Eqn. (3.13). Note the execellent 

uniformity in the signal modulation throughout the scan. 
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Figure 3. 7  (a) Intensity signal recorded at a pixel of an InGaAs detector array during a full 

frequency scan of a NIR tunable laser. The intensity corresponds to the interference between 

light reflected at the front and back surfaces of a BK7 glass plate.(b) Same signal in a smaller 

range. 
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Figure 3. 8 (a) Fourier transform of the signal shows in Fig. 3.8(a) showing the cross 

correlation peak along distance axis, (b) zoomed-in version of the peak of interest. 
  

 

 

3.5  Conclusion 

 

 

In this chapter a mathematical description of WSI was presented for a single channel system.  

A prototype WSI system based on a telecom NIR laser and a NIR InGaAs camera was 

proposed and its performance was validated in terms of scan linearity. A narrow peak was 

obtained from a full frequency scan of the laser, representing the back surface of the plate. 

The peak had a width of ∼0.05mm (z-axis), which compared well with the expected value of 

0.046mm from Eqn. (3.13). 

In this preliminary experiment with single illumination having single sensitivity, only the 

positions of the scatterers on the back surface of the plate could be located or the whole depth 

could be calculated from the intensity signal recorded at a single pixel  during a full 
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frequency scan. Moreover, if two scans are performed before and after a deformation of the 

sample, the phase change j (m, n, 0) would be evaluated at the peak, which is a direct 

measure of the change in optical path length j(m, n) due to the deformation only one 

component of the 3-D displacement could be measured. In the next chapter a full-field WSI 

system is discussed where multiple illumination directions are used to get three orthogonal 

components of displacement fields of a deformed object using the same basic principles of 

this Chapter. The system described in this Chapter can thus be used as a building block for 

the full sensitivity system presented in Chapter 4. 
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Chapter 4 

 

 

 

4 Full sensitivity WSI system 

 

 

4.1 Introduction 

 

A full sensitivity WSI has been designed and constructed with the aim of measuring 

displacements in the full volume of a scattering material. All the components of the 

displacement vector can be calculated at each voxel of the data volume by simultaneously 

measuring the interference signal produced for different illuminations during a full frequency 

scan. In the proposed design, the sample was illuminated by three collimated coherent beams 

which were 120° apart around the observation direction, their optical paths adjusted relative 

to the reference beam so that it was possible to resolve three reconstructions in the frequency 

domain. This was a form of sensitivity multiplexing which involves assigning non-

overlapping frequency ranges to different signals or to each illuminating beam in the set-up. 

Direct measure of the change in optical path length ),( nmj due to the deformation, can 
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measure only one component of the displacement fields. In the next Chapter a full field WSI 

system is discussed where multiple illumination directions are used to get three orthogonal 

components of the displacement fields of a deformed object using the same basic principles 

of this Chapter. The system described in this Chapter can thus be used as a building block of 

the full sensitivity system. 

The following sections describe the optical setup, principle of WSI based on frequency 

multiplexing and the main mathematical framework. Advantages over the corresponding 

method based on low-coherence interferometry (LCI) include a non-dependency on spatial 

scanning devices in the interferometer model and increased signal to noise ratio.  

 

4.2 Optical setup 

 

Fig. 4.1 shows a schematic diagram of the optical setup of WSI, including a reference arm, 

three illumination beams 120° apart from each other around the observation direction and the 

imaging arm. The output of the tunable laser (TSL-510) was connected to one of the inputs of 

24 PLC (planar lightwave circuit) fibre optic splitter (Shenzhen Gigalight). The splitter 

contains single mode fibres (SMF) designed for a central wavelength of 1310 nm. One of the 

outputs of the splitter served as a source of the reference arm, OFR, and the other three served 

as sources to the three individual illuminating beams, OF1, OF2 and OF3. Reference and 

sample (scattered back from sample) beams were combined with a 45:55 pellicle beam 

splitter, PBS, and the interference pattern was detected by a 2-D photo-detector array 

(SU640SDV-1.7RT/RS170, Goodrich corporation, 640512 pixels, 14 bit resolution). 
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Figure 4.1 WSI set-up showing the tunable laser (TL), 24 PLC splitter, InGaAs detector, 

pellicle beamsplitter (PBS), absorber plate (AP), pinhole (PH), aperture stop (AS), sample 

(S), lenses (L1-L7), optical fibres (OF1, OF2, OF3, OFR) and personal computer (PC). 
 

 

The three illuminating beams were collimated by near-infrared double achromats L1, L2 and 

L3 and their orientation was such that the sample S was illuminated from three non-co-planar 

directions. The beams subtended zenith angles 1, 2 and 3 with the observation vector along 

the negative direction of z-axis. The imaging arm was formed by lenses L6 and L7. The 

illumination beams were symmetrically oriented around the observation direction and making 

azimuth angles ξ1, ξ2 and ξ3 with the positive direction of x-axis as shown in the insert in Fig. 

4.1. A 4f’ double telecentric imaging system was formed by the lenses L6 and L7 in the 

imaging arm. An aperture stop, AS, was placed at the mid-focal plane of both lenses to 

control telecentricity, speckle size and throughput of the system. In the reference beam, a 

pinhole, PH was used to control the intensity ratio between reference and object beams.  

The optical path difference between the reference beam and each illumination beam was 

adjusted with respect to a delay line by moving the respective collimating lenses (L1 or L2 or 

L3) slightly either towards or away from the sample. If a sphere is considered with a centre at 
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the intersection point of the sample surface and the optical axis of the whole system, then the 

optical centre of achromat L1 lied inside the sphere, of L2 on the sphere surface and of L3 

outside it. The optical fibres OF1, OF2 and OF3 contained the same optical paths and thus the 

distances from the illuminating lenses to the sphere measured their relative optical path 

differences, which were used to separate signals corresponding to different sensitivity 

directions in the frequency domain. The setup described above was effectively a two-splitter 

Mach-Zehnder interferometer with multiple illumination directions which were frequency 

multiplexed- see Fig. 4.2. 

 

 

 

 

Figure 4.2 The laboratory set-up of WSI 

 

 

The first step of the WSI design was setting up the illumination system. The sample was 

illuminated by three collimated coherent beams which were 120
°
 apart. Three images of a 

sample due to three illumination beams could be resolved easily in the frequency domain by 

adjusting the optical path difference between each illumination and reference beam. This was 

done simply by sliding the lens along with the mounting cage slightly for each beam towards 

or away from the object. Light was launched from the tunable laser through the FC/APC 

connector and was fed into a single mode optical fibre (SMF-28e) of working wavelength 

1310nm, which was one of the inputs of PLC splitter. The power of the input beam was 

equally divided into four outputs through the splitter and among them three served as sources 

of three illumination beams of the interferometer.  

Each illuminating beam of the interferometer as shown in Fig. 4.3 and Fig. 4.4 consisted of 

four components: 
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1. Output fibre of PLC splitter (SMF-28e fibre) as a source, 

2. FC/PC fibre adapter,  

3. Achromatic doublet lens of 100mm focal length and  

4. Four micro bench rods (4 inch each) for holding all other three components together.  

 

4.3 Illumination beams 

 

 

 

Figure 4.3 Illumination system; Top: viewing towards the camera; ADP- adapter for three 

illumination beams, Al plate –Aluminium plate. 
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Figure 4. 4 Illumination beams; side view: camera is on the left hand side, object on the right; 

NIR-ADL- near infrared achromatic doublet lens, f- focal length, FADP- fibre adapter 
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4.3.1 Collimation of individual illumination beam 

 

The working wavelength (1260-1360nm) of the proposed WSI was in the infrared region, an 

infrared (IR) viewing card (61.87mm × 45.5mm, 700-1400nm wavelength range) was used to 

collimate each invisible illumination beam.  

 

 

 

 

 

 

 

 

 

 

 

In each illumination system, the single mode fibre was connected to the adapter through 

FC/PC connector and placed at the back focal point of the achromatic lens for getting proper 

collimation on the other side (right hand side of the lens) as shown in Fig. 4.5. During the 

collimation procedure, a plane mirror was placed at the other side and tilted slightly along the 

z-axis. If the outgoing beam was parallel, it reflected back from the mirror and passed 

through the lens again, converged on the back focal plane of the lens at a point slightly away 

from the central point due to the mirror tilt. The IR card should be kept at the same plane of 

the fibre adapter to visualize that bright focussed spot. This spot would become blurred and 

bigger for any other position of the lens. Thus the best collimation was achieved by focussing 

the spot back into the fibre and detecting at the other side of the fibre splitter. After getting 

the collimated beam, the mirror was removed and subsequently the output beam diameters (at 

the right hand side of the lens) were observed at several positions along the same line away 

from the lens using that IR card. If the beam diameter was found to be the same at various 

distances, then it was safe to assume that output beam was collimated and the fibre tip was at 

the back focal plane of the lens. 

 

Figure 4.5 Collimation of a beam; ADL- achromatic doublet lens, PM-Plane mirror, f-focal 

length, FADP- fibre adapter 
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4.3.2 Configuring three non-coplanar collimated beams 

 

The next step was to fix three collimated illumination beams along with their mounting cage, 

fibre adapter and four rods as shown in Fig. 4.4. They should be non-coplanar and were 120
°
 

apart from each other. A special adapter was made for holding three beams as shown in Fig. 

4.3. Swivel couplers connected the cage assemblies to the adapter and enabled positioning 

them at zenith angles 1, 2 and 3 with the observation direction along the negative z-axis as 

shown in the insert of Fig. 4.1. The adapter was made from aluminium, adhered to close 

tolerances and provided rigid structure. The sample was then illuminated by three beams 

simultaneously, as shown in Fig. 4.1 and they were oriented in such a manner that three 

collimated spots on the sample surface overlapped with each other. 

 

4.3.3 Imaging optics 

 

The imaging optics in the sample arm of the interferometer is shown in Fig. 4.6. The sample 

was imaged by two achromatic doublets L6 and L7 of focal length 100 mm each, in a 4f 

configuration. A 1 inch (Ø1") diameter, sand blasted, flat aluminium plate was used as a 

reference surface or sample.  

At first, the doublet L7 was placed at a distance of 100mm away from 2-D photo-detector 

array. The cemented IR achromatic doublet of 100mm focal length was available in pre-

mounted condition which was SM-1 threaded and the mount made itself easy to handle the 

lens and incorporate it into micro bench setup. All achromatic doublets used here are 

designed to work in the 1050-1620nm IR spectral region. They are useful for controlling 

chromatic aberrations at 1330nm and are frequently used to achieve a diffraction-limited spot 

when using a monochromatic source like a laser.  

A ring activated iris diaphragm was placed at a distance of 100mm away from the lens L7 and 

a pellicle beamsplitter (45:55 ratio, 1-2m wavelength range) was inserted in between them 

as shown in the figure above. This ring activated iris controlled telecentricity, speckle size 

and throughput. The cube-mounted pellicle beamsplitter virtually eliminates ghosting and 

minimizes dispersions since the second surface reflection is superimposed on the first one. 

They are extremely fragile due to their 2µm thick nitrocellulose membrane. Another doublet 

L6 was then kept around 100mm away from the diaphragm and finally the sample was held at 

the back focal plane of L6.  A clear image of the sample with 1:1 magnification was obtained 
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with this design, so that in the future a human cornea could be imaged in the full detector 

array. 

 

 

 

 

 

 

 

 

 

As mentioned before the sample arm was designed like a classical 4-f imaging setup, which is 

widely used in optical interconnects because of its telecentricity and good imaging 

capabilities for extended fields.  

 

 

 

 

 

 

 

 

 

 

 

Telecentricity is an important feature for several optical metrology systems as the apparent 

size of an inspected object does not change with focus, object position or object thickness. 

The iris diaphragm is strategically located at the focal point of the front and rear lens 

elements in the sample arm and it is basically controlling the amount of light that reaches the 

charge-coupled device (CCD) array. Telecentricity is an important property for designing 

multi-element lenses where the chief rays are collimated and parallel to the optical axis in the 

image and/or object space. In a telecentric system the magnification remains constant and that 

is irrespective of image and/or object location. The telecentricity can be classified in three 

different categories depending upon the optical space(s) in which the chief rays exhibit their 

 

Figure 4.6 Imaging optics; ID- iris diaphragm, APL-adapter plate, PBS- pellicle beam 

splitter, S-sample 

 

 

 

Figure 4.7 Double telecentricity; O'- object, I'- image, f-focal length, ID- iris diaphragm 
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behaviour. The telecentricy achieved in the sample arm of the proposed WSI setup in Fig. 4.1, 

was the bilateral or double telecentricity. In this proposed system the stop was placed at the 

common focal plane of lenses L6 and L7, resulting in both the entrance and exit pupils being 

located at infinity. 

 

4.3.4 Alignment of the reference arm 

 

One of the outputs of the PLC fibre splitter was connected to the externally SM1 threaded 

fibre adapter at one end of the reference arm through an FC/PC connector and served as the 

source of reference beam. The diverging beam was then collimated by achromatic doublet L4 

of 100 mm focal length. If a fibre tip or the source of diverging light was placed at back focal 

plane of lens L4, then collimated light could come from other. The collimation was done 

according to section 4.3.1.  

The second doublet L5 had (focal length 100mm) was placed on an XY translation stage at a 

distance of~230mm from L4. The XY translator provides ±1 mm of travel perpendicular to 

the optical axis of a cage system. The movable carriage is threaded with SM1 threads and 

directly accepts Ø1" optics up to 0.3" (8 mm) thick.  

A 5m diameter pinhole was placed on a Z translation stage at a distance 100 mm away from 

L5 as shown in the the Fig. 4.9. The SM1 threaded translation stage provides a stable, highly 

repeatable 1.5 mm translation of optics within a 30 mm cage system with an actuator knob 

graduated in 1 µm increments. The precision pinhole on the Z translation stage in conjunction 

with precision alignment (L5 on XY translation stage), was effectively stripping variations in 

intensity of a Gaussian beam and a bright reference spot could be seen through the imaging 

device by adjusting the distance between them.  

The diverging reference beam at the other side of the pinhole was recombined with the object 

beam at the 45:55 pellicle beam splitter, which gave rise to a high modulation speckle 

interference pattern on the detector array. The intensity ratio between object and reference 

beam was adjusted by moving the pinhole along the delay line. 
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Figure 4.9 Reference beam (Lab setup); SMF- single mode fibre, FADP- fibre adapter, PH- 

pinhole. 
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Figure 4.8 Alignment of reference beam; PBS- pellicle beam splitter, CADP- camera adapter 

plate, TL- tunable laser, FADP- fibre adapter. 
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4.4 Working principle of full-sensitivity phase-contrast Wavelength 

scanning interferometry  

 

Let us consider a plate made of a semitransparent scattering material that was illuminated and 

observed using the interferometer shown in Fig. 4.1. The observation direction was defined as 

the negative direction of the z-axis. The scattering surface was imaged onto the photo-

detector array with magnification M=1 as already discussed in section 4.3.3. 

 

 

 

 

 

 

Figure 4.10 Generalized optical path diagram for WSI with multiple illumination directions 

for a scattering material (a) and an opaque surface (b). 
 

 

Let us consider Fig. 4.10. A detailed ray and wavefront diagram is shown for one 

illumination beam on the plane of incidence in Fig. 4.10(a) for a scattering material and in 

Fig. 4.10(b) for an opaque surface. All the position vectors are drawn from the reference 

point (0,0) on the plane xy at z=0 which is considered the reference plane.  ep, ep’ and 
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eo=(0,0,-1) are unit vectors along the p-th illumination beam in the surrounding medium, the 

illumination beam within the material, and the observation direction, respectively. r is a 

position vector of a point with coordinates (x, y, z) within the scattering material which is 

imaged onto a pixel with indices (m, n) on the photo-detector array. px and py are the pitch 

between pixels along the n and m axes respectively on the photo-detector array so that x=npx 

and y=mpy. r0 is the position vector of a point on the sample surface having coordinates (x0, 

y0, z0) at which the illumination beam is incident and the point is imaged at pixel (0, 0) of the 

detector. Similarly; re, rs and rp are respectively the position vectors of points with 

coordinates (xe, ye, ze), (xs, ys, zs) and (xp, yp, zp). At (xe, ye, ze), the incident light is refracted at 

the sample surface for reaching the point r within it, the point (xs, ys, zs) on the surface of a 

scattering material is imaged onto pixel (m, n) and finally (xp, yp, zp) is a point on the angled 

illumination wavefront propagating with direction ep incident on the object plane at r0. n1 and 

n0 are the refractive indices of the material and surrounding medium (air in this case) 

respectively.  

The optical path difference between light from the p-th illumination beam scattered at point 

(x, y, z) within the material and the reference wave can be written as 

 

 sosoepepppp nnnzyx rer-rer-rer-rer-re  0'1000 )]()([)]()([),,(  (4.1) 

 

The triangle with re-r0 as the hypotenuse is a right triangle, and all incoming vectors are 

parallel.The first term on the right-hand side of Eqn. (4.1) represents the optical path from a 

point on the illumination wavefront, rp, to point re, where light enters the material. The 

second term represents the optical path due to propagation within the material upon refraction, 

from point retor and back to the surface at rs. Finally, the last term represents the optical path 

from the object surface at rs to the reference beam’s zero delay wavefront at z= 0. The 

relationship between rs and re in a general case is governed by refraction at re by  

 

 
)tan( 'pses r-rr-r 
 (4.2) 

and the Snell’s law in vector form: 
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 (4.3) 
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wherepandp’are the incidence and refracted angles of the p-th beam, Nis a unit vector 

normal to the surface, (0, 0, 1) here, and ep’ is a unit vector pointing along the refracted beam. 

This vector representation is convenient when dealing with non-coplanar illumination and 

observation directions, especially at the data processing stage. In the following analysis, we 

will consider the case of a flat sample that lies perpendicular to the observation direction to 

eliminate extra terms that would appear due to refraction at the surface. The general case is 

described in section 2.3.1.4 in [79]. 

Let us consider the object is modelled as a set of Ns discrete thin scattering layers parallel to 

its surface. The intensity due to the interference of the three object wavefronts and the 

reference wavefront can be written as 
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This is the modified form of the Eqn. (3.1) in Chapter 3. In Eqn. (4.4), A0 represents the 

amplitude of the reference wavefront. Apj (p=1, 2, 3; j=1, 2, …Ns) is the amplitude of the 

wavefront scattered at the j-th slice when illuminated by the p-th beam and  i=-1. pj is the 

phase difference between light scattered back at the j-th slice when illuminated by the p-th 

beam and the reference beam. The spatial indices m and n take the values m= 0, 1, 2, …,Nm-1; 

n= 0, 1, 2, …, Nn-1 and t is a non-dimensional time defined as the true time divided by the 

camera interframe time. Expanding Eqn. (4) and dropping the (m, n, t) dependence in all the 

amplitude and phase variables for clarity gives 
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The right hand side of Eqn. (4.5) consists of four terms. The first two correspond to dc terms. 

Term 3 represents interference between light from the j-th and light from the l-th layers 

corresponding to different illumination beams indicated by indexes p and q, and together with 

Term 2 are referred to as the autocorrelation terms (AC). Term 4 represents the interference 

between the scattered light from the j-th slice when illuminated by the p-th beam and the 

reference beam, and is referred to as the cross correlation term (CC). This latter term contains 

the information about the microstructure of the sample. 
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The phase pj changes with time according to 

 

 ),()(),(),,( nmtknmtnm pjsjpj  , (4.6) 

Wherek(t) is the wavenumber 2t, and sj is a phase shift that may arise at zero nominal 

path difference due to, for instance, a phase change on reflection or due to the 

microscopically random arrangements of scatterers contributing to the amplitude at pixel (m, 

n)at the j-th slice, i.e. the phase that leads to speckle noise.pj represents the optical path 

difference given in Eqn. (4.1) due to the p-th beam and for the j-th slice, which lies at a depth 

z=z0+(j-½)z below the sample’s surface, z being the layer thickness. WSI involves 

changing k with time over a total range k while an image sequence is recorded. In the ideal 

case of a linear variation of k with t, 

 

 ktktk c )(    (4.7) 

 

where kc is the central wavenumber, k is the interframe wavenumber increment and t ranges 

from –k/2k to +k/2k, corresponding to the central wavelength c, with a total number of 

Nt intervals. Substitution of Eqn. (4.7) into Eqn. (4.6) leads to 

 

 tnmknmknmtnm pjpjcsjpj ),(),(),(),,(   , (4.8) 

 

The linear variation of pj with t leads to temporal frequencies (units of “cycles per frame”) 

 

  2/),(),( nmknmf pjpj  , (4.9) 

 

that is, frequencies proportional to the optical path difference between light from the p-th 

beam scattered at the j-th layer and the reference wavefront. It is convenient to define an 

alternative frequency in units of “cycles per scan duration” 

 

 2/),(),(ˆ nmkNfnmf pjtpjpj   , (4.10) 
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Thus, measuring frequencies fpjor pjf
ˆ in a pixel wise basis provides a measure of pj(m, n), 

which can be used to locate the coordinates of scatterers on the surface and the bulk of the 

sample. Moreover, if two scans are performed before and after a deformation of the sample, 

then provided sj remains the same between scans, the phase changes pj(m, n, 0) provide a 

direct measure of the change in optical path lengths  pj(m, n) due to the deformation. Both 

the position and phase change of surface scatterers can be evaluated by a time-frequency 

analysis. The Fourier transform of the interference intensity signal I(m, n, t) in Eqn. (4.5) 

which is the modified version of Eqn. (3.8) of Chapter 3 for three illumination beams, can be 

written as 
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 (4.11) 

where * represents convolution, )ˆ(
~

fW  is the Fourier transform of W(t), a continuous window 

function that represents the finite sampling duration and the envelope of the laser power 

spectrum. The first term between curly brackets in Eqn. (4.11) is part of the autocorrelation 

term and represents the dc term due to the reference and scattered wavefronts. The second, 

known as the cross-correlation term, represents the interference between the reference and all 

three illumination beams scattered at all layers within the sample and is given by the 

superposition of Dirac deltas  that fall within bands in the frequency domain between 

frequencies 1
ˆ

pf  and pNsf
ˆ which are, according to Eqn. (4.10), proportional to the optical 

paths p1 and pNs corresponding to the first and last layers. The phase at the origin of each of 

these frequency components is given by 0pj= pj(m, n, 0). The third term, known as 

autocorrelation, represents the interference between pairs of scattering layers corresponding 

to either the same illumination beam or different ones.  It is represented by Dirac deltas at 

frequencies )ˆˆ( qlpj ff   . In order for all the cross correlation frequency bands to be fully 

separated in the frequency domain and avoid overlap with the autocorrelation terms, the 

carrier frequencies pjf
ˆ  and )ˆˆ( qlpj ff    must be carefully set. This is done by adjusting the 

optical paths pj by moving the collimating lenses L1, L2 and L3, which will shift the 
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wavefront represented in Eqn. (4.1) by position vector rp. The second term in Eqn. (4.1) thus 

adjusts a ‘piston’ term in the optical path difference pj and is characteristic of each 

illumination beam. 

 

4.5 Range and resolution of the optical path difference measurement 

 

The maximum unambiguous range that the optical path difference may take is given by the 

Shannon sampling theorem as discussed in section 3.2.3 of Chapter 3. The maximum allowed 

optical path difference and resolution for a single scattering surface and for a bulk material 

are already described in Eq. (3.11) to Eq. (3.14) in that section. 

  

4.6 Conclusion 

 

A detailed design of a phase-contrast three dimensionally sensitive WSI setup has been 

demonstrated. The working principle and basic equations were developed for three 

illumination beams. The mathematical framework provides the required tools to obtain 3-D 

reconstructions of the material microstructure and also depth-resolved phase information that 

can be used to evaluate all the three components of the displacement vector at each voxel of 

the data volume. This technique can be viewed as frequency multiplexed OCT in which each 

illumination channel carries information for a specific displacement sensitivity that will be 

described in detail in next two chapters. 

Chapter 5 presents experimental results of the reconstruction of a single scattering surface 

which is used to calibrate the full-field WSI technique with three illuminations. It also 

presents the description of the procedure of separation of images in the frequency domain for 

a single scattering surface, the least square fitting and re-registration of each image plane in 

the volume, calculation of all zenith and azimuth angles of the illumination beams and finally 

the construction of the sensitivity matrix that results from all three illumination directions. 
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Chapter 5 

 

 

 

5 Surface reconstruction for system calibration 

purposes 

 

 

5.1 Introduction 

 

A multiple sensitivity phase-contrast WSI has been developed with the aim of measuring 

three orthogonal components of displacements in the full volume of the scattering materials. 

To generate multiple images in the frequency domain with differing sensitivity vectors that 

are required to determine three dimensional object displacements, multiple illuminations of 

the object must be used. The three sensitivity vectors can be generated by two methods, either 

using a single illumination direction and multiple observation directions or by multiple 

illumination directions and a single observation direction. The later one is considered here 

where for each illumination the light scattered back from the surface (in case of an opaque 
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sample) or from each of the different layers of a bulk material is combined with a reference 

wave. The optical path difference between the back scattered light and the reference beam 

varies linearly with the depth of the scattering layers for each illumination beam and as a 

consequence, the frequency of the interference signal produced also varies linearly with 

optical path difference or with depth.  

The multiple interference signals generated by several illuminations can readily be separated 

in the frequency space using WSI by adjusting the optical path difference between the 

reference and each illumination beam. This can be done by moving the respective collimating 

lenses on three different illumination beams slightly either towards or away from the sample 

with respect to a delay line. A sphere can be considered with a centre at the intersection point 

of the sample surface and the optical axis of the whole system and it can be assumed that all 

optical fibres which are the sources of three illumination beams contain the same optical 

paths inside them, then the distances from the illuminating lenses to the sphere actually 

measure their relative optical path differences, which are used to separate signals 

corresponding to different sensitivity directions in the frequency domain. Thus the technique 

can be viewed as frequency multiplexed OCT in which the image produced for each 

illumination can be reconstructed and separated in frequency domain. This is a form of 

sensitivity multiplexing which involves assigning non-overlapping frequency ranges to 

different signals or to each illumination beam in the set-up. 

This chapter describes the system calibration by imaging a single scattering surface with 

multiple illuminations, separation of multiple signals in the frequency domain, calculation of 

zenith and azimuth angles of illumination vectors, evaluation of sensitivity vectors and 

observation vector and finally the formation of the sensitivity matrix.   

 

5.2 Image acquisition and construction of 3-D magnitude and phase 

volumes 

 

A flat scattering surface (sandblasted Aluminium plate) was studied first using the 

interferometer shown in Fig. 4.1 of Chapter 4. The purpose of this was to examine the 

performance of the tunable laser and the near infrared (NIR) photo-detector in terms of the 

linearity of the wavenumber scan k(t) and the intensity noise, which ultimately evaluate the 

width of the peak that represents the position of the sample surface in the Fourier transformed 

data )ˆ(
~

fI , i.e. the optical path resolution  This will be described in detail in section 5.2.1. 
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Due to the oblique illumination beams, the reconstructions of scattering surface appear tilted. 

In the case of scattering surface the optical path difference in Eqn. (4.1), reduces to 

 

 ])()([),,( 000 rer-rer-re  opppp nzyx
,
 (5.1) 

 

with r the position vector of point (x, y, z) now representing a point on the surface - see Fig. 

4.10(b) of Chapter 4. As the orientation of these tilted image planes in the frequency domain 

is directly related to the orientation of the tilted illumination beams, they can be conveniently 

used to calculate the illumination unit vectors ep, i.e. the zenith and azimuth angles of all 

illumination vectors as shown in the insert of Fig. 4.1 of Chapter 4. Therefore the sensitivity 

vectors that are linked to measure phase changes to determine actual 3-D displacement fields 

can be evaluated. This is described in sections 5.2.2, 5.2.3 and 5.2.4. 

 

5.2.1 Depth range and depth resolution 

 

A sequence of 8748 frames of 6464 pixels images was recorded whilst scanning the laser 

frequency over the full range from v1= 237.9305THz to v2= 220.4356THz (v=c/=ck/2, with 

c=2.9979243×10
8
m/sec the speed of light in vacuum) which corresponds to a wavelength 

range 1260nm≤≤1360nm and a wavevector range 4.9867×10
6
m

-1
≤k≤ 4.6200×10

6
m

-1
and the 

intensity I(m, n, t) was encoded in 14 bits. The frequency sweep was done in ‘step mode’ and 

the step in between two consecutive frequencies was fixed at 0.002 THz, corresponding to the 

wavelength step of 0.011nm and wavevector step of 41.9m
-1

. 

The field of view was ultimately limited by the random access memory available for data 

processing, but 512640 pixels (rows, columns) images could be acquired with the NIR 

camera. After a complete scan, the stack of images of a 3-D intensity volume was stored - see 

Fig. 5.1. 
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Fourier transformation of the recorded 3-D (for a pixel (m, n) intensity distribution was 

performed on a pixel wise basis along the t-axis, leading to a spectrum that is directly related 

to the position of the surface along the observation direction at coordinates x=npx, y=mpy. 

The tunable laser delivered a nearly constant power during the whole scan, which translated 

in a good level of signal modulation. Fig. 5.2(a) shows the intensity for a pixel at the centre 

of the field of view (FOV), plotted against frame number, i.e. I(32, 32, t). The mean value of 

the intensity signal was subtracted to eliminate the dominant DC peak at fp=0. Also, the 

intensity signal was multiplied by a Hanning window ]}/)2/(2cos[1{5.0)( tt NNttW   , 

-Nt /2 ≤ t≤ +Nt /2, to reduce spectral leakage between the otherwise prominent secondary 

lobes of a rectangular window )ˆ(
~

fW .The Fourier transform of the signal in Fig. 5.2(a) is 

shown in Fig. 5.2(b) in the positive frequency axis and revealed six peaks. The frequency axis 

was converted to optical path difference by using Eqn. (4.9). Peaks are labelled according to 

which pair of beams interfere; for instance, “01” indicates interference between the reference 

beam and object beam 1 and “23” indicates interference between object beams 2 and 3 (see 

insert in Fig. 4.1 of Chapter 4). Notice in Fig. 5.2(b) how peaks “01”, “02”, “03” are fully 

separated. This separation is adjusted by moving lenses L1, L2 and L3 towards or away from 

the sample so that the peaks do not overlap with the cross interference ones and no aliasing is 

introduced. Fig. 5.2(c) shows peak “01” in more detail. It has a width of ~0.06 mm, which 

compares well with the expected value of 0.068 mm from Eqn.(3.12). 

y-axis 

(row index = m) 

x-axis (column index= n) 

z 

z-axis (frame index = p) 

Figure 5. 1  3-D data volume obtained by WSI 
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Figure 5. 2 Intensity signal recorded at one pixel during a WSI scan when an opaque flat 

surface is imaged under 3-beam illumination (a); its corresponding Fourier transform, 

showing cross correlation terms “01”, “02” and “03” and autocorrelation terms “12”, “13” 

and “23” (b); peak 01 in more detail (c). 

 

 

 

When this computation was done for every pixel and the cross interference between the 

object beams were neglected, an instance of the surface emerged for each object beam within 

the so-called ‘reconstruction volume’ in the ‘direct’, i.e. (x, y, ), space. As mentioned before, 

the surface appeared with different tilts for each illumination direction.  

Fig. 5.3 shows a slice through the reconstructed volume parallel to the y plane for x=32. The 

three lines to the left correspond to the cross interference between the object beams. The three 

on the right correspond to the interference between the object beams and the reference beam, 

and thus represent the object as reconstructed for each illumination direction. 
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Figure 5. 3 ycross-section of the magnitude of the Fourier transform volume obtained when 

a flat opaque surface is reconstructed, shown in reverse contrast for clarity. Lines 

corresponding to the auto correlation terms “12”, “23” and “13” and the cross correlation 

terms “01”, “02” and “03” are clearly visible. Their tilt is a consequence of the oblique 

illumination. 

 

5.2.2 Reconstruction of a single scattering surface 

 

In order to automatically isolate the reconstructions of planes "01", '02" and "03", some 

simple image processing functions were used to obtain a 'mask' for each plane. The 'masks' 

were obtained by : 1) thresholding the magnitude of the Fourier transform in Fig. 5.3: 2) 

using morphological operations to connect holes in the reconstructed planes and eliminate 

isolated (disconnected) voxels – see Fig. 5.4; 3) labelling the different regions to identify the 

'masks' – see Fig. 5.5. 



71 
 

 

Figure 5. 4 y cross-section of the magnitude of the Fourier transform volume obtained after 

thresholding and morphological operations. The cross correlation terms “01”, “02” and “03” 

are clearly visible. 

 

 

Figure 5. 5 ycross-section of the magnitude of the Fourier transform volume obtained after 

labelling. The cross correlation terms “01”, “02” and “03” are clearly visible. 
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5.2.3 Plane fitting to the reference surface reconstruction 

 

The first labelled object in the Fig. 5.5 was masked from the reconstructed 3-D volume data 

and then the maximum values of the FFT magnitude along z-axis were found within the mask 

for each for each (x, y) position. This is done to isolate peak "01" for all pixels in the FOV, 

and leads to a tilted plane in 3-D space. So we had ended up with a single peak point along 

the z axis for each (x, y) position and all peak positions were used to reconstruct a 2-D array, 

which was the first tilted image plane. The same procedure was applied to the second and 

third labelled objects in Fig. 5.5, thus leading to a total of three tilted reconstructed flat 

surfaces. Finally, a plane was fitted to each surface. Figure 5.6(a) shows the reconstructed 

surfaces, Fig. 5.6(b) shows the fitted planes, and Fig. 5.6(c) shows the error between them.  

The same procedure was again applied to all surface reconstructions “01”, “02” and “03”. 

 

Figure 5. 6 (a) The reconstructed flat reference surface, (b) the plane of best fit for 

illumination beam "01" and (c) 2-D error between reconstruction and plane of best fit. . 
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5.2.4 Evaluation of illumination and sensitivity vectors 

 

As the orientation of the reconstructed surfaces is uniquely related to the illumination 

directions, they can be used to calculate the orientation of the illumination beams ep. Let us 

consider three separate points P1, P2, P3 on any one of the least square fitted planes, in xy-

Cartesian coordinate system as shown in Fig. 5.7. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The equation of a best fit plane can be written as, 

 

 
cbyaxyxz ),(

 
(5.2) 

 

where, a, b, c are the coefficients obtained from least square fitting.  

 

z(0,0) = c, defining the point  P1  : (0, 0, c) ; 

z (1, 0) = a + c, defining the point  P2  : (1, 0, a + c) ; 

z(0, 1) = b + c, difining the point  P3  : (0, 1, b + c) ; 

The normal of each plane can be found by taking the cross product of two vectors parallel to 

each plane: 

 

 
)()(ˆ

3121 PPPPn 
 (5.3)

 

 

Plane 

 

 

(0,1,0) 

(1,0,0)  (0,0,0)                

P1  

P3  

P2 

x 

y 

z 

 

Figure 5. 7 Three separate points on any one fitted image plane 
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where ),,(ˆ
zyx nnnn  and  nx,, ny, nz are the components of normal vector along x, y and z 

directions. It is convenient to denote the normal vector to the p-th reconstructed surface by np, 

and express it in terms of p and p, the zenith and azimuth angles that np subtends from the 

observation axis and the x-axis, respectively. It can be shown that: 

 

 )cos,sinsin,cos(sin pppppp n
,
 (5.4) 

or equivalently: 

 )ˆ(cos 1

pp nk    (5.5) 

 

















 

p

p

p
ni

nj

ˆ

ˆ
tan 1  (5.6) 

k j i ˆand ˆ,ˆ are unit vectors along the x, y and z axes, respectively.  

From Fig. 4.10(b) in Chapter 4, it follows that the optical path difference between points r0 

and r is rr=n0ep(rr0)=n0|rr0|sinp, with p the zenith angle of ep to the 

observation direction. This is illustrated in the diagram in Fig. 5.8, which in the vertical axis 

shows relative distance along the observation direction and in the horizontal axis shows 

points r0 and r on the surface. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. 8 Geometric relationship between the illumination vector ep and the normal to the 

reference surface reconstruction, np. The plane of the figure corresponds to the plane of the 

azimuth of np and ep. 
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(0,0) 

np 

αp 

αp 

θp 

r-r0 

rp-r0 

eo 

ep 

rp 

r 
r0 

y 

x 

z 

z = r-r0sinθp 
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If n0=1 then the optical path difference represents geometrical distance, i.e. z=k.(r-r0) = 

|rr0|sinp. As the surface normal vector np subtends an angle p to the z-axis (Eqn. (5.4)), 

then it can be seen from the Fig. 5.8 that, 

 

 p

p

p 


 sin
sin

tan
0

0







rr

rr
 (5.7) 

 

Similarly, it can be shown that the azimuth of the normal vector, p, is simply related to the 

azimuth of corresponding illumination vector, ξp, by 

 

   pp  (5.8) 

Therefore, once the normal vectors np have been obtained for all surface reconstructions via 

plane fitting, the angles p and p are obtained from Eqns. (5.5) and (5.6) and finally the 

illumination direction ep is determined using Eqns. (5.7) and (5.8) as 

 

 )cos,sinsin,cos(sin pppppp e  (5.9) 

 

The sensitivity vectors of the system can now be evaluated directly using Eqn. (5.9) and the 

observation vector (Fig. 4.10 in Chapter 4) is 

 

 eo= (0, 0, -1)  (5.10) 

The illumination vectors are given by,  

 
)cos,sinsin,cos(sin

2
111111 




k

 (5.11) 

 
)cos,sinsin,cos(sin

2
222222 


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 (5.12) 

 

                                               )cos,sinsin,cos(sin
2

333333 



k

 (5.13)
 

 

In general form the sensitivity vector can be written as, 
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 )cos1 ,sinsin ,cos(sin
2

)(
2

ppppp

c
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c

p 







 eeS

,
 (5.14) 

or, in matrix form: 
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 (5.15) 

 

The elements of the sensitivity matrix are the sensitivity vectors 

033022011 ,, kkSkkSkkS  , respectively. All fitted planes are shown in the data 

volume of Fig 5.9(a) and the normal vector to reconstruct the surface “01” is shown in Fig.  

5.9(b). The sensitivity and observation vectors, as evaluated from the reference surface 

reconstructions using Eqns. (5.2)-(5.14) are shown in the Fig. 5.9(c}.  

 

 

 

 

Figure 5. 9 Planes of best fit obtained for reconstructions “01”, “02” and “03” for a reference 

flat surface. (a) Plane of best fit for reconstruction “01” showing its normal vector (b) and 

sensitivity and observation vectors, as evaluated from the reference surface reconstructions 

using Eqns. (5.2)-(5.14) (c). 
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5.3 Conclusion 

 

In this Chapter, a flat opaque and optically rough surface was used to evaluate the 

illumination and sensitivity vectors of the full sensitivity WSI system. The flat surface can 

thus be used as a reference (or datum) for subsequent reconstructions. Multiple signals were 

separated in frequency space by adjusting the optical path difference between each 

illumination and the reference beam.  

The next chapter presents the measurements of 3-D displacement fields at each voxel within 

the material by measuring changes in the 3-D phase distributions between two separate scans 

before and after deformation. Using three directions of illuminations and one direction of 

observation, it is possible to simultaneously record three phase distribution volumes, each 

associated to an independent sensitivity vector. The sensitivity matrix basically links the three 

different measured phase values at a particular voxel from all phase difference volume 

elements with the displacement vectors (u, v, w) of that corresponding point in the object. 

This is described in detail in Chapter 6 and validated using three controlled rigid body 

translations of a semitransparent scattering sample: 

1. in-plane rotation,  

2. out-of-plane tilt and  

3. both in-plane rotation and out-of-plane tilt. 
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Chapter 6 

 

 

 

6 Volume reconstruction of internal structure and 3-

D displacement fields 

 

 

6.1 Introduction 

 

The technique presented in this thesis was designed to measure all orthogonal components of 

displacement in the full volume of scattering materials with interferometric sensitivity. This 

can be achieved by measuring changes in the 3-D phase distributions between two successive 

scans before and after deforming or moving the sample. By using three non-coplanar 

illumination directions it is possible to simultaneously evaluate the phase change at every 

voxel within the reconstructed volume. Once the sensitivity matrix has been established as 

described in Chapter 5. 
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The phase data evaluated for each illumination direction has to be re-mapped into a common 

coordinate system so that corresponding points in the 3-D data volumes represent the same 

position within the object. This process is known as re-registration and is described in section 

6.2 of this Chapter. 

The relationship between the measured phase change and the displacement field can be 

expressed in matrix form as 

 

 rSΦ   (6.1) 



S is the sensitivity matrix defined in Eqns (5.15) and (5.16), r= (u, v, w)
T
 and = (∆1, ∆2, 

∆3)
T
 (

T
 indicates transposed), where u, v, and w represent the displacements along the x, y 

and z axes, respectively and ∆1, ∆2, ∆3 are three phase difference volumes obtained from 

the reconstructions corresponding to the three illumination beams : 
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Finally, the 3-D distribution of the displacement vector within the sample is obtained by 

using the inverse of the sensitivity matrix as 

 

 ΦSr
1  (6.3) 

 

This operation has to be performed in a voxel by voxel basis in the reconstructed volume. 

 

6.2 Data acquisition and volume reconstruction 

 

A sequence of 8748 frames of 6464 pixels images of an epoxy resin block (seeded with 

scattering particles) was recorded whilst scanning the laser frequency over the full range from 

v1= 237.9305THz to v2= 220.4356THz.The intensity I(m, n, t) was encoded in 14 bits and 

subsequent data analysis took place on a pixel-wise basis. Figure 6.1 shows the semi-

transparent scattering sample. 
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The sample used in the present experiment is the epoxy resin block seeded with scattering 

particles (titanium oxide, 1µm average diameter) much smaller than the size of the volume 

point spread function (PSF) of the WSI system (25µm laterally and 68µm axially). The 

particles/resin volume fraction is ~3×10
-3

, which results in ~100 particles per PSF.  

 

 

 

Figure 6.1 An epoxy resin block seeded with scattering particles 

 
 

The cross correlation image volumes were separated from the autocorrelation terms. The 

autocorrelation terms were made due to the cross interference between the object beams and 

they were neglected. As mentioned before, the volume appeared with different tilts for each 

illumination direction. Figure 6.2 shows a slice through the reconstructed volume parallel to 

the yplane. Fourier transformation of the resulting 3-D intensity distribution along the time 

axis through each slice reconstructs the scattering potential within the volume. In the positive 

frequency axis the spectrum reveals several amplitude peaks. Prior to the Fourier transform, 

the mean value of the intensity signal was subtracted and the signal was multiplied by a 

Hanning window for each slice along time axis. Each y slice reveals three thick 'bands' due 

to the power reflected from the all different layers of a sample block,  for all three 

illuminations. The three microstructural reconstructions of the sample block can then be 

obtained in the spatial domain by simply exchanging the frequency axis to the position axis 

or optical path axis. The volumes overlapped with each other to the left (hardly visible in Fig. 

6.2) correspond to the cross interference between the object beams. The three on the right 

correspond to the interference between the object beams and the reference beam, and thus 

represent the object volume as reconstructed for each illumination direction.  

Figure 6.3 shows a block diagram of the main data processing steps for both the reference 

surface and the volume sample. The sections that follow address these stages in detail. 
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Figure 6.2 A y slice through the reconstructed volume 
 

 

 

 

Figure 6.3 Schematic diagram of the data processing for the reference surface and a volume 

sample. 
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6.3 Volume registration 

 

Registration is thus the process by which corresponding voxels in each reconstructed volume 

are brought to the same position in a common coordinate system. This is usually done by a 

mathematical transformation that may include a combination of translation, rotation and shear 

in most cases. The registration requires the subtraction of the carrier frequency for each 

illumination direction described by the first term between squares brackets in Eqn. (5.1). 

Moreover, subtraction of the position dependent optical path difference described in the 

second term between square brackets in Eqn. (5.1), )( 0r-re p , was also required. 

Fortunately, this was a simple task once the normal vectors np had been estimated, and could 

be done efficiently through a simple geometric transformation.  

 

6.4 3-D full-sensitivity displacement evaluation 

  

In this section, we present experimental results on the measurement of 3-D displacement 

fields within the bulk of an epoxy resin block seeded with scattering particles (titanium oxide, 

1 µm average diameter) much smaller than the size of the volume point spread function (PSF) 

of the WSI system (25µm laterally and 68µm axially). The particles/resin volume fraction 

was ~3×10
-3

, which resulted in ~100 particles per PSF. If particles were sparse as required by 

particle image velocimetry, there would be regions in the volume that would not contribute 

any signal and thus no displacement information could be retrieved. On the other hand, a high 

volume fraction would result in multiple scattering, which increases the noise floor and 

reduces the depth resolution of the system (the point spread function broadens in the axial 

direction). This is because of the extended optical path due to multiple scattering events, 

which effectively de-localises the scattering centres.   

 

6.4.1 System validation: Evaluation of phase difference volumes due to rigid 

body motion 

 

In order to validate the WSI system and to measure the displacement fields within the volume 

of the material, the epoxy resin block seeded with scattering particles was fixed on the tilting 
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stage and as well as on a rotation stage as shown in Fig. 6.4 below. The displacement could 

be introduced in two ways: either in-plane rotation on the xy-plane (see Fig. 4.1in Chapter 4) 

or out-of-plane tilt about the x-axis. The controlled displacements were easy to implement 

through these stages and provided a benchmark to validate the full field measurements 

obtained with the WSI system. 

 

 

Figure 6.4 Epoxy resin block fixed on tilting stage and a rotating stage 

 

  . 

Three different cases were considered: 1) In-plane rotation, 2) Out-of-plane tilt, and 3) Both 

in-plane rotation and out-of-plane tilt simultaneously. The sample was first fixed on the 

rotation and tilting stages as shown in Fig. 6.4. Then, two full frequency scans were 

performed before and after moving the sample (with either rotation, tilt or both). Finally, the 

procedure shown schematically in Fig. 6.3 was followed. 

6.4.2 In-plane rotation 

 

 

 

 

 

 

 

 

 

 

Tilting stage 

Rotation stage 

y 

x 

  

 
Figure 6.5 In-plane rotation 
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In case of an in-plane rotation, the epoxy resin block sample was rotated on the xy-plane as 

shown in Fig. 6.5. 

Figure 6.6 shows ‘y’ cross sections of the registered reconstructed volumes of the sample, 

“01”, “02” and “03”, corresponding to each of the illumination beams. The top row shows the 

magnitude of the Fourier transform, whilst the bottom row shows the wrapped phase 

difference volumes ∆1, ∆2 and ∆3 obtained after rotating the sample by 0.11
°
(phase values 

between – and ).  A cubic kernel of 7×7×7 voxels was used on the terms sin() and cos() 

before the atan function evaluation, to reduce speckle noise. The fringes in Fig. 6.6 

represent a phase change proportional to the displacement of the sample along the sensitivity 

vectors for each illumination beam. Larger in-plane rotations and tilts lead to an increase in 

the number of fringes. The phase gradient is related to the direction of the displacements.  

 

Figure 6.6 Reconstructed cross-sections of the magnitude and wrapped phase volumes of a 

semitransparent scattering sample that has undergone in-plane rotation (phase values between 

- and ). 
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6.4.3 Out-of-plane tilt 

 

 

 

 

 

 

 

 

 

In order to introduce known out-of-plane displacements, the epoxy resin block sample was 

tilted about the x-axis as shown in Fig. 6.7.

 
 

Figure 6.8 shows ‘y’ cross sections of the registered reconstructed volumes of the sample, 

“01”, “02” and “03”, corresponding to each of the illumination beams. The top row shows the 

magnitude of the Fourier transform, whilst the bottom two rows show the wrapped phase 

difference volumes ∆1, ∆2 and ∆3 obtained after tilting the sample by 0.027 
°
 and 0.054 

°
 

respectively. The phase values of the wrapped phase volume lie between – and .  A cubic 

kernel of 7×7×7 voxels was again used on the terms sin() and cos() before the atan 

function evaluation, for reducing speckle noise.  

y 

x 

 
 

 
Figure 6.7  Out-of-plane tilt 
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Figure 6.8 Cross-sections of magnitude (1
st
 row) and the wrapped phase volumes (2

nd
 row for 

0.027
°
 and 3

rd
 row for 0.054

°
 tilt) of a scattering sample that has undergone out-of-plane tilt 

(phase values between - and ). 

 

 

6.4.4 In-plane rotation and out-of-plane tilt 

 

Figure 6.9 shows ‘y’ cross sections of the registered reconstructed volumes of the sample, 

“01”, “02” and “03”, corresponding to each of the illumination beams when in-plane rotation 

and out-of-plane tilt are introduced simultaneously. The top row shows the magnitude of the 

Fourier transform, whilst the bottom row shows the wrapped phase difference volumes ∆1, 

∆2 and ∆3 obtained after rotating by 0.11
° 

and tilting the sample by 0.027
°
 respectively 

(phase values between – and ).  A cubic kernel of 7×7×7 voxels was used on the terms 

sin() and cos() before the atan function evaluation, to reduce speckle noise.  
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Figure 6.9 Cross-sections of magnitude and the wrapped phase volumes of a scattering 

sample that has undergone simultaneous in-plane rotation and out-of-plane tilt (phase values 

between – and ). 
 

 

 

6.5 3-D phase unwrapping 

 

The wrapped phase volumes were unwrapped with a 3-D path following algorithm designed 

to prevent the unwrapping path to go through phase singularity loops. Phase unwrapping is 

the process of recovering unambiguous phase values from phase data that are measured in 

modulo 2π rad (wrapped data) [128-131]. Phase discontinuities occur in areas that are locally 

under-sampled or where true discontinuities occur, due to layover in a topographic 

interferogram or a surface-breaking fault in a deformation interferogram. From the 3-D 

unwrapped phase volumes, 3-D displacements were been calculated for each voxel using the 

sensitivity matrix, the measured phase difference volumes and Eqns. (3.9) - (3.10). 

 

6.6 3-D displacement results 

 

The 3-D displacement field components u, v and w were finally calculated for each voxel in 

the measurement volume using Eqn. (6.3) for the case of 1) in-plane rotation, 2) out-of-plane  
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tilt, and for 3) both.  

6.6.1 In-plane rotation 

 

The presence of noise in the ∆1, ∆2 and ∆3 phase volumes meant that an effective volume 

of only 31×16×301 (m, n, p) voxels was obtained without any unwrapping errors. Figure 6.10 

shows cross sections of the measured 3-D displacement field corresponding to the epoxy 

sample under in-plane rotation (corresponding to phase volumes shown in Fig. 6.6). The first 

row indicates the displacement component u and the second row v. From left to right, the 

columns show sections of the data volume on planes y, x and xy. Notice the gradient in the 

u and v displacement fields, as expected for an in-plane rotation around the observation 

direction.  

 

Figure 6.10 Cross sections of the measured 3-D displacement field corresponding to a 

sample after in-plane rotation. The rows indicate the displacement components u and v along 

the x, y and  axes. The columns show sections of the data volume on planes y, x and xy. 

Displacements units: mm. 
 

 

A comparison was made between the measured displacements with the known ones 

introduced with the rotation stage. The u(x, y) and v(x, y) displacements shown in Fig. 6.11 

were averaged along the x and y axes, respectively, to reduce noise. Fig. 6.11 also shows the 
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‘reference’ displacements introduced with the rotation and tilting stages. The error-bars 

represent the root mean squared deviation of the displacement along respective rows and 

columns in Fig. 6.10. The root mean squared deviation between the theoretical and measured 

displacements u(x, y, z) and v(x, y, z) were 0.12µm and 0.47µm, respectively. 

 

Figure 6.11 ‘Measured’ (black line) and ‘reference’ (gray line) average displacement profiles 

obtained for in-plane rotation of the sample. 
 

 

6.6.2 Out-of-plane tilt 

 

In the ∆1, ∆2 and ∆3 phase volumes, only 21×64×301 (m, n, p) voxels for 0.027 
°
 tilt and 

13×36×71 voxels for 0.054 
°
 tilt were obtained without unwrapping errors. Figure 6.12 and 

6.13 show cross sections of the measured 3-D displacement fields corresponding to the epoxy 

sample under out of plane tilt of 0.027 
°
and 0.054 

°
, respectively. These correspond to phase 

difference volumes shown in 2
nd

 and 3
rd

 row of Fig. 6.8. The rows indicate the displacement 

components w along the x, y and  axes, respectively. From left to right, the columns show 

sections of the data volume on planes y, x and xy, respectively.  
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Figure 6.12 Cross sections of the measured 3-D displacement field corresponding to a 

sample under out-of-plane tilt (0.027
°
). The row indicates the displacement components w 

along the x, y and  axes, respectively. The columns show sections of the data volume on 

planes y, x and xy. Displacements units: mm. 
 

 

Figure 6.13 Cross sections of the measured 3-D displacement field corresponding to a 

sample under out-of-plane tilt (0.054
°
). The row indicates the displacement components w 

along the x, y and  axes, respectively. The columns show sections of the data volume on 

planes y, x and xy. Displacements units: mm. 
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The gradient of the w displacement field corresponds to out-of-plane tilt. In order to compare 

the measured displacements with the known ones introduced with the tilt stages, the w(x, y) 

displacement shown in Figs. 6.12 and 6.13 were averaged along the x-axis and error bars 

representing the root mean squared deviation were also included. These results are shown in 

Fig. 6.14. 

 

Figure 6.14  ‘Measured’ (black line) and ‘reference’ (gray line) average displacement 

profiles obtained for out-of-plane tilt (for 0.027
°
 and 0.054

°
 respectively) of the sample. 

 

 

The root mean squared deviation between the theoretical and measured displacements w(x, y, 

z), for out-of-plane tilt (for 0.027
°
 and 0.054

°
 respectively) were 30.12nm and  30.98nm, 

respectively. 

 

6.6.3 Simultaneous in-plane and out-of-plane 

 

For simultaneous in-plane rotation and out-of-plane tilt, 16×35×71 (m, n, p) voxels were 

obtained from the phase-difference volume data without any unwrapping errors. Figure 6.15 
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shows cross sections of the measured average 3-D displacement field corresponding to the 

epoxy sample under in-plane rotation and out of plane tilt. From top to bottom, the rows 

indicate the displacement components u, v and w along the x, y and z axes, respectively. From 

left to right, the columns show sections of the data volume on planes y, x and xy. Notice 

the gradient in the u and v displacement fields, as expected for an in-plane rotation around the 

observation direction, and the gradient of displacement w at the bottom right, which 

corresponds to out-of-plane tilt.  

 

Figure 6.15 Cross sections of the measured 3-D displacement field corresponding to a 

sample under in-plane rotation and out of plane tilt. The rows indicate the displacement 

components u, v and w along the x, y and axes, respectively. The columns show sections of 

the data volume on planes y, x and xy. Displacements units: mm. 
 

 

In order to compare the measured displacements with the known ones introduced with the 

rotation and tilt stages, the u(x, y), v(x, y) and w(x, y) displacements shown in Fig. 6.15 were 

averaged along the x, y and x-axes, respectively, and error bars representing the root mean 

squared deviation were also included. These results are shown in Fig. 6.16. The root mean 

squared deviation between the theoretical and measured displacements u(x, y, z), v(x, y, z) and 

w(x, y, z) were 0.14µm, 0.20µm and 32.5nm, respectively. 
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Figure 6.16  ‘Measured’ (black line) and ‘reference’ (gray line) average displacement 

profiles obtained for simultaneous in-plane rotation and out-of-plane tilt of the sample. 

 

 

6.7 Conclusion 

 

In this chapter we described a method based on WSI to measure 3-D displacement fields 

within scattering materials with interferometric sensitivity. It provides 3-D reconstructions of 

the material microstructure and also depth-resolved phase information that was used to 

evaluate all the components of the displacement vector at each voxel of the data volume. This 

can be viewed effectively as an extension of full-sensitivity Digital speckle pattern 

interferometry (DSPI) into three dimensions. Alternatively the technique can be viewed as 

frequency multiplexed OCT in which each channel carries information for specific 

displacement sensitivity. Even though a robust 3-D phase unwrapping algorithm was used, 

where phase unwrapping errors due to large singularity loops remained. The measured 3-D 

displacements showed excellent agreement with the expected values obtained from known 

rotation as tilt angles introduced with mechanical stages. 
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The next Chapter summarizes the overall results and also discusses different problems 

encountered during the experiment, advantages and disadvantages of the technique and future 

plans. 
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Chapter 7 

 

 

 

7 Discussion and further work 

 

 

A novel method based on wavelength scanning interferometry has been proposed and 

demonstrated to measure 3-D displacement fields within semi-transparent scattering materials. 

This effectively extends full-sensitivity DSPI into three dimensions. The reconstructed 

microstructure of the material volume has been obtained and the depth-resolved phase 

difference volumes due to known displacement fields have been used to evaluate all three 

orthogonal components of the displacement vector at each voxel within the data volume. The 

technique can be viewed as frequency multiplexed OCT where multiple illumination 

channels carry signals for specific displacement sensitivities. The ability to measure the 

complete set of displacement components within the volume of the sample opens exciting 

opportunities in experimental mechanics, for instance the identification of constitutive 

parameters in anisotropic or multi-material samples. This is usually done by finite element 
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model updating (FEMU) or alternatively using the virtual fields method (VFM); these are 

two powerful inversion techniques that benefit from full field displacement or strain fields.  

With no memory constraints, the current WSI interferometer could generate a raw data 

volume of approximately 512×640×Nt (rows, columns, frames). The maximum number of 

frames Nt is given by the ratio of the laser frequency tuning range to the minimum frequency 

step: Nt/=17.495THz/0.0002THz~87,000 frames. After re-registration, the size of the 

‘displacement’ volumes u, v and w would be reduced to ~512×640×Nt/24 due to the data 

processing required in the Fourier domain. The factor 1/24 arises from the fact that ½ of the 

frequency axis (negative frequencies) is neglected, another ½ is lost due to the 

autocorrelation terms, then ⅓ of the remaining bandwidth is used for each sensitivity vector 

and finally ~½ of that range is effectively used to accommodate the object thickness due to 

the tilt in the frequency space. Thus, the reconstructed displacement volumes would contain 

~512×640×3600 voxels. If a 7×7×7 convolution kernel is used to reduce spatial noise then 

the displacement volumes would provide ~70×90×520 independent measurements. The 

maximum ‘effective’ depth range can be estimated from Eqn. (3.11) by considering 

k=4.19m
-1

 and an extra factor of 1/12 (½ already taken into account by discarding negative 

frequencies) as M_eff=M/12~62mm. The depth range in the current setup is 6.2mm, where 

only 8748 frames were recorded, as explained in section 5.2.1. This is assuming that multiple 

scattering and absorption do not set a lower limit. The sample used to evaluate the 

performance of the WSI system proposed in this Thesis consisted of an epoxy resin block 

seeded with scattering particles much smaller than the size of the volume PSF. A 

particles/resin volume fraction of ~3×10
-3

 resulted in ~100 particles per PSF. If particles were 

sparse as required by particle image velocimetry, there would be regions in the volume that 

would not contribute any signal and thus no displacement information could be retrieved. On 

the other hand, a high volume fraction would result in multiple scattering, increasing the 

noise floor and reducing the depth resolution (as the point spread function broadens in the 

axial direction) and the maximum imaging depth of the system, as light cannot penetrate 

deeper into the sample. 

 

Some issues that need to be investigated include the effects of material dispersion, 

birefringence,  intensity noise through the optical fibre, penetration depth, surface refraction, 

effects of mechanical scanning within the system , other sources of mechanical vibration etc., 

[64] all of which may have effects in the measured displacement and strain fields. Moreover, 
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phase singularities can be so abundant and complex in a 3-D volume that robust 3-D phase 

unwrapping algorithms are required.  

 

For a dispersive sample, the most common effect in the OCT signal reconstruction is the 

degradation of the axial resolution. In WSI, wavelengths of the tunable laser are incident on 

the sample sequentially and for each incidence, the effective wavelength within the sample 

reduces due to its finite refractive index (R.I.) where the R.I. is a function of wavelength in 

case of a dispersive material. The change amounts to the free space wavelength divided by 

R.I. at each wavelength. As a result, the sample dispersion introduces additional frequency 

dependent phase components to the Fourier transformed data, which may change the  

positions of the cross correlation peaks and may not locate the coordinates of the scatterers on 

the surface or the bulk of the material properly.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                              

 

The WSI system described in this Thesis illuminates the object with polarized light. This is 

partially depolarized in the scattering sample and the backscattered light recombines with a 

polarized reference beam. As sample birefringence can alter the polarization of the 

backscattered light, it may lead to a reduced interference modulation and thus reduced signal 

to noise ratio. 

 

Intensity modulation due to fibre polarization effects can be observed in all interferometric 

setups using optical fibres, and care must be taken to minimize these, e.g. by using 

polarization preserving fibres and maintaining the fibres in a stable environment during 

image acquisition. 

 

The penetration depth inside the sample depends on factors like: 1) wavelength of the light 

incident upon it, 2) sample spectral absorption, and 3) sample scattering. Different 

experiments proved that near-infrared light penetrates more inside tissues and common 

polymers than visible light. Strong spectral absorption in the range of the tunable laser 

emission will lead to reduced backscattered light, and thus to low signal to noise ratio. The 

effect of scattering has been discussed above. 

 

In all depth resolved tomographic imaging techniques, refraction distortion at all interfaces 

between different regions having different refractive indices must be determined and 
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corrected for accurate dimensional characterization [132]. Even though these methods were 

limited to 2-D processing of cross-sectional images, 3-D curved structures such as the convex 

surface of the cornea, the concave surface of a hollow organ or a tract can also be corrected 

for refraction distortion by applying 3-D algorithms. The 2-D refraction correction is only 

possible in case of 3-D curved surfaces if the sample is rotationally symmetric about an axis 

passing through the apex of the sample. If left uncorrected, refraction distortion will lead to 

phase errors and thus spurious displacements and strain. The WSI system proposed in this 

Thesis is free from any mechanical scanning devices, which in OCT systems are responsible 

for certain geometric distortions. 

 

Phase unwrapping is the last and usually challenging step for extracting phase information in 

fringe analysis.  In this Thesis, a phase unwrapping algorithm based on setting surface 

patches onto phase singularity loops has been used [129-131, 133, 134]. Jenkinson et al [135] 

in 2002 presented another approach of 3-D phase unwrapping algorithm based on the 

minimization of a cost function that leads to an integer programming problem: a 

mathematical optimization algorithm in which all variables are integers. This approach is 

very fast but does not guarantee the best optimal solution. This method was applied in 3-D 

MRI data for venogram studies in fMRI. Improvements in 3-D phase unwrapping will enable 

the full utilization of the measured data-volume, thus increasing the field of view. 

 

The proposed WSI system is able to measure 3-D displacement components in the order of a 

few microns with uncertainties around some tens of nanometres, in all voxels in the data 

volume. The high sensitivity of the technique implies that it is suitable for measuring small 

deformations produced, for instance, in rigid materials subjected to mechanical or thermal 

loads. Large displacements will eventually produce too many fringes and decorrelate the 

speckle, in which case speckle tracking methods would become more appropriate (up to 

strain levels of ~1%). 

 

Regarding the performance of the proposed WSI system with existing single channel OCE 

systems, perhaps the fundamental advantage of the former is that due to the multiple 

illumination directions, all the components of the displacement field can be measured. OCT 

elastography has so far been limited to the measurement of the axial component of the 

displacement field. This is certainly a big limitation when all the components of the strain 

tensor are required, e.g. to characterize a non-isotropic materials. 

http://en.wikipedia.org/wiki/Optimization_(mathematics)
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Fibre glass composite materials, polymers and adhesives all seem good target materials to 

study their mechanical behaviour with the technique proposed in this Thesis. Epoxy resins 

have found diverse applications due to their excellent properties [136,137] as electrical 

insulators, microelectronics encapsulants, matrix for fibre reinforced materials and structural 

adhesives, to name a few. Measurement of localized hygroscopic expansion, thermal 

behaviour, internal damage evolution and structural integrity of these materials seem all 

plausible fields for further research. 
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Appendices 

 

 

 

A1 Setting up the camera from Goodrich Corporation 

Camera : 

8000-0324, Rev 1 

SU640SDV-1.7RT/RS170-GO22A11V0 

S/N *0809S9992 * 

Pixel freq ~ 43,956 MHz 

Strobe freq~ 11,000 MHz 

 

The camera was first set in an operating platform including lens, power supply, and video 

cables which was attached to a video monitor (PAL standard). The Video Out port of the 

camera was set normally active and displayed what the camera sends out via Camera Link. 

The digital frame grabber card from National Instruments was able to coordinate the digital 
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shipping between camera and the frame grabber card and the ICD file contained all of the 

relevant camera parameter information.  

Frame grabber: 

The NI-1428 card is used for standard desktop computers with a PCI bus. The 1427 card can 

be used for desktop computers with an available PCI-Express bus. The ICD file is associated 

with the National Instruments (NI) environment known as IMAQ, which are their software 

drivers for the frame grabber. MAX, a NI software, gives access through the ICD file and NI 

Camera Link card to the camera. SUI-IA is an example of application software built in 

MAX.The SUI-IA is an application software developed in IMAQ / MAX (part of the NI 

Camera Link software suite) which works only with the NI Camera Link card, using the 

DLLs of the provided / installed NI software. Anything done in SUI-IA can be done in the 

base NI software without the Sensors Unlimited elements. Thus the basic NI Camera Link 

interface software (MAX, IMAQ) plus the SUI-IA software plus the supplied ICD file is all 

that is necessary to interface to the camera and get live data. The version of SUI IA 4.0.1 

incorporates a terminal window, permitting the entry of camera commands and display of 

their results. This is under the Camera Setup tab.The Camera Link Terminal is another 

program that provides a screen where users can enter camera commands and see the camera 

response, even while MAX program is connected to the board. This gives a great diagnostic 

power as one can see what the camera setting is to understand whether a software command 

has been received or not. 

While using NI-1428 card, the operation becomes straight-forward, even if somewhat 

specific to the frame grabber card and its software (as the digital signal is sent according to 

standards, the software becomes a function of the frame grabber card, except for the optional 

serial camera setting commands as per SUI manual).There are a number of Camera Link 

vendors in the open market, but SUI has chosen National Instruments to offer integration 

support. Other vendors, such as Matrox has Camera Link interfaces (Matrox Intelicam 8.0 

Build 1230 and MIL 8.0 (2005)) which had been already proven to work with this camera. 

SUI builds cameras with a Camera Link interface, and Matrox builds Camera Link frame 

grabber interfaces to the computer which has the ultimate responsibility to display the data in 

the proper environment.  
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Most Camera Link vendor-sourced software has a 'wizard' of sorts that allow a user to make 

his/her own interface file. The SU640SDV is a 640 ×512 pixel array with 14 bits resolution, 

single-output, base level Camera Link with Baud Rate 57600 and a clock frequency of 40 

MHz. In the Horizontal it is expected to have 32 "pre" and 2 "post" blank pixels and in the 

Vertical it is expected to have 0 "Pre" and 2 "Post" pixels.  

Different Camera Link interface softwares that allow to adjust the pre- and post- pixels 

interactively, using the following method:  

If a distorted but live image has been shown on starting and relative black and white levels 

change appear when an user put his/her hand in front of the lens, the horizontal 'pre' value 

(one) should be incremented by one until the image becomes square and looks good, except 

for black bands right or left, and probably black bands or a roll in the image top to bottom. 

Once the image looks good as above, the horizontal black band should be removed by 

moving one pixel at a time from Pre to Post, i.e. if one starts with a good image at 42 pre and 

0 post, the next step is 41 pre and 1 post, so that 41 + 1 = the originally found 42. The image 

will shift with this effort. Shifting should be carried out until getting the proper image. Next 

step can be performed in the same way for the vertical. If only a quarter of the image has 

been got (i.e. half of the horizontal line, half of the vertical extent = first quarter of the array), 

a Camera Link value described as DVAL (or possibly Data Valid and similar) should be 

toggled to its opposite: If it is Off, it needs to be turned On. If it at 1, it should be made 0, 

assuming these are valid commands specific to the board and if this does not fix the image, 

the parameters should be reset. The timing diagram should also be checked according to the 

manual. A stretched image can be seen when the Data Valid (DVAL is what it normally is 

called) signal is not properly set. The Camera Link card runs at maximum frequency and the 

camera is running at a slower rate, so the data points are duplicated a number of times (often 

times it is a factor of 4). In other words, it could be said that the stretching of the image is 

because the frame grabber is sampling the data incorrectly.  This is sometimes because the 

frame grabber is trying to acquire data at the camera strobe frequency of 44 MHz. The pixel 

frequency is 11MHz, so the frame grabber sampling range should be cut by a factor of 4, or if 

sampling 11MHz at 44MHz the frame grabber should only consider 1 in 4 pixels as valid.  
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The Camera Link cable (Base mode i.e. 187676-02) is a standard item. The SD (SDV) 

camera series uses an MDR connector, and the NI card uses an MDR connector as well (the 

terminations are identical on an MDR-MDR camera link cable). 

Triggering:  

 

With the triggering to the Camera Link card, basically the camera is running at video rates, 

and the trigger tells the NI software to perform an operation, normally to save a certain 

amount of data and the camera knows nothing about any triggers sent.  Triggering the camera 

allows users to make the camera respond to the signal or to synchronize any other instrument 

with the camera. There are 3 modes of external triggering. Trigger mode 1 allows users to 

control when the camera starts the exposure, and the end of the exposure is set by the stored 

EXP value, either from the OPR setting or specifically entered by users. Trigger mode 2 

allows to control the start and the end of the recording by the length of the 'trigger active' 

pulse. This takes care of setting the exposure time. Trigger mode 3 controls when the camera 

will send data down the Camera Link interface. Essentially, the Camera Link card will be 

waiting for signal, and on the trigger held high (/low, user-configurable), data will 

be shipped until it is stopped by the trigger transition. Setting the exposure time is performed 

with the EXP command and the Frame Period commands. The CORRECTION commands 

should not be used as the corrections are only valid for the given parameters of an OPR 

setting, and changing the exposure time will make the corrections invalid. Users can write 

their own acquisition routine to acquire a set of number of frames for each trigger.  In this 

case, the camera should be kept in free run condition and the trigger signal can be used to 

trigger the software to store the next N frames after the event trigger appears.  There would be 

no need to freeze the camera between events.   

To avoid missing any frames, the video recorder must be set to acquire all of its frames into 

RAM (In Applications Preferences menu under Setup the option “Stream to Disk” is not 

checked).   

 

Important commands: 

 

There is a general time out and a time out for each command.  The default is for 5 seconds for 

the acquisition: Frame Timeout (5000). In the NI-IMAQ environment, the ICD file contains a 

default and current setting for all of the parameters.  When the GRAB or SNAP buttons are 
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used, these settings are sent to the camera.  Therefore, they will override any camera 

settings.  NI-IMAM loads the parameters from the file on disk at the start of the session, or 

when there is a timeout, therefore, when some changes are made in the MAX, those should 

be saved in the ICD file. By pressing ‘reset to default values’ the user allows the software to 

load the default settings stored in the ICD file on disk, over-writing any changes he/she may 

have tried to make. The frame period of the camera, in the default case, is locked to the RS-

170 video rate of 30 frames per second.  The FRAME:PERIOD is for setting the camera 

timing in free run mode (TRIG:MODE 0); it does not know or have any way of reporting the 

trigger rate in those modes.  Similarly, it is the same for the EXP command, in case of 

TRIG:MODE 2. 

  

OPR is a camera command that is sent directly to the camera via the serial interface inside 

Camera Link. The OPR command can be sent via a program, or one can type it in manually 

via a serial access tool (SUI-IA has such an example on the second tab in the Camera 

Attributes dialog box). Each OPR has a known exposure time, frame time, dark correction, 

and white correction associated with it. Via the OPR settings, it is easy to move through the 

cameras dynamic range capability with corrected results. Sample OPR commands are 'OPR 1', 

'OPR 7', OPR 15'. Users can also define their own OPR setting based on their unique needs.  

 

Most of the user interface software is set up for continuous or multi-frame acquisition and the 

images may normally take a couple of cycles to be displayed. The camera does not have any 

memory. The acquired image is integrated onto the Focal plane array (FPA) and then 

digitized and readout over the camera link interface pixel by pixel.  It is up to the frame 

grabber and the controlling software to store the image and display it. SUI Image Analysis 

software has the capability to save images in several formats. The simplest and smallest 

format for transferring to MATLAB is with the extension .IMG - this creates a file where the 

first bytes give the column and row size using ASCII characters, followed by a carriage 

return character. Then the pixel data is given in sequence, with 16-bit binary values. In 

MATLAB, the whole file is generally read in bytes, where the first 7 bytes representing the 

ASCII characters are stripped off and then the rest is stored in the 2-D image memory array. 

The .IMC version has 9 lines of ASCII text and then the raw data follows with the image. 

The .PNG image format is 16 bit uncompressed format which is more universal. It is an open 

source type of format that doesn't need a license. The .TIF file has many options and seems 

not so universal. It is also a 16-bit and lossless format. 
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To increase the exposure time beyond the standard for this 30 fps camera, there are two ways. 

The first does not need an new OPR: In Trigger mode 2, the external trigger signal controls 

both the start but also the end of integration by the width of the trigger signal. By default for 

the SDV camera the SCAN:VIDSYNC has to be ON, but that limits the frame period to 

1/30
th 

of a second. By turning it off, the frame period can be set to longer times, thus 

permitting the exposure time to be increased.  A convenient command to use would be 

EXP:MAXRATE, which will automatically increase the frame period appropriately.  Once 

the value has been settled a new OPR has to be invoked and the OPR:SAVE command 

should be issued.  For a new setting, at the time of startup, the OPR:START command can be 

issued with the new OPR # and then the CONFIG:SAVE can be used to make the current 

settings the power on condition.  Everything should be done in TRIG:MODE 0 before saving. 

In either case, the factory non-uniformity corrections will not be appropriate with this longer 

exposure time and the image dynamic range may be squeezed by dark current filling the full 

well, causing non-linear effects. Unlocking the acquisition from the analog video to go 

slower will result in the video showing the same frame of data several times until the new 

frame is available.  In the double buffer video display mode the analog video will show 

complete frames of data from the same acquisition but there will be more delay.  

The dark current of the camera increases with long exposure times.  If the pulse is short the 

net number of photons is low, and increment of the dark level plus the dark noise from that 

larger level followed by the longer exposure time will hurt the goal of capturing a weak 

signal. Increasing the exposure time is more appropriate when the flow of photons is 

continuous and the signal to build up to be bigger than the read noise of a single acquisition.   

For MATLAB usage, the TXT option or the most compact format IMG type store a header 

with just seven ASCII characters: “512,640” followed by a carriage return line feed pair, then 

the image data as a stream of 16 bit words.  MATLAB can be set to read the file, strip off the 

text before the first carriage return, or read it in as row and pixel counters for nested loops 

that put the words into a 16-bit integer array of the same dimensions.   

 

Steps to change the exposure time: 

 

 

  

1)     VIDSYNC is a global command.  It has to be set once per session / change the power 

up state with the CONFIG:SAVE command. 
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2)  The purpose of EXP:MAXRATE is to automatically set FRAME:PERIOD at the 

appropriate value that allows for the overhead needed in addition to the the exposure 

time.  This is a fixed amount.  If VIDSYNC is enabled, the value for 

FRAME:PERIOD will not change. 

3)   For OPR:DEL ALL, any user created OPRs are deleted 

4)   For OPR:SAVE, a new OPR is created, at the next available number.  If the current  

      number is 7, then the next is 8. 

5)   Once an OPR has been created, such as 8, and it is the current operating OPR, then 

for changing the EXP, the OPR:UPDATE  needs to be used to alter the stored settings 

for OPR 8. 

6)   If EXP big# is issued and it exceeds the current (frame period – overhead) value, it 

will show an error.  Thus FRAME:PERIOD has to be increased first and then EXP in 

that case to avoid an error. 

7)   First use SCAN:STATE OFF and then making of some changes can generate an error, 

whereas SCAN:STATE ON and making of changes can minimize the prospect of the 

error message. However for increasing the exposure time, just turning off VIDSYNC 

and then using EXP:MAXRATE should be sufficient.  

8)   The inquiry commands can be used to ensure that the commands have done what an 

user asked for, e.g. the FRAME:PERIOD? command. 

9)   Before starting the acquisition and to see that the frame rate has not changed, a 

FRAME:PERIOD? commandor OPR? command can be issued. 

10)  As the pixel clock period is 91 ns, 123 µs represents 1352 clock cycles.  This is the 

difference between the value to set the exposure clock cycles in the EXP:MAXRATE 

command, such as the first example is below of 1098830 and the resulting frame 

period value of 1100182.  This overhead time between the exposure time and the 

frame period must be allowed. 

11) If the output is viewed from the VIDEO OUT BNC while OUTPUT:SYNC is enabled, 

it would be confirmed that the commands were indeed changing the camera timing to 

provide the exposure period and frame period as selected.   

  

If the frame rate is to be set exactly at 10 Hz and the frame period to be at 100 ms (as near as 

the integer number of clock cycles will allow), the FRAME:PERIOD should  be programmed 

as 1098909.  For this frame period, the longest exposure clock time can be programmed as 

the number less 1352, or 1097557.  The actual exposure time will be (1097557 + 28)*91 ns 
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or 0.099880235 seconds. If, on the other hand, the exposure time has to be set exactly at 100 

ms, then an exposure time is used in clock cycles of 0.1/91 ns = 1098901, then 28 has to be 

subtracted to get the value in exposure cycles to program into the EXP command: 

1098873.  (Again, the integer value limits the accuracy, but the crystal controlled clock is a 

nominal value and has a stability of +/-25 ppm) 

  

The InGaAs is not as uniform as Silicon.  For this camera, a good pixel is one that stays 

within +/-35% of the mean.  This means, that when the mean intensity across the array is 

12300 counts, that some good pixels could be reaching full scale of 16383.  When pixels 

exceed the limits of the ADC, data is lost.   

Example : For 50 ms frame period, simply divide 91 ns into that time to get the number of 

clock cycles to program, which is 549451 (rounding up). 
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A2  Table 1 Measurement of displacement fields in the volume of materials 

 

Technique Materials Volume size / 
voxel size 

(mm
3
) 

Time per voxel 
(s) 

Displacement 
resolution or 
uncertainty / 

strain 
resolution  

Spatial 
resolution 

Comments Reference 

ND & synchrotron 
XRD 

Polycrystalline 
engineering 

materials, metals 

Volume-20mm3 for 
ND and 0.11mm3 for 

synchrotron XRD 

Tens of minutes for 
ND and seconds to 

minutes for for 
synchrotron XRD 

 (for moderate 
sample of depth & 
resolution 1mm3) 

10-4 strain resolution Can be improved to 
0.5mm  

Both can provide line 
scan, area scan and 
3D maps of residual 
strain non-
destructively during 
complex 
environment such as. 
fatigue loading and 
temperature. 

[19] 

XRD 

 

 

 

Crystalline nano-
materials, quantum 

dots, tissues 

 

100nm or less 

grain size 

100-nm crystal in 100 
ps (seconds 

to minutes) 

 

 

Phase shift +1.4 rad 
corresponds to 

displacement 0.08 
nm. 

 

40 nm It is an in-situ 
measurement 
technique within 
nano-materials under 
different extreme 
working 
environment.  

[24,25] 
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XmCT&DVC 

 

 

 

Soft and hard epoxy 
(breast mimicking 

tissues) 

 

Volume-59×60×45 
mm3 / voxel size-

100×100×100 µm3. 
 

Computation time 
depends on optimal 
sib-image size of the 
correlation process 
of the elastography. 

Displacement 
uncertainties at 4 
different regions-
4.0±5.2, _4.0±8.4, 

and 0.0±8.2 µm 
Average strain 

-0.36+0.33 % at hard 
inclusion 

 

100µm  

 

Method is 
elastography with 3D 
X-ay imaging, used to 
measure the strain of 
malignant tissues, 
basically the stiffness, 
can calculate the 
displacement and 
strain only within 
region of high intensity 
pattern. 

[41] 

 Fatigue crack in cast 
iron 

Sample volume-
1.6×1.6mm2 area and 

4mm thick. 
Reconstructed 

image-340×340×512 
voxels, voxel size of 

5.06µm ~ 
1.72×1.72×2.59 _ 

mm3. Volume of ROI : 
288×288×288 voxels 

(1.46×1.46 ×1.46 
mm3) 

 

 

 

Total 42min (3sec for 
each image) 

Stress intensity 
factors 130 µm to 

1590 µm 

~3µm (depends on 
detector) 

Method comprises 
in-situ XmCT, filtered 
back-projection 
algorithm with C8-
DVC and X-FEM 
simulation has been 
used to get actual 
crack shape. Young’s 
modulus of the 
sample=175 Gpa,  
yield stress=315 
Mpa, Poisson’s ratio 
= 0.3. 

 

[42] 

 Cubic silicon sample 

 

Volume-2000 ×2000 
× 1150 voxels, 

resolution 10µm 

 

 

Averaging 20 images, 
at 900 steps took 110 

min at 10 μm 
resolution. 

 

u= −0.084 ± 0.221, v 
= −0.572 ± 0.220,and 

w = −1.157 ± 
0.175.(3-D 

displacement 
standard dev. Error) 

 

 

10µm New DVC method is 
developed, can solve 
20-degree-of-
freedom-problem, 
can compute very 
large size. 

[43] 

 Cancellous bone 

 

Volume-
520×520×580 voxels 
(each voxel-35µm3) 

 

 Standard deviation in 
the displacement and 

strain components 
are 0.005 voxel 

spaces and 
69µstrain. 

 

43.75µm (FEM 
model) 

Displacement results 
obtained from both 
DVC and FEM 
methods for higher 
density femoral bone 
were almost similar. 

[44] 

 Duocel open-cell Al 
foam with trabecular 
bone like structure(2 

cubic samples) 

 

ROI: 17×17×17voxels 

. 

 

40 s ( using 800MHz 

personal computer) 

Standard deviation in 
displacement and 
strain components 
are 2.0µm and 0.01 

respectively. 

36µm The Green Lagrange 
strain components 
are determined here. 

[45] 
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 Bovine distal femur, 
bovine proximal 

tibia, rabbit distal 
femur, rabbit 

proximal tibia, rabbit 
vertebra, and human 

vertebra 

 

4 sub-volumes are 
selected: 20×20×20, 

30×30×30, 40×40×40, 
and 50×50×50 
voxels3, each 
voxel~36µm 

 

300 ms integration 
time 

 

Displacement and 
strain errors-1.86–
3.39 mm (0.052–
0.094 voxels) and 
345–794 µstrain 

respectively for all 
bone types for 

40voxels3 sub region. 

 

36µm  Analyses 
were performed on 
images of 
undeformed 
samples; thus, strain 
could not be 
calculated and the 
phantom structures 
were not consisted 
with the specific 
bone structure , 
which include large 
errors. 

[46] 

 Wood specimen 
made out of Scots 

pine (Pinussylvestris). 

 

Volume-
1.57×3.42×0.75 mm3 

Reconstructed 
volume-3.58 ×3.58× 
_ 1.22 mm3 and the 

isotropic voxel 
dimension 1.75× 
1.75×1.75µm3. 

 

The exposure time 
was 300 ms and total 

scan time was 
approximately 12 

min /10 min 

Displacements u,v,w 
along x, y, z 

directions and strain 
values were plotted. 
(w=6.2µm, v=2.6mm)  

2.15µm Different 
displacements and 
strain data from 
two selected regions 
of different shape, 
spatial scale and 
geometrical 
location have been 
plotted- both in 2D, 
3D. 

[47] 

 Micro-cracks in 
murine cortical bone 

 

 

Volume of 
interest(VOI) 

containing micro 
crack of 400 × 400 × 

400 voxels 

 

Not specified Displacement and 
strain error 130 nm 

and 0.013 
Displacement 

accuracy = 0.0006 
voxels (0.4 nm) and 
the precision was 
0.176 voxels (130 

nm) and strain 
precision was 0.011 

and 0.013. 

 

10µm 

 

Strain resolution of 
13.5 voxels (10 μm) 
and displacement 
resolution of 13.7 
voxels (10.1 μm) 

 

[48] 

 Cylindrical bed of 
sugar 

Reconstructed 
dimensions 7.98 × 
7.98 × 8.87 mm3, 
during correlation 

sub volume is 0.753 
mm3(323 voxels). 

 

 

545 projections 
distributed at equal 
angles over 360◦ 
exposure 
time/projection 2.56 
sec 

Border region have a 
displacement ~20 μm 
(less than at centre). 

Towards top of of 
cylinder, difference 

increases to ~ 40 μm. 

 

Detector’s  spatial 
resolution is 4.5 line 
pairs/mm (line pairs 
per mm) 

 

In the result, 
expected features of 
granular compaction 
were observed 
 

[49] 
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 Polypropylene solid 
foam 

2048 ×2048 ×                                                
2200 voxels, per 
voxel 4.91 µm 

For ROI size of 
10voxels and 

element size of 8 
voxels, computation 
time is 10min and for 

ROI size 176 and 
element size 16 

voxels, time required 
1 hour. 

For element size 16, 
displacements are -

2.28, -0.77, -2.99 
voxels along x, y, z 

directions, 
displacement 

uncertainty o.o1 
voxel or 0.197 

micron 

 It is a new approach 
for finding 3-D 
displacement by 
comparing two CT 
scans. 

[50] 

 Rock Reconstructed slice is 
14 ×14 ×14 micron3. 

925×925×1325 
voxels 

 

15 min 

 

Strain is 20 voxels or 
280 µm 

14×14×14µm3 Images represent 
only the local 
changes due to 
deformation only. 

[51] 

Optical scanning 
tomography (OST)& 

DVC 

Liquid resins like 
silicone (transparent) 

300×850×140 
voxels3,voxel size 60 

µm. 

Not specified Displacement 
uncertainty 0.037 

voxels 

0.06mm/voxel OST presents better 
structural studies on 
transparent models 
with polymer 
particles. 

[52] 

DVC by optical slicing Epoxy resin (high 
Young’s modulus) 
and Polyurethane  
(lower modulus) 

blended with silica 
powder, silver hollow 

glass sphere,  
polyamide powder, 

polymer micro 
balloons 

Volume of 
300×850×140 voxels 

and correlation 
subset (31×31 ×31 

voxels3) 

Time consuming 
method (not 

specified) 

Displacement 
uncertainty x,y and z 
are 0.015voxel ( 0.9 
micron) and 0.058 
Voxel (3.5 micron). 
Strain uncertainty 

0.00075 and 0.0029 
respectively. 

60 µm /voxel Standard deviation in 
displacement 
0.0009mm in x any 
directions and 
0.0035mm in z. 

[53,54] 

3-D US with DVC Breast mimicking 
tissue by soft and 

hard gels 

 

3-D image has the 
size of 431×231×500 
voxels and tracking 
points are chosen 

within 36 × 18 × 47 
voxels 

Not specified Calculated elastic 
modulus in 3D  for 

(1% strain)E inclusion/E 

outer is 2.12 and 
inclusion diameter is 

10.9 mm. 

Space resolution of 
82.5 µm/pixel 

2-D and 3-D 
displacement and 
strain fields are 
measured and strain 
fields are improved 
using smoothing 
algorithm. 

[57] 

USI and 3-D 
estimator 

Polyvinyl alcohol 
cryogel pressure 
ulcer mimicking 

Phantom volume (30 
mm × 60 mm × 110 

mm) 

For 1 section of the 
elastograms, 

standard PC with 2.6 

3-D estimator is 
based on mean value 

of normalized 

Lateral and azimuthal 
resolutions are much 
coarser than axial 

Optimized adaptive 
and iterative process 
estimates the axial 

[55,56] 



112 
 

phantom  GHz CPU and 1 Gb 
RAM took  1 hour 
(Matlab coding). 

correlation 
coefficient of 0.93. 

For 2% deformation 
0.6mm displacement 

can be measured. 

(not specified) strain distribution 
during lateral and 
azimuthal motion. 

Laser scanning 
confocal microscopy 

with DVC 

Transparent agarose 
gel sample 

embedded with 
fluorescent markers 

512×512×512 voxels, 
i.e. 230×230×230 

µm3, DVC sub volume 
64×64×64 voxels (2 

voxels~1µm) 

Tens of minutes Under uniaxial 
compression and 
without stretch 

correlation, lateral 
strains are 0.8×10-2, 
1.1×10-2,and axial 

strain is -9.25×10-2, 
without stretch 

correlation lateral 
strains are-3.6×10-2,-

7.8×10-2, and axial 
strain is-9.34×10-2. 

Lateral resolution is 
3-10 times better 
than axial resolution, 
which can be 
determined by 3-D 
point spread 
function. 

Under large 
deformation, the 
stretch correlation 
and deconvolution 
algorithm improves 
strain measurement 
accuracy. 

[59] 

 Same DVC sub volume 
30×30×30 and 

searching volume 
70×70× 

70 

Tens of minutes Mean error for 5% 
compression, lateral 
strain 1.3×10-3 and 
axial strain3.4×10-3 

and mean 
displacement error 
0.0767 voxels (3-D 

gradient based 
algorithm) and 

0.0216 voxels (3-D 
Newton-Raphson 
iterative method) 

 It provides a set of  
DVC algorithm for 3-
D deformation 
measurement. 
Homogeneous 
vertical displacement 
fields are measured 
in sub volume 
30×30×30 and 
searching volume 
70×70× 

70 regions by DVC. 

[60] 

 Migrating fibroblast 
on the surface of FN 

modified 
polycrylamide gel 

The cell is imaged 
within a field of view 

150×150×150 µm3 

35 min to 140 min 
depending on the 
thickness of the 

sample 

Displacement 
resolution >0.12 µm 
(decreases from 67% 

to 23% with 
increasing thickness. 

¬2 micron Traction forces 
during malignant 
transformation, force 
profile and effects of 
soluble factors can 
be evaluated. 

[61] 
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OST with DVC Plane bearing model 
in epoxy resin, 

embedded with 
polyamide particles 

of 150µm 

DVC performed on 
31×31×31 voxels, 
step volume of 20 

voxels between two 
subset volumes 

Not specified Displacement 
uncertainty is 0.1 
voxel ~ 0.006 mm, 

strain value ~ 0.005. 

Spatial resolution of 
volume image ~ 0.06 
mm/voxel 

Mechanical response 
of aeronautical plane 
bearing has been  
studied. 

[73] 

OCT+2D speckle de-
correlation 

Gelatin model, pork 
meat, human skin 

5×5×7 µm3gelatin 
volume with 0.2 -6.0 
µm dia polystyrene 

latex sphere 
distribution, 3×3×2 
mm3gelatin model 

with cynoacrylic glue, 
1×1×0.3 cm3 pork 
meat, 2mm thick 

surface of bone of 
backside of male 

index finger. 

70 sec for 0.8 mm 
lateral scan. 

20 µm displacement 
for gelatin model,  

10-16 µm axial 
displacements with 

0.2-0.6 µm rms 
deviation for pork 

meat, 

axial and lateral 
displacements 13.7 
µm(with a standard 

deviation of 0.45 µm) 
and 2.2 µm (with a 

standard deviation of 
0.44 µm) respectively 

for finger skin. 

¬ few micron (not 
specified) 

This technique could 
make the distinction 
between different 
stages of strain 
distribution over 
time, associated with 
cell profileration and 
matrix deposition in 
engineered and 
natural tissues. 

[66] 

3-D OCE Hydrated  and 
normal finger skin 

Image size ¬ 2 mm × 
1 mm × 1 mm 

Acquisition time ¬ 5 
min 

Contrast ratio (ratio 
of strain rate 

magnitude) between 
stratum corneum 

and epidermis is ~ 0-
1.8 for 0-2.5 N 

applied preload. 

¬ 15 micron  3-D OCE system, 
processed in 2-D and 
displayed in 3-D for 
in vivo hydrated 
human skin. 

[74 ] 

3-D micro MRI with 
FE based 3-D 
correlation 

Cancellous boan 
from bovine femoral 

head 

Volume size: 
40mm20mm× 20mm 
Voxel size:96×192×96 

voxels 
(or7.5mm×15mm×7.

5mm). 

Scan time 9 hour For correlation 
element of 12 voxels, 

the displacement 
value along x is – 

4.68 voxels, along y-
9.82 voxels, along z -

6.62 voxels and 
strain valu-0.6. 

Isotropic resolution 
of 78micron per 
voxel 

3-D displacement 
fields of sub-voxel 
uncertainty <0.1voxel 
(8 mm) fore element 
sizes >12 voxels. 

[26] 

MRI with 3-D texture 
analysis 

Composite 
intervertebral disc 

tissue  

256× 256× 64 voxels 
78µm voxel size 

12 msec Axial strain -9.55% ± 
2.59% and -9.07% ± 

2.71% for two 
different slices  and 

In-plane resolution 
98micron for 
meniscal sample and 
234 micron for 

1st order texture 
correlation can 
accurately measure 
strain distribution of 

[27 ] 
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radial strain 0.17% ± 
0.83% and -0.14% ± 
0.52% for those two 

slices. 

intervertebral disc. MRI images under 
large deformation. 

DENSE MRI with 
Virtual fields method 

Phantom made by 
Semicosil 921 silicone 

gel 

Sample volume: 
80×64×154 

mm350×50×42 mm3 
ROI is unwrapped 

¬6 hours Average value of 
modulus  in 

surrounding material 
is 0.69 and in  

inclusion is 2.98. 
Thus the ratio 
between both 

modulus values is 
4.3. 

Not specified This is the first 
extension of VFM to 
the 3-D bulk full field 
measurement, So 
assumptions are the 
limitations, such as, 
stable Poisson’s 
ratio, loading, 
quasistatically, linear 
elastic behaviour. 

[29] 

Tomographic PIV 
with DVC 

Motion of the 
particles around a 

ring vortex 

35 × 35 × 7 mm3 
reconstructed 

volume ~ 700 ×700 × 
140 voxels 

 

Not specified For 3-D cross 
correlation, 

interrogation volume 
~413 voxels 

absolute error < 0.10 
voxels in u and v and 

< 0.16 voxels in w. 

 

Not specified This is a lens less 
tomographic HPIV. 

[38] 

DHM with PTV 
correlation 

RBC in a circular 
micro-tube flow 

600 μm×350 μm 
×350 μm 

measurement 
volume with 185 

RBCs 

 

Interval between 
consecutive frames ¬ 
2ms, exposure time 

10µsec/ frame., 
computation times 
are different for 5 

different focus 
functions. 

Maximum velocity ~ 
5.96mm/s  and  
mean velocity ~ 

2:98mm/s, 

0.6 micron RMS velocity in x 
direction has 
fluctuation 
o.305mm/s with 
o.63micron error, in 
y direction 
0.253mm/s with 
0.52micron error and 
in z direction 
0.996mm/s with 
2.05micron error. 

[39] 

Tomographic 
polarimeter 

Epoxy resin cubic 
sample 

Volume ¬ 25mm x 
25mm x 25mm 

4.5 hours The characteristic 
retardation is  

plotted against no of 
pixels through a 

particular line  of 36 
images (10º intervals 
of the polarizer) and 

for  72 images (5º 
intervals of the 

Rotational stage 
provides the 

resolution of 0.001 
degree. 

A Fourier polarimeter 
is developed, 
characterising 
photoelastic 
parameters of the 
sample. 

[78] 



115 
 

polarizer) and then 
compared the noise 

level. 

PSOCT Polymer sample B-scans with 1000 x 
512 pixels 

Not specified Retardation values 
are plotted 

1st PS-OCT working at 
1550nm range gives 
depth resolution 
¬15micron and 2nd 
system provides 
¬2micron at 800nm 
for a polymer 
sample. 

It is a reflection 
mode PS-OCT, 
measures 
birefringence in the 
perpendicular plane 
of  the depth axis 

[76] 

Tissue Doppler OCT 
with 2-D correlation 

Tissue phantom 
made by polyvinyl 

alcohol 

B scan with 1.2×2.5 
mm2 with 500 A 

scans 

 

Time consuming 
method, camera 
integration time 

34.1µsec, read-out 
time of OCT 5 sec. 

The strain from 
bottom to top layers 

~ 1.65±0.10, 
minimum resolvable 

displacement of 
tissue ~ 0.15 nm and 

the velocity of the 
tissue 9.5mm/sec 

Axial and lateral 
resolutions of 8 and 
20 µm respectively 

Two different types 
of speckle tracking 
methods are 
presented here, one 
for small and the 
other for fast and 
large speckle motion. 

[68] 
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