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Computer aided design systems are particularly useful in detailing, analysis and 
documentation but are not well-suited to the very early, conceptual aspects of 
design. This paper describes investigations of novel methods of interfacing between 
the designer and his computer system using stereotyped gestures to modify 
dimensional, positional and orientational parameters for simple three-dimensional 
geometric models. A prototype implementation using a virtual reality visualisation 
system enhanced by the provision of a six degree of freedom real-time tracking 
device is described. 

 
 
Introduction 
 
 

Computer aided design (CAD) systems are well-suited to the production of 
precise and detailed design geometry, can be used for functional analysis and may lead 
directly into manufacturing planning activities. However, existing CAD systems are not 
so well-suited to the conceptual aspects of design where the principle objective is to 
establish general dimensional and spatial relationships in a highly interactive fashion, 
and where rigidity and precision can be considered to constrain the designer. 

The manipulation of 3D shapes within CAD systems to either change their 
shape and dimensions, or to re-locate and re-orientate them in three-dimensional space 
is computationally simple, but the way in which the designer specifies his intentions is 
by no means easy and straightforward. Gestural input replaces (in part) the need for 
rigid command languages, menu systems, or whatever to define the operation required. 

Gestural input is a relatively recent research topic, probably because the 
necessary supporting hardware has only arrived with virtual reality techniques. Prime 
(1993) describes 2D work in the context of text editing (e.g. Welbourn and Whitrow, 
1988, and Rhyne, 1987) and describes his own work in the use of data gloves for hand-
tracking in three-dimensional space. Hauptmann and McAvinney (1993) provide a 
useful review of current work and also describe empirical studies of the effectiveness of 
gesture for graphic manipulation which reached the important conclusion that there is 
commonality between subjects in their use of gestures. 
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Geometry Manipulation 
In the manipulation of 3D shapes two major functions are performed through 

the user interface: (1) the identification of the object, and (2) the specification of the 
manipulation. Various techniques are employed to meet the first of these objectives, 
including the use of a naming scheme, a mouse-driven cursor, etc. The gestural 
equivalent can be the established methods of lightpens/touch screens or the use of a 
hand tracking device to determine the location of a 'pointing' finger. 

The manipulation usually has one of two objectives, (1) to make some precise 
change to the model, (e.g. scale by two), or (2) to assist the user in some qualitative 
way. (e.g. to make something a little larger). Most CAD systems, are geared to the first 
situation while the second situation requires an imprecise method with a rapid graphical 
feedback. A means of achieving this control is a form of input which is related to the 
stereotypes of human movement rather than the existing use of linguistic expression of 
numerical definitions. These gestures must be stereotypes as a system which required 
the learning of a set of movements is merely a different form of artificial language. 
 
Input Interfaces 

Assuming that a useful set of gestural stereotypes can be identified, then some 
form of transducer is required so that body movements can be translated into 
commands for the CAD system. The transducer must be capable of sampling at high 
rates, and needs to be provided with sufficient computational power for real time 
processing. Similarly the CAD modelling system must be sufficiently responsive so that 
the user perceives a real time response to commands- characteristics found in virtual 
reality (VR) systems. 

The origins of the work described here lie in some early work (Case & Keeble, 
1986) which had the objective of controlling the position, size and orientation of simple 
objects within a conventional CAD system using human arm movements. This used the 
UNIMAN posture measuring device (a 'cat-suit' or 'second-skin' garment with in-built 
strain gauges at the major points of articulation (Paradise, 1980). This work suffered 
many difficulties including calibration and speed of communication with the host CAD 
system, but it did demonstrate a potentially useful technique that could be successfully 
implemented with adequate hardware and software support. 

VR systems provide simple 3D modelling and effective communication with the 
user through a variety of input devices. The work described here is based on the 
Superscape desktop VR system and a Polhemus 3Space Fastrak device for six degree of 
freedom sensory input. A small magnetic field sensor is mounted on the hand and 
obtains positional and orientational information relative to a fixed source. A control 
unit feeds this information in real time to the VR system where it can processed (eg to 
filter out extraneous motion) and used to control objects in the virtual world. 

 
Gestures 

Gestures are stereotyped and recognisable body postures. For example the 
'thumbs-up' sign has almost universal recognition (but beware of cultural differences!). 
It may be possible to record such gestures in some encoded form such that they can 
subsequently be 'replayed', and this has been used for example in the Benesh Notation 
for ballet (Benesh and Benesh, 1969). 

The desire to understand the meaning of gestures has a long history and 
Francois Delsarte (1811-1871) defined laws of expression with defined relationships 
between gestures and their meanings. His Three Great Orders of
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Movement associated meaning with general characteristics of dynamic gestures such 
that Oppositions where any two parts of the body moving in opposite directions 
simultaneously express force, strength and power. Similarly Parallelisms where any 
two parts of the body moving in the same direction denote weakness, and Successions 
where any movement passing through the whole body in a fluid wave like motion are 
the greatest expression of emotion. 

Specific interpretations of static gestures by parts of the body can be identified, 
and thus the head raised and turned away can mean pride or revulsion and the head 
lowered towards a person shows respect. The first of these might be an example of an 
involuntary reaction whilst the latter has become a formalised and learned part of 
communication in many cultures. Similarly figure 1 illustrates hand postures and 
associated meanings. 

 
Geometry Manipulation with Gestural Input 
 
Initial Shape Generation 

A substantial aspect of design is in the generation of initial geometric shapes, 
involving the specification of large amounts of coordinate data, shape descriptors and 
connectivity relationships. Gestural input at this stage may be feasible by an analogy 
with physical model building where shapes may be generated by hand modelling either 
in a totally virtual world or through some intermediary 'sensitive' material (where 
changes to a modelling material's shape can be sensed and transmitted to the CAD 
system). However, these aspects are outside the scope of this work. 
 
Object Selection 

Objects are selected by pointing with a stylized model 'hand'. Location of the 
real hand is tracked in 3D space and the view of the 3D virtual world tracks the hand to 
avoid the need for separate view control. (Figure 2). Dynamic inteference detection 
capabilities are used for selection by collision of the hand with the object to be selected. 
 
Shape Modification 

Shape modification can relate to topology or geometry. Topological changes 
present essentially the same challenges as initial shape generation and in our work 
shape modification refers simply to dimensional changes. Arm flexion/extension,

 
Figure 1. Hand Gestures and Associated Meanings 
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abduction/adduction and vertical motion are used to modify the dimensions of the 
object. Filtering the tracking device input limits dimensional change to the predominant 
direction, so that although dimensions can be changed in all three directions within the 
one mode of working, the user has adequate control over the activity. (See figure 3). 
 
Location 

Positional changes to objects are achieved in a similar manner to dimensional 
changes in that the major hand movements give the required direction. 

Orientation 
Orientation is achieved by tracking wrist abduction/adduction, flexion/extension 

and pronation/supination. (See figure 4). This is an example of the need to amplify the 
motion of the real hand so as to be able to control orientation of the object throughout 
the range of motion, as the human wrist does not have full freedom of movement. 
 
Free Move 

Combining orientation and location gives full control over the object and 
effectively the model object will track the real hand position and orientation. 
 
Adjacency 

Adjacency refers to the frequently desired ability to position and orientate one 
object relative to another. A good example would be in kitchen design where a base 
unit would be butted up to a comer of the room and the floor, and subsequent units 
would be positioned adjacently. This is achieved by a free move constrained by 
interference c1iteria which ensure that the selected object cannot be moved into an 
already occupied space. 
 
Mode Control 

An important issue in the use of gestural input is the need to avoid changes in 
the mode of control  and thus view control is implemented as an integral part of the 
geometry interaction activity, and the ability to switch control modes (say from 
positional to orientational control) must also be accommodated in a similar fashion. A 
dynamic menu which is part of the model space and which which tracks the virtual 

 
Figure 2. Object Selection Figure 3. Object Dimensioning 
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hand position so as to always be available within the 3D space currently in view (figure 
5) overcomes this difficulty. 

 
Conclusions 

There is a long way to go before gestural input can be considered as a viable 
method for interacting with CAD systems, and it should be realised that there are many 
situations for which the inherent imprecision would be inappropriate. However, this 
work has demonstrated the feasibility of the approach and further research is required 
to determine its acceptability to users. 
 
Acknowledgements 

This research was funded by the ACME Directorate of the Science and 
Engineering Research Council. (Grant Number GR/122399, 'Gestural Input for 
Conceptual Design'). 
 
References 
Benesh, R. and Benesh, J. 1969, An Introduction to Benesh Movement Notation: 
Dance, Dance Horizons. 
Case, K. and Keeble, J. 1986, Gestural Input to a CAD System, Loughborough 
University of Technology. 
Case, K., 1993, Gestural Input for Conceptual Design, Proceedings of ACME Research 
Conference, Sheffield University. 
Hauptmann, A.G. 1993, Gestures with speech for graphic manipulation, International 
Journal of Man-Machine Studies, 38, 231-249. 
Prime, M. 1993, Hand tracking devices in complex multimedia environments, 
Workshop on 3D Visualisation in Engineering Research, Rutherford and Appleton 
Laboratory.  
Paradise, M. 1980, Recording Human Posture, PhD Thesis, Department of Production 
Engineering and Production Management, University of Nottingham. 
Rhyne J. 1987, Dialogue management for gestural interfaces, Computer Graphics, 21.  
Shawn, T. 1974, Every Little Movement, Dance Horizons. 
Welbourn, K. and Whitrow, R. 1988, A gesture based text editor, People and 
Computing IV, Cambridge University Press, Cambridge. 
 

Figure 4. Object Orientation Figure 5. Dynamic Menu 

 


