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Abstract 

The interaction between an aircraft's structural dynamics, unsteady aerodynamics 

and flight control system is known as aeroservoelasticity. The problem can occur 

because the control system sensors are of sufficient bandwidth to sense the structural 

vibrations as well as the rigid-body motion of the aircraft. This sensed structural 

vibration can result in further excitation of the structure through both aerodynamic and 

inertial excitation, leading to a potential closed-loop instability. At present, such an 

unstable interaction is prevented by the inclusion of notch filters within the feedback 

path which have a detrimental effect on the aircraft's rigid-body performance. 

The current clearance procedure is restricted by a poor understanding ofthe array 

of complex issues involved. The aim of the project was to develop a clearer 

understanding of the interactions between system components leading to a reduction 

in the clearance requirements. 

Work has concentrated on the effects of system nonlinearities and on the digital 

nature of modem control systems. A major source of nonlinearities within the control 

system are the servo-hydraulic actuators. Through detailed actuator modelling 

confirmed by rig testing of actual hardware, these nonlinearities are analysed and a 

method for predicting the response of the actuators in the presence of two input 

signals proposed. As a result, it is demonstrated that an unstable structural oscillation 

would cause a limit-cycle oscillation as opposed to an unbounded response. Through 

nonlinear system theory the criteria for the existence of such limit-cycles are obtained, 

enabling them to be predicted and therefore prevented. 

Consideration of the true nonlinear nature of the aeroservoelastic system has 

enabled an alternative design and clearance procedure to be proposed which reduces 

the attenuation requirements of the structural-mode filters whilst ensuring satisfactory 

aircraft performance even in the presence of modelling errors. This design procedure 

is demonstrated on both a model of the aircraft system and a simple test system 

enabling verification of the nonlinear analysis and comparison between the current 

and proposed alternative procedures. As a result, it is demonstrated that consideration 

of the true nonlinear nature of the aeroservoelastic interaction has the potential for 

allowing a significant reduction in structural filter attenuation requirements. 

Consequently, a reduction in the phase lag due to the filters is possible resulting in an 

improvement in closed-loop system performance whilst ensuring the safe operation of 

the aircraft. 
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Chapter 1 

Introduction 



1.1 Aeroelasticity 

For many years aeroelasticity has been a vital part of the aircraft design procedure. 

The interaction between the structural dynamics and aerodynamics of an aircraft in 

flight has been the subject of a great deal of research. As the drive to produce lighter 

and stronger aircraft structures results in a more flexible structure, the problems of 

aeroelasticity become more apparent. In addition, the expansion of the flight envelope 

into the hypersonic speed ranges increases the likelihood of such interactions taking 

place. In order to face such challenges the aerospace community has developed many 

complex analytic tools for the prediction of the aeroelastic phenomena, and the 

prevention of its unwanted effects. 

Aeroelasticity manifests itself in various forms, such as static divergence and more 

commonly flutter. Static divergence of an aircraft lifting or control surface is rarely 

encountered, but has been known to occurl. It is only recently that advances in 

materials and structural design has made the use of a forward swept wing, as in the X-

29 aircraft, a viable proposition. Without these advanced materials and structural 

design methods, a forward swept wing of conventional construction would be liable to 

a static aeroelastic divergencel . 

As the name suggests, flutter is a structural oscillatory response brought about by 

an interaction between the unsteady aerodynamics of an aircraft, and its structural 

dynamics. Where flutter occurs, the energy needed to sustain the structural vibration is 

provided by the unsteady aerodynamic effects. It is the duty of the aerodynamic and 

structural engineer to ensure that an unstable response is prevented. If an unstable 

flutter response of the aircraft structure is not predicted and prevented, the resulting 

oscillation can have dramatic and destructive consequences I. 

A more localised form of the aeroelastic phenomena exists in the form of panel 

flutter. This form of flutter is limited to the outer panels of the aircraft structure, and is 

a phenomena under particular scrutiny at present due to its importance in the field of 

supersonic and hypersonic vehicles. This is due to the fact that the flutter speed of 

such panels is beyond the range of normal aircraft operation, but falls within the flight 

envelope of such supersonic and hypersonic vehicles. Several techniques of avoiding 

the flutter of panels is being investigated, one of which is the inclusion of piezoelectric 

actuators within the panel surface resulting in so called smart structures2. Such 

actuators can be combined with a suitable control system in order to prevent the 

unwanted flutter condition arising within the flight envelope. 
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1.2 Aeroservoelasticity 

With the increasing use of high-authority, high-gain active control systems to 

augment the stability of the rigid aircraft, interactions between an aircraft's structural 

dynamics, unsteady aerodynamics and flight control systems have emerged as a 

further design consideration3• Such interactions have become known as 

aeroservoelastic4-6 interactions. As with flutter, the energy required to sustain the 

resulting structural oscillation comes in part from the unsteady aerodynamic effects. In 

this case, energy is also provided from the flight control system by means of the 

control surface actuation systems. 

The three elements of the aeroservoelastic problem can be represented 

diagrammatically by Figure 1.15. Here the interactions between the three elements of 

the problem, namely the structural dynamics, aerodynamics and flight control system 

dynamics, are represented. The left arm of the diagram represents the interaction 

between the aerodynamics and structural dynamics of the aircraft, namely 

aeroelasticity, whereas the right arm represents the interaction between the structural 

dynamics and flight control system of the aircraft, namely servoelasticity. The lower 

arm represents the interaction between the aerodynamics and the flight control system 

of the aircraft, here given the name aeroservodynamics. Finally, the centre of the 

diagram represents the interaction between all three elements; the aeroservoelastic 

interaction. 

Structural 
Dynamics 

Aeroservoelastic 

Unsteady Flight Control 
Aerodynamics I---AO:-er-o-se-rv-o-::dy-n-anu--:'-c-i System 

Figure 1.1 - Interaction triangle5 

It is possible to consider the three outer arms of Figure 1.1 as specific cases of the 

central aeroservoelastic interaction. The servoelastic interaction for example can be 

considered as the zero speed aeroservoelastic case with the energy required to sustain 

the oscillation being provided entirely by the flight control system. The 

aeroservodynamic interaction can be considered as the rigid-body aeroservoelastic 

interaction, which represents classical, rigid-body flight control design considerations. 

Historically, there have been many occurrences of aeroservoelastic interactions. 
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Reference 5 describes many such examples, from that involving a B-36 aircraft in 

1948 to interactions encountered on the YF-17 aircraft in the early 1970's. The YF-17 

for example suffered from both aeroservodynamic and servoelastic interactions as 

well as an aeroservoelastic interaction7• In addition, more recent examples of 

interactions have also been reported on the YF-168, B-29 and F-16 aircraft lO• 

The mechanism of an aeroservoelastic interaction can be represented by the block 

diagram of Figure 1.211-12• Here, an initial energy input to the aircraft structural 

dynamics would result in the vibrational modes of the aircraft structure being excited. 

Such an initial energy input to the system could result from a sudden gust load 

changing the aerodynamics of the system, or an inertial load as a result of stores 

release or control surface motion. Once an oscillatory response of the structure has 

been initiated, its amplification or attenuation by the aircraft system as a whole 

depends on the dynamics of the aerodynamics and the control system. Considering the 

aerodynamics, a vibrational structural motion will set up an unsteady wake resulting 

in oscillatory aerodynamic loads over the entire aircraft structure. If these unsteady 

aerodynamic loads result in an amplification of the initial structural response, the 

classic flutter condition has been achieved. As a result, the structural vibration will 

grow in amplitude, with the aerodynamic loading effectively resulting in a closed-loop 

system with the obvious potential for instability. 
P'I t d d Atmospheric 10 eman 

Turbulence 

r(t) +,n Servo-Hydraulic Aircraft Flight Control 

: Computer - Actuation fto Dynamics 

Filters Aircraft Motion - (Mode attenuation) Sensing Unit 

d(t) 

+ 
6 

-p-
y(t) 

Airc raft 
on Moti 

Figure 1.2· Aircraft system components for aeroservoelastic interactions 

Considering the effect of the initial structural response on the flight control 

system, the structural response will be sensed by the aircraft motion sensor mounted to 

the aircraft structure itself. The output from such a sensor, which would now contain 

the vibrational response of the structure as well as the rigid-body motion of the 

aircraft, is fed to the flight control computers for analysis as in Figure 1.2. Provided 

that the frequency of the structural vibration is within the bandwidth of the flight 

control system, the control surfaces will be moved by the actuators in an attempt to 

control not only the rigid-body motion as demanded by the pilot, but also the sensed 

structural vibrations. If the motion of the control surfaces, in an attempt to control 
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these structural vibrations, results in the vibrations being amplified then an unstable 

closed loop system has resulted. Such further excitation of the structure due to control 

surface motion is possible because the centre of gravity of the surface is generally 

offset from the hinge line. As a result, motion of the control surface by the actuation 

system results in inertial excitation of the attachment structure. In addition, motion of 

the control surface will effect the aerodynamic loading of the remainder of the 

structure, which could in turn lead to further structural excitation. 

Although the example described here highlights the negative consequences of 

interactions between the system elements, in many cases, such interactions have been 

applied to give beneficial results. One example of this is in the development of gust 

load alleviation and ride control systems 13. These systems use a closed loop controller 

and suitable control surfaces to reduce the loads within the structure by altering the 

aerodynamic loading of the structure itself. This has the effect of reducing the 

structural excitation due to aerodynamic loading andlor increasing the structural 

damping. It is interesting to note that the development of such systems encountered 

some undesirable coupling of the flight control system, aerodynamics and structural 

dynamics 13. Such interactions were prevented by including notch filters in the 

feedback path between sensors and flight control system. 

An additional application where the interaction· between the three system 

components can be used to advantage is in the field of panel flutter as has already been 

described. In such smart structures, the control system and actuators can be used to 

push the flutter speed beyond the flight envelope of the vehicle. 

1.3 Effect of actuator dynamics 

The inclusion of the actuators as a separate block within Figure 1.2 is intended to 

emphasise the importance of this element on the aeroservoelasticity problem. The 

frequency response of the actuators is obviously of great importance, both for their 

ability to attenuate the high-frequency structural vibration signals and their role in 

maintaining satisfactory rigid-body control. It is important to realise however that 

hydraulic actuators are highly nonlinear systems involving, for example, valve travel 

limits and nonlinear fluid flow. One result of this is that high-frequency structural 

feedback signals could lead to valve saturation, seriously diminishing the performance 

of the actuation system to low-frequency control system demands. This could in turn 

lead to an inability of the control system to maintain satisfactory control of the rigid­

body aircraft. In addition, saturation of valve travel limits can cause a limit cycling 

condition to arise. An example of such an effect was seen where an Atlas rocket 

suffered an interaction between its control system and structural modes '. This was as a 

result of the effect of a single structural mode on the control actuator's servo-valve, 

5 



resulting in limit cycling of the servo system at the frequency of the structural mode. 

As a result, further excitation of the structural vibration occurred leading to 

catastrophic failure of the vehicle structure. 

1.4 Digital effects 

The increasing use of fully digital flight control systems has introduced a further 

element to the aeroservoelastic problem. Before the introduction of digital flight 

control systems, only those structural vibration modes within the bandwidth of the 

flight control system could result in significant control surface motion leading to 

further possible structural excitation. The effect of the sampling process within the 

digital flight control system is to aliase the high-frequency structural modes down to 

within the bandwidth of the flight control systeml4. Although there will be a certain 

amount of attenuation of these high-frequency aliases by the sample-and-hold process, 

such aliasing can cause an aeroservoelastic interaction to take place. Such an 

interaction occurred on the X-29 aircraftl5• The need to consider the digital nature of 

the control system as part of the aeroservoelastic analysis is therefore evident. 

1.5 Project aims 

It is the aim of this research to develop a greater understanding of the component 

parts of the aeroservoelastic problem introduced here. Once this has been achieved, 

the way in which these components interact can be analysed. As a result it will be 

possible to improve the current design methods which reflect the present uncertainties 

in the interaction process. Such an improvement in design methods or relaxation of the 

clearance requirements could result in both significant cost savings during the design 

process and an improvement in aircraft performance. 

Ideally, the results of this work should be in a generic form, and not limited in 

scope to an application to a particular aircraft system. In order to achieve such an 

understanding of the problem in general terms however, it is essential that a typical 

system be examined in detail before generalizations can be made. As a result, the 

following work is based on a generic combat aircraft system. The aircraft itself is 

typical of a modern combat aircraft, being of canard-delta configuration, and with 

unstable longitudinal rigid-body dynamics. In order to simplify significantly the 

analysis, only the longitudinal motion is considered. The study examines the taileron 

actuation system of the Jaguar Fly-By-Wrre (FBW) aircraft. This actuator is 

representative of current combat aircraft actuation systems, having a high bandwidth, 

and being digitally controlled. In addition, such an actuator was available for 

experimental verification of the results. 
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The experimental rig used for the verification of the modelling results consists of a 

Jaguar FBW taileron actuator driving a load made up of a pivoted mass-spring system 

as shown in Figure 1.3. The LVDT shown in Figure 1.3 was set so as to measure the 

deflection of the spring. This signal was then combined with the actuator ram 

deflection within the rig controller before feedback to the actuator input signal. 

Although the rig itself is simple in comparison with an entire aircraft system, it 

exhibits many characteristics of the full system. The nonlinear actuator is driving a 

load which exhibits a structural mode. This structural mode is sensed by the control 

system and fed back to the actuator input as in the aircraft. 

Spring LVDT 

Actuator • 

Ram LVDT 
Spring 

Inertia 

Rig Controller Reference input ---, 

Ram deflection --~-=--=--=--=-":jl j=1~====ilI--_" Ram Demand 

Spring deflection ---' / '\. 
L I 

Figure 1.3- Schematic of test rig 

In the following chapters, the results of the research are examined. In Chapter 2, 

discussion is made of the current method of solution of the aeroservoelasticity 

problem, with particular emphasis being made on the current design assumptions 

employed by British Aerospace Defence Ltd. (Military Aircraft). 

In Chapter 3, a linear flexible aircraft model is developed which will include the 

elements of structural dynamics, unsteady aerodynamics, rigid-body motion and 

control surface dynamics. This model will be in a form suitable for incorporation into 

the MATLAB/SIMULINK analysis package which will be the main analysis tool used 

throughout this work. 

Chapter 4 contains a description of the current aeroservoelasticity solution 

techniques using the model developed in the Chapter 3 as an example. A full system 

model is developed assuming the flight control system to be analogue, and the 

actuation systems to be adequately represented by low-order linear transfer functions. 

In Chapter 5, discussion is made of the digital nature of modem control systems 

and its effect on the aeroservoelasticity problem in general terms. The effect of 

sampling high-frequency signals in terms of aliasing and phase changes is investigated 
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along with the effect of introducing the modelling of the sensor dynamics to the 

problem. 

In Chapter 6, the results obtained in Chapter 5 are applied to the system model 

developed in Chapter 3 in order to evaluate the current design assumptions regarding 

the effect of the digital nature of the flight control system on the aeroservoelasticity 

problem. 

Chapter 7 begins with a discussion of actuator modelling techniques leading to the 

production of a full nonIinear model of the actuation system. The performance of the 

actuation system in the presence of high-frequency noise signals is analysed with the 

results verified from experimental tests on the actuator itself. 

In Chapter 8, the affect of the nonlinear nature of the actuation system on the 

aeroservoelastic problem is discussed, and an alternative method of specifying the 

clearance requirements proposed. The consequences of adopting such an alternative 

clearance requirement is demonstrated for the aircraft system model. In addition, the 

effect of the digital nature of the control system as discussed in Chapter 5 on the 

alternative clearance procedure is investigated, with the consequences demonstrated 

on the system model. 

In Chapter 9 a simplified single-input, single-output model of a system containing 

just one structural mode is described. Such a simplified system is representative of the 

avaiiable hardware for experimental verification of the results. Results from the 

testing of the simplified system are presented which examine the current and proposed 

clearance requirements for both analogue and digital flight control systems following 

the discussion of Chapter 8. 

Finally, in Chapter 10 the results presented in the earlier chapters are discussed, 

with particular emphasis being given to the alternative clearance requirements 

proposed in Chapter 8. Possible areas of future work are also introduced. 
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Chapter 2 

Current Design 
Assumptions 
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2.1 Introduction 

Aeroservoelasticity has been introduced in Chapter 1, with the mechanism behind 

the phenomena being discussed in some detail. The importance of the aeroservoelastic 

interaction on the design of the flight control system for modern aircraft has been 

highlightedll ,12, without mention of a method of solution. 

It is the aim of this chapter to describe the current method of solution of the 

aeroservoelasticity problem, paying particular attention to the assumptions that are 

applied to the design of this solution and the reasoning behind those assumptions. 

Although the method of solution is similar for many different aircraft 

programmes 7,8,15, the discussion made in the following chapter is based on those 

assumptions made by British Aerospace in its design procedures I6,17. 

A fuller description and example of the current method will be given in Chapter 4. 

2.2 Description of current solution method 

The mechanism of an aeroservoelastic interaction has been discussed in Chapter I, 

from where it can be seen that the problem can be considered as that of the 

propagation of structural signals around the closed-system loop. One method of 

solution is to prevent this propagation of the structural signals around the closed-loop 

by the use of suitable signal filtering, and this is the method used in most design cases. 

The actual design of these structural filters depends naturally on the system in 

question, and its susceptibility to aeroservoelastic interactions. This may be due to a 

particularly flexible structure, high-gain flight control system or more commonly, a 

combination of the two. The basic components of the aircraft system can be seen from 

Figure 1.2, with each component of the system having an effect on the 

aeroservoelastic problem. In addition to the components shown in the figure, as 

discussed in Chapter I, the digital nature of modern flight control systems will also 

have an effect on the problem. 

In order to design suitable structural-mode filtering, the designer must first take 

into account all components of the aircraft system, from where, using the applicable 

design assumptions and clearance requirements, it is possible to calculate the 

attenuation requirements of the structural-mode filters. Once the attenuation 

requirements of the filters have been obtained, it only remains to design the required 

filters to achieve those attenuation requirements. Unfortunately, there exist certain 

constraints which makes the design of these filters more than a simple case of 

introducing a low-pass filter into the feedback path in order to attenuate all of the 

structural modes. Clearly, the introduction of a low-pass filter would result in 
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additional phase lag at the rigid-body frequencies. This additional phase lag could 

possibly result in the failure of the aircraft system to meet rigid-body stability margin 

clearance requirements 16. 

As will be shown in Chapter 4, there generally exist low-frequency structural 

modes (less than 10Hz), such that the use of a Iow-pass filter to attenuate such modes 

would have a serious effect on the aircraft's rigid-body response. An additional effect 

of the introduction of a phase lag into the system can be seen when the lag is 

considered as a pure time delay, which will have a detrimental effect on the aircraft 

handling qualities. The design of suitable structural-mode filters is therefore a case of 

balancing the requirements of both rigid-body and structural-mode stability. In 

addition, the minimum order of structural-mode filtering should be used in order to 

simplify their implementation and reduce the computational delay in the case of 

digitally implemented filters. 

A further consideration in the design of the filters is that they must be robust to 

changes in the configuration of the aircraft. Differing fuel states and stores 

configurations can have a large effect on the structural modes, and such affects should 

be taken into consideration. Ideally, one set of structural-mode filters should be 

designed for all possible aircraft configurations. Switching between different sets of 

filters can have serious consequences in terms of robustness and implementationl8. 

One possibility in the design of the structural-mode filters is the use of 

optimization techniques to design the optimum structural-mode filters for a given set 

of criterial9-21 , although work in this field is at a relatively early stage. 

There exists no viable alternative method of solution at present to the 

aeroservoelastic problem despite work being carried out into more advanced methods 

of solution including digital filtering techniques and non-linear attenuatorsl6• 

Clearly, the level of understanding in the modelling of the aeroservoelastic system 

and its multivariable nature makes it an ideal candidate for the application of robust 

control techniques22-25• In order for this to be possible however, a greater level of 

understanding of the aeroservoelastic interaction needs to be obtained, which is one of 

the aims of this research. 

In order to design a suitable set of structural-mode filters it is necessary to have a 

good understanding of the various elements of the aeroservoelastic problem, and a 

knowledge on the limits of this understanding. The following section describes the 

assumptions that must be made when calculating the structural-mode attenuation 

requirements, and the reasoning behind these assumptions. 
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2.3 Current design assumptions 

2.3.1 Introduction 

The above section has briefly described the current method of solution of the 

aeroservoelasticity problem, and the problems that have to be faced when designing 

suitable structural-mode filters for clearance into flight. 

The necessity to meet stringent clearance requirements for both the rigid-body and 

structural-mode stability, means that it is necessary to make certain assumptions in 

order to account for the current level of uncertainty in the modelling of the various 

aspects of the system. These assumptions are described in the following section, 

giving, where possible, the reasoning behind the assumptions. 

From Figure 1.2 the elements of the aeroservoelastic problem can be identified and 

considered in turn, each element having an effect on the design assumptions that must 

be made. 

2.3.2 Flight control system 

Compared to the other elements of the aircraft system, the flight control system 

represents the one in which most confidence can be given. The effect of the flight 

control system on the propagation of the structural-mode signals is well understood. 

One problem however is that the nature of the digital flight control system can result 

in the aliasing of high-frequency signals. This introduces a further element to the 

aeroservoelastic problem. Theoretically, there exist an infinite number of aliased 

lobes, which are folded back onto the low-frequency range. As a result, it is necessary 

to make an assumption regarding the frequency range to be considered. Fortunately, 

the attenuation of other elements within the system, particularly the attenuation of the 

actuation system, results in the effect of the very high-frequency lobes as being 

negligible. The effect of the lower frequency alias lobes requires investigation 

however, and this will be discussed in Chapter 6. 

An additional problem introduced by the digital nature of the flight control system, 

is the generation of high-frequency signal components as a result of the sample-and­

hold process, as will be shown in Chapter 4. These high-frequency signal components 

introduced by the flight control computer to the actuator demand signal, for example, 

could have serious effect on the performance of the actuation system26• Such affects 

will be investigated further in Chapter 7. 

2.3.3 Sensors 

As for the flight control system, the sensor dynamics can also be modelled with 

confidence. Compared to the other elements within the system, the dynamics of the 
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sensors are relatively simple. Once again however, the sensor systems in use on 

modern aircraft are us,!ally digital in nature, introducing the problem of aliasing once 

again. In this case however, the sampling frequency of typical sensors are usually high 

enough for all aliasing effects to be discounted due to the attenuation of the very highc 

frequency signals by the actuation system. 

2.3.4 Actuation 

The actuation system represents one of the two elements of Figure 1.2 which 
"". 

introduce most uncertainty into the aeroservoelastic problem. As a highly non-linear 

system, the behaviour of the typical actuation system to signals consisting of multiple 

frequency inputs is difficult to predict. In addition, the saturation limits that exist 

within the actuation system itself can produce additional non-linear effects such as 

harmonic/subharmonic signal generation and performance limitations27-30• 

The area of actuation system modelling is a large one in its own right. Existing 

work provides the use of comprehensive actuation system models for aeroservoelastic 

analysis31 ,32. Additionally, other work concerning the effect of the actuator modelling 

on aeroservoelastic analysis at high aircraft incidence has been completed33,34. For an 

aircraft at high incidence, the conventional aerodynamic control surfaces lose their 

effectiveness, particularly at flight conditions corresponding to low dynamic 

pressures35• This can result in an increase in flight control system gain and in the 

saturation of the control surfaces with a consequent increase in the coupling between 

the structural dynamics and the actuation system. As a result, accurate actuation 

system modelling becomes paramount at such flight conditions33. 

Clearly, the actuation system has a large effect on the aeroservoelastic process, and 

the use of adequate models is important36. The usual method in the design of the 

structural-mode filters is to use a low-order linear transfer function model for the 

actuator, matched to actual test data. This is the method that will be used in the 

analysis of Chapter 4. 

The ability of the low-order model to represent accurately the response of the 

actuator is limited however, and as such, a certain amount of uncertainty in the validity 

of the system analysis is introduced. This uncertainty is allowed for in the 

conservatism of current clearance requirements for the structural modes. In later 

chapters, the effect of introducing nonlinear actuation system models to the analysis 

will be investigated. 

2.3.5 Structural modelling 

The modelling of the aircraft structure is part of the requirements for the modelling 

of the aircraft component block in Figure 1.2, the other components being the 
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unsteady aerodynamics and rigid-body dynamics. 

Considering the uncertainties involved with the modelling of the aircraft structure, 

it is clear that it would be almost impossible to model accurately every element of the 

aircraft structure. As a result, any structural model will be an approximation of the true 

aircraft structure, the structure being idealised using finite element packages such as 

NASTRAN into a form suitable for derivation of its equations of motion31,38. 

In addition to this approximation, there exists a further major problem introduced 

by the modelling of the structural dynamics. For the aircraft structure under 

consideration, a generic agile combat aircraft with multiple inputs and multiple 

outputs, the frequency response of the system to inputs on several control surfaces at 

once is not simple to find. In fact, the robustness of the phase response of the system 

represents a very difficult problem, especially at varying flight conditions and aircraft 

configurations 16. 

The structural modelling may well be validated using appropriate ground tests on 

the actual aircraft, but as will be shown later, for certain structural modes, the in-flight 

situation represents the worst case in terms of modal stability. Since in-flight structural 

mode testing has only recently become possible26,39,40, reliance is still placed on the 

mathematical modelling of unsteady aerodynamics. As a result, the phase response of 

the system is generally neglected, the various gain responses for the signal paths 

representing each input to output being added algebraically to result in a response 

envelope for the worst case. 

This assumption of an in-phase response will also have repercussions in terms of 

the digital system, where it will be necessary to assume in-phase addition of all 

frequency aliases as they are folded down onto the low-frequency ranges. 

2.3.6 Unsteady Aerodynamic modelling 

The modelling of the unsteady aerodynamic characteristics of an aircraft at a 

particular flight condition is a large topic in its own right, and it is not intended to go 

into much detail here. As will be discussed later, in order to linearise the equations 

describing the unsteady aerodynamics, it is necessary to make certain assumptions 

regarding the aircraft incidence and nature of the structural oscillation. Work has been 

completed into applying a more accurate representation of the unsteady aerodynamics 

whilst minimising the size of the model, but such results will not be applied in this 

case38,41,42. In addition, some work has been completed regarding the 

aeroservoelastic characteristics of aircraft at high incidence33,34, and into the use of 

non-linear unsteady aerodynamics within aeroservoelasticity43. In order to simplify 

the analysis however, these methods will not be applied here. 

Clearly, as with the structural modelling above, there exists a certain amount of 
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uncertainty in the modelling of the unsteady aerodynamics. Recent advances in the 

use of in-flight structural-mode testing methods26 have enabled to some extent the 

modelling of the unsteady aerodynamic effects to be validated for the low-frequency 

structural modes. These low-frequency modes are of particular importance to the 

design of the structural-mode filters. Any validation of the phase response at these 

frequencies can be used to reduce the attenuation of the structural-mode filters. Such a 

method of ensuring the stability of these low-frequency structural modes as a result of 

modelling confidence at these frequencies is under investigation. This method is 

known as phase stabilisation of the structural modes44-46• 

In the analysis carried out in Chapter 4, it will be assumed that the same 

assumptions regarding modelling reliability will be used as are used in the design of 

the structural-mode filters at present. 

2.3.7 Rigid-body dynamics 

There is generally a large amount of confidence in the modelling of the rigid-body 

dynamics of the aircraft due in part to the availability of wind tunnel and flight test 

data. As a result, there is no need to make any assumptions about the modelling of this 

element of the problem. 

2.3.8 Summruy of design assumptions 

In summary, the design assumptions that will be applied in the analysis of Chapter 

4 will match those that are currently applied in the production of the structural-mode 

attenuation requirements by British Aerospace. All signal paths will be assumed to act 

in-phase such that the phase response of the system will not be used as a measure of 

stability. In order to take account of the variation in the flight control system, 

structural dynamics and unsteady aerodynamics with different flight conditions and 

aircraft configuration, the design will be based on the worst-case. This worst-case is 

produced from a consideration of all possible combinations of flight condition, fuel 

state and stores layout. 

In addition, a clearance requirement of a maximum open-loop structural-mode 

gain of -9 dB for the worst case will be used to take into consideration the uncertainty 

of the modelling techniques and as a suitable safety margin for clearance into flight. 

This level of -9dB compares with that specified by the MILSPEC military standard47 

which specifies a -8dB maximum level and 60 degrees phase margin. 

2.4 Conclusions 

The current method of solution of the aeroservoelastic problem has been 

described. It has been shown that this method takes into account the present level of 
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uncertainty in the process of an aeroservoelastic interaction. In addition, the current 

design process allows for errors in the modelling of the system by ensuring a -9 dB 

maximum open-loop gain at structural frequencies. 
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Chapter 3 

Modelling of the Flexible 
Aircraft 
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3.1 Introduction 

It has been stated in Chapter I that there are three main elements to the 

aeroservoelastic problem, namely those of aircraft dynamics, actuator dynamics and 

flight control system dynamics48-50• Clearly, in order to obtain an understanding of the 

structural coupling problem, it is necessary to first obtain an understanding of these 

three elements. This chapter is dedicated towards this aim. 

It is intended to develop a single model in the following chapter which will 

represent the aircraft dynamics in the analysis of the later chapters. Such a model of 

the aircraft dynamics must incorporate the elements of structural dynamics and 

unsteady aerodynamics, along with the more usual elements of rigid-body aircraft 

dynamics and control surface dynamics. A representation of the required elements is 

shown in Figure 3.1. 

Model of the 
Flexible Aircraft 

I 
I I I 

Structural Unsteady Rigid-Body Control Surface 
Dynamics Aerodynamics Dynamics Dynamics 

Figure 3.1· Elements of a flexible aircraft model 

The process described in this chapter will result in a model of the flexible aircraft 

describing all of the above components in a form suitable for analysis in MATLABI 

SIMULINK. 

Throughout the following analysis, it is assumed that all motions involve only a 

small perturbation about a nominal steady state condition, and that all forces generated 

as a result of these motions are linear functions of these small displacements. 

As has been discussed in Chapter 2, the consequences of such assumptions are 

under investigation, particularly for aircraft at high incidence and for nonlinear 

aerodynamic effects. Such topics are large in their own right however, and in order to 

simplify the following analysis, these considerations will be neglected. 

3.2 Structural dynamics 

3.2.1 Introduction 

The following section describes the theoretical background to the modelling of the 

structural dynamics of the aircraft as highlighted in Figure 3.2. 
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In order to simplify the following analysis significantly, the structure of the aircraft 

is idealised by breaking it down into many discrete masses. Each mass represents a 

local inertia of the aircraft structure which is interconnected by massless springs and 

dampers. Such a representation of the aircraft structure is shown in Figure 3.3. The 

structural dynamics are thus defined by the motion of these masses in a superposition 

of the separate vibrational modes of the complete structure5l• 

Model of the 
Flexible Aircraft 

Unsteady 
Aerodynamics 

I 
I 

Rigid-Body 
Dynamics 

I 
Control Surface 

Dynamics 

Figure 3.2 - Elements of a flexible aircraft model: structural dynamics 

Figure 3.3 - Schematic representation of the discrete mass structural idealization 

3.2.2 Derivation of equations of motion for a simple undamped system 

In order for the equations of motion of these masses to be derived, it is necessary 

to first define a suitable coordinate system. 

Figure 3.4 - Simple three-degree of freedom mass-spring system 

In any dynamic system such as that of the aircraft structure, there are many 

suitable coordinate systems that could be used. For example, consider the simple 3-
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degree-of-freedom mass-spring system as shown in Figure 3.4. This system could be 

considered as the mass distribution along a wing for example. In order to obtain the 

equations of motion of this system, consider the case where the mass displacements 

are of particular interest. This leads to the following equations of motion taking unit 

displacements of the masses as the basic modes 

(3.1) 

which could be rewritten as 

(3.2) 

where 

(3.3) 

Such a representation allows the effect of the mass values on the dynamics of the 

system to be easily evaluated, the inertia matrix in this case being a diagonal matrix of 

the masses. The stiffness matrix on the other hand contains terms that are not direct 

representations of the spring stiffnesses, and it would not be as simple to examine the 

effect of changing the spring stiffnesses on the dynamics of the system in this case. 

If the equations of motion of the system are now obtained taking the spring 

extensions as the basic states, the result is 

(3.4) 

which could be rewritten as 

(3.5) 

where 

(3.6) 

In the representation of equation (3.4), the elements of the stiffness matrix are now 

identical to the spring stiffnesses, whilst the elements of the inertia matrix bear only an 
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obscure relationship to the true mass values. In addition, the forcing function on the 

right hand side of equation (3.4) has become more complex than that of the original 

equations of motion shown in equation (3.1). 

Therefore, equations (3.1) to (3.6) show that the form of the equations and their 

consequent ease of interpretation is governed by the choice of states, q. 

Clearly, the conversion between equations (3.1) and (3.4) can be achieved by the 

transformation matrix, Zmk where 

(3.7) 

This results in 

(3.8) 

and using equation (3.7), this becomes 

(3.9) 

Since 

and (3.10) 

then equation (3.4) is the result. 

The two representations of the system are identical, as would be expected as they 

describe the same physical system. The transformation matrix Zmk is the link between 

the two representations. In performing the transformation however, it is important that 

all of the degrees of freedom are maintained. 

The importance of this demonstration, is that it is possible to chose any suitable 

states for the derivation of the equations of motion, and that any further 

representations can be obtained by using a suitable transformation matrix such as Zmk 

in this case. 
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Figure 3.5· Coordinate system for generic canard delta aircraft 



3.2.3 Derivation of equations of motion for idealised aircraft structure 

Considering now the idealisation of the aircraft structure as shown in Figure 3.3, 

each mass has 6-degrees-of-freedom, namely translation in the three axes, and rotation 

about the three axes, such that a displacement vector, d, can be defined as 

x 

y 

d = z 

<I> 

(3.11) 

e 
'I' 

with the terms as defined in Figure 3.5. To simplify the following derivation, the 

displacements of the masses will be limited to just 2-degrees-of-freedom, namely 

translation along the z-axis, z, and rotation about the y-axis, 9. Such a simplification is 

consistent with the decision to consider the longitudinal motion of the aircraft only. 

This is because the longitudinal motion is not significantly coupled to the lateral 

motion for small perturbations, and the short period motion of the rigid-body aircraft 

is dominated by the z and 9 terms. This reduces the displacement vector to 

d = [:] (3.12) 

It is now possible to express this displacement vector in terms of a transformation 

vector and a set of arbitrary states or generalised coordinates. The choice of these 

generalised coordinates and subsequent transformation matrix is not relevant at 

present, but from the earlier considerations, it is clear that any suitable coordinate 

system can be used. A transformation to any other coordinate system is possible, 

whilst maintaining the validity of the representation. The mass displacements can 

therefore be defined as 

d = [:] = [~ x q = Zq (3.13) 

where at any point, the rotation about the y-axis, 9, can be equated to the derivative of 

the z-axis displacement with respect to the x-axis. The transformation matrices, S and 

Z will be defined according to the choice of the coordinate system. The choice of the 

coordinate system can be arbitrary as has been shown, but there will be significant 

advantages to be gained if a coordinate system is devised which simplifies the 

problem. Such a coordinate system is based on the normal modes of vibration of the 

structure. Development of equations of motion for these normal modes results in both 

the inertia and stiffness matrices being diagonal. The development of this coordinate 
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system will be discussed later in the chapter. 

The equations of motion for the aircraft structure can now be derived. using an 

application of Lagrange's equation. Lagrange's equation is an energy based approach 

to system dynamics and is based on a limited degree-of-freedom application of 

Hamilton's principle. It is not intended to include the proof of Lagrange's equation 

here. as this is covered in many standard texts51 • 
I 

From Reference 51, Lagrange's equation can be defined as 

(3.14) 

where. 

T. is the system kinetic energy associated with the system inertia 

U is the potential energy of the conservative forces. namely the elasticity of the 
system in this case. 

Q are the generalised forces applied to the system excluding those included in U. 

q are a set of generalised coordinates as described above. 

In this case. it is possible to expand the term representing the generalised forces Q 
to give 

(3.15) 

where. 

OW is the work done by the generalised forces in the virtual displacements oq. 
L.M are the generalised forces and moments contributing to Q. 

Considering the kinetic energy. T. in equation (3.15). for the idealised structure it 

is possible to write 

(3.16) 

where. 

II1j is an individual mass value in the idealisation. 

Iei is an individual moment of inertia about the y-axis of the idealised ith mass 

p is the number of discrete masses in the idealisation 

The total kinetic energy of the system is therefore equated to the sum of the 

individual kinetic energies of the discrete masses in the idealisation. 

Equation (3.16) can be written in matrix form as 
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(3.17) 

Applying a suitable transfonnation matrix Z, equation (3.17) can be expressed in 

terms of the generalised coordinate system, q. Substituting equation (3.13) in (3.17) 

gives 

(3.18) 

where, 

(3.19) 

This gives an expression for the kinetic energy of the system in tenns of the 

generalised coordinate system. In order to obtain the equations of motion of the 

idealised aircraft structure, equation (3.18) can be applied to the kinetic energy tenns 

in Lagrange's equation (3.15). From equation (3.18), 

oT = 0 oq 

which results in the kinetic terms of Lagrange's equation (3.15) becoming 

d(OT)_OT = ZTMZ" = A" iTt\oq oq q q 

(3.20) 

(3.21) 

(3.22) 

where A can be considered as a generalised inertia matrix for the structure in terms of 

the generalised coordinate system q. A is generated from the system inertia matrix M 

using the coordinate transfonnation matrix, Z, acCording to equation (3.21). 

Consider now the term for potential energy in Lagrange's equation (3.15). The 

potential energy stored in the system due to the elasticity of the structure, can be 

expressed in tenns of the displacements of the discrete masses as follows 

,( p p PP) 
U = - ~k. z~+ ~kl 9~+ ~k. z~+ ~k. 9~ 2 £..t 1,-& I £..J 19' £..t 1,8 I £..t 1&9 I 

I I I I 

(3.23) 

where, kj is an individual stiffness for the ith discrete mass incorporated in the 

structural idealisation. The four stiffness values for each mass represent the stiffness in 

each degree of freedom. Since the system has 2-degrees-of-freedom there will be four 

stiffness values to take into consideration. These stiffnesses are known as influence 

coefficients and can be considered as the loads and moments induced at the discrete 

masses by unit displacements at each other mass location in turn whilst keeping all 
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other masses fixed. 

Expressing equation (3.23) in matrix algebra form gives 

(3.24) 

and converting this expression for the potential energy of the system into the 

generalised coordinate system using equation (3.13) gives 

(3.25) 

Applying this result in terms of the generalised coordinates to the potential energy 

term in Lagrange's equation (3.15) results in 

au = ZTKZq = Eq aq (3.26) 

where E can be considered as a generalised stiffness matrix for the structure in terms 

of the generalised coordinate system q. E is generated from the system stiffness 

matrix K using the coordinate transformation matrix, Z, according to equation (3.25). 

By substituting equations (3.22) and (3.26) into Lagrange's equation (3.15), it is 

possible to construct the equations of motion of the system in the generalised 

coordinate system chosen. The resulting equation is 

Aij+Eq = Q (3.27) 

Now, from Lagrange's equation as expressed in (3.15), the generalised force 

vector Q can be expressed as 

and from equation (3.13) 

so that, 

and, 

Q = IlW = L;;::.aaz + Mas 
Ilq q aq 

d = [:] = [~ xq = Zq 

az -=5 
aq 

as as 
aq = ax 
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The generalised force vector Q can be defined therefore as 

(3.32) 

The generalised equation of motion for the undamped aircraft structure can 

therefore be defined as 

Aq + Eq = Q (3.33) 

where the generalised inertia, stiffness and forcing matrices are defined in 

equations (3.22), (3.26) and (3.32) respectively. 

Compare the above equations for the aircraft with those for the simple example 

system, (3.2) and (3.5), and in particular with the equations describing the 

transformation between the two chosen derivations of the equations of motion for the 

simple system, equations (3.9) and (3.10). It can be seen that the equations are very 

similar in form, as would be expected, since they all describe similar undamped 

systems. The important point to note is that equation (3.33) is very general in nature, 

the generalised coordinate system and transformation matrix being undefined as yet. 

Even though this is the case, from the earlier example it is clear that whatever 

coordinate system is chosen, this equation will produce a valid set of equations of 

motion. 

3.2.4 Selection of a suitable generalised coordinate system 

The above derivation leads to the selection of a suitable coordinate system in 

which to express the equations of motion. In most vibration studies, the system used 

relies on the normal modes of the undamped structure. Use of normal modes to 

represent the dynamics of the structure reduces the complexity of the representation. 

The true vibrational modes are then a superposition of these normal modes. The 

normal modes of a structure can be found as follows. 

Consider a system described by equations of motion similar to those of equation 

(3.33), but with no forcing function, F. This results in equations of motion in the 

matrix form of 

MlhKd = 0 (3.34) 

Re-arranging the above equation gives -

cl: = -M-IKd (3.35) 

If the eigenvalue decomposition of M-I K is produced such that 

(3.36) 
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where, 

V is the matrix of eigenvectors of M-1K, 

A is the diagonal matrix of the eigenvalues ofM-1K, 

Re-arranging equation (3.36) gives 

K = MVAV-I 

hence, 

KV = MVA 

and, 

KVA-I = MV 

giving finally, 

(3.37) 

(3.38) 

(3.39) 

(3.40) 

It is a property of the eigensolution that VTKV is a diagonal matrix, that is to say 

that the eigensolution diagonalises the problem. The same applies to VTMV. By re­

normalising the matrices in this way the problem is greatly simplified. The various 

vibrational modes are decoupled to produce the diagonal matrix description. It is the 

eigenvectors contained in the V matrix which are known as the normal modes of the 

system, and from the above analysis, the original vibrational modes of the system are 

simply obtained from these normal modes by superposition. 

Suppose that this method of diagonalisation is used on the aircraft equations of 

motion developed earlier. The equations of motion for the undamped aircraft used a 

set of generalised coordinates q, and a transformation matrix Z. Suppose that the 

eigenvectors of M-1K for the aircraft structure were used to generate Z and q, such 

that from equation (3.36), 

(3.41) 

and, 

d = [:] = Zq (3.42) 

as defined in equation (3.13). This would result in the generalised equations of motion 

for the aircraft structure as given in equation (3.33) being diagonal in nature, whilst 

still maintaining their validity from the earlier reasoning. 

Considering the physical significance of this development, the diagonalisation of 

the equations of motion has resulted in the equations being formulated in terms of the 
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normal modes of the system, with these modes being used to transform from the 

generalised coordinate system to the true displacements. In this case, the eigenvectors 

of M-1K represent the modeshapes of these normal modes, for unit amplitude. The 

resulting generalised coordinates represent the actual amplitudes of these normal 

modes, and it is for these amplitudes that the generalised equations of motion as given 

in equation (3.33) may be solved. Once a solution for these normal mode amplitudes 

has been obtained, the actual displacements for the discrete masses can be calculated 

from an application of equation (3.42), the final true displacements being a 

superposition of the separate normal modes. 

Returning to the example of the three connected masses as shown in Figure 3.4, 

suppose that the inertia and stiffness matrices were given by -

[

I ooj 
M = 020 

003 

(3.43) 

[

300 -200 0 j 
K = -200 500 -300 

o -300 300 

(3.44) 

which is given from equation (3.1) with MI =1 Kg, M2 = 2 Kg, M3 = 3 kg, 

KI = 100 N/m, K2 = 200 N/m, K3 = 300 N/m 

and the displacement vector being 

The eigensolution of these inertia and stiffness matrices is given by 

[

-0.8105 0.4176 -0.8165j 
V = 0.5617 0.6026 -0.4082 

-0.1659 0.6801 0.4082 

[

438.6 0 0 J 
A = 0 11.4 0 

o 0 200.0 

which results in the equations of motion in generalised coordinates becoming, 

Aq+Eq = Q 

where, from equations (3.22) and (3.26) 

29 

(3.45) 

(3.46) 

(3.47) 

(3.48) 



[

1.3705 0 0J 
A = VTMV = 0 2.2882 0 

o 0 1.5 

(3.49) 

[

601 0 0 J 
E = VTKV = 0 26 0 

o 0 300 

(3.50) 

and, 

d = Vq (3.51) 

Thus by using the eigensolution of the inertia and stiffness matrices, the equations 

of motion have been diagonalised. 

3.2.5 Inclusion of structural damping into the equations of motion 

In reality, the structure of the aircraft will have some inherent damping, and it is 

necessary to include this into the equations of motion for the structure. Unfortunately, 

the type of damping present in this type of structure is extremely difficult to describe 

analytically, and it is usual to assume a certain level of damping for the structure as a 

Whole. This value of damping may be incorporated into equation (3.33) by 

considering the form of this equation. The equation is a second order matrix 

differential equation, and as a result, the frequency of the various unforced modes can 

be easily calculated. Assuming that the equations have been derived using the above 

method, resulting in a set of diagonalised equations of motion, there is no need to 

calculate a further eigensolution. The normal mode frequencies can simply be 

calculated from the generalised inertia and stiffness matrices A and E. It can be seen 

from equation (3.40) that, 

(3.52) 

or alternatively, 

EA-l = A (3.53) 

which, since E, A and A are all diagonal matrices, equation (3.53) can be expressed in 

terms of the elements, such that 

(3.54) 

Thus, each modal frequency can be derived from, 

(3.55) 

Assuming viscous damping, it is possible to calculate the terms in a damping 
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matrix, D, for the aircraft structure assuming a value of the damping ratio, S, so that, 

(3.56) 

where the modal frequency can be calculated from equation (3.55). The amount of 

structural damping usually assumed for the aircraft structural modes is 1 % such that 

S=O·Ol. 

Equation (3.33) can therefore be expanded to include viscous damping of the 

structural modes, so that the equations of motion in terms of the generalised 

coordinates becomes, 

Aq + Dcj + Eq = Q (3.57) 

with the generalised damping matrix, D, being generated from equations (3.55) and 

(3.56). The existence of off-diagonal damping terms in the generalised stiffness matrix 

is ignored. 

Returning to the example of Figure 3.4, assuming a value of S=O.Ol, applying 

equations (3.55) and (3.56) results in, 

[

20.9428 0 0] 
m = 0 3.3764 0 

o 0 14.1421 

and hence, 

[

0.2094 0 0 J 
D = 0 0.0338 0 

o 0 0.1414 

3.3 Aerodynamic effects 

3.3.1 Introduction 

Rads 
Sec 

(3.58) 

(3.59) 

In the above section, the theoretical basis for the derivation of the equations of 

motion of the aircraft structure has been given, assuming that the structure is 

unloaded. In reality, there will be significant loads on the structure due to 

aerodynamics effects, gust loading and control surface deflection. It is intended to 

introduce the theoretical background to the first of these loading effects in the 

following section. The analysis presented in the following section will therefore form 

the second section of the flexible aircraft model as highlighted in Figure 3.6. 

The analytical derivation of aerodynamic loads is a very large subject in itself2, 

the derivation of aerodynamic loads on an oscillating structure being just a small 

specialisation of a much larger topic. One of the main problems facing the use of 
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aerodynamic loads in this way is that the loads vary with aircraft flight condition and 

structural oscillation frequency. In the case of aeroelastic studies, there are many ways 

in which the variation of aerodynamic characteristics are accounted for, the usual 

method being the use of a non-dimensional frequency parameter or reduced frequency 

to match the aerodynamic derivatives to a particular range of oscillation frequencies53. 

I 
Structural 
Dynamics 

Model of the 
Flexible Aircraft 

I 
I 

Rigid-Body 
Dynamics 

I 
Control Surface 

Dynamics 

Figure 3.6 - Elements of a flexible aircraft model: unsteady aerodynamics 

In more complete aeroelastic studies, the variation of these aerodynamic 

derivatives as a result of varying flight condition and oscillatory frequency is 

modelled by the use of Pade and least-squares approximations, the aerodynamic 

derivatives becoming functions of the frequency parameter and Mach numbe~4. The 

resulting aeroelastic equation for the structure can then be solved as the equivalent 

airspeed varies for assumed values of Mach number and frequency parameter. This 

results in the prediction of an airspeed at which the damping of particular modes of the 

structure is zero, indicating a flutter condition. 

In the following analysis, and subsequent use of the aerodynamic loads in the 

flexible aircraft model, the aerodynamic loads have been formulated for a single flight 

condition and frequency parameter. As a result, the aerodynamic model will only be 

strictly valid for oscillations corresponding to the value of frequency parameter, but 

this approximation is considered adequate for these purposes. 

3.3.2 Incorporation of aerodynamic effects into the equations of motion 

The equations of motion generated so far were given in equation (3.57), which 

states 

Aij + Dcj + Eq = Q (3.60) 

The loading of the structure other than the conservative forces previously included 

in the derivation for the potential energy, (3.23), is incorporated into the generalised 

force vector, Q. This force vector can be considered to be made up of two main 

components as shown in Figure 3.7. The generalised force vector can be expressed as 

(3.61) 
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where, 

QA is the vector of Aerodynamic forces, and 

Qo is the vector of External forces, such as forces due to landing, taxiing, stores 
release etc. 

Generalised Force, Q 
I 

Aerodynamic Forces, QA External Forces, Qo 

I 
I I 

Gust Forces, Qa Incremental Forces, QR 

Figure 3.7· Elements of the generalized loading vector 

Assuming that Qo is zero, then Q can be considered to consist of purely 

aerodynamic forces. 

It is possible to split the aerodynamic force vector into two further components so 

that 

(3.62) 

where, 

Qa is the vector of gust forces on the structure, and 

QR is the vector of incremental aerodynamic forces on the structure due to the 
deflection of the structure itself. 

Considering the case where the gust loads on the aircraft structure can be 

considered to be zero, then the generalised force vector Q can be considered to be 

made up of entirely incremental aerodynamic forces, so that equation (3.60) can be 

rewritten as 

Aq+DIj+Eq = QR 
(3.63) 

From equation (3.32), the generalised force vector can be expressed as a 

transformed version of the true load vector. In this case, the transformation vector, Z, 

is the matrix of the eigenvectors of the true mass and stiffness matrices as derived 

earlier. This indicates that in order to generate the generalised force vector under the 

assumptions concerning the nature of the aerodynamic loads, it is only necessary to 

obtain the incremental forces and moments on the idealised structure due to the 

deflection of the structure itself. 

33 



3.3.3 Incremental aerodynamic forces on a vibrating structure 

The aerodynamic forces which act on the aircraft structure as a result of its 

response, QR,can be split into two distinct types, namely, aerodynamic stiffness and 

aerodynamic dampin~5. Aerodynamic stiffnesses are proportional to the structural 

displacements whereas aerodynamic damping forces are proportional to the normal 

structural velocity. 

In order to obtain a suitable expression for these aerodynamic stiffness and 

damping forces, it is necessary to make some assumptions. Firstly, it is assumed that 

the aircraft structure is vibrating with simple harmonic motion, so that at any point, 

the displacement, z, can be expressed as a function of time, where 

and hence, the velocity of the point can be expressed as 

and similarly 

() = iro9 e'ro, = iro9 o 

(3.64) 

(3.65) 

(3.66) 

(3.67) 

Strictly, making this assumption means that the following derivation is only valid 

at the flutter speed, where the structural oscillations are undamped, and hence the 

motion can be considered as simple harmonic. 

The second assumption, is that the aircraft structural vibration has existed for a 

time sufficient for an oscillatory downwash to be established. This would lead to the 

existence of constant aerodynamic derivatives provided that the forces are linear in 

nature. The assumption of the constant nature of the aerodynamic derivatives greatly 

simplifies the problem. 

Since the structure is assumed to be vibrating with simple harmonic motion, the 

forces acting on the structure will not be the same as in the steady state. The forces 

vary as a function of the oscillatory frequency, co. As mentioned earlier, this 

dependence on the oscillatory frequency is encompassed within a parameter, v, the 

frequency parameter, which is a non-dimensional quantity defined as 

(3.68) 

where, 

IT is the aircraft reference length in metres, and 
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VT is the true airspeed of the aircraft in mls 

From Reference 55, the lift force and moment on an oscillating structure can be 

defined as 

where, 

P is the airstream density (kglm\ 

V is the airspeed (mls), 

IT is the reference length (m), 

S is the surface area (m2), 

z,e are the displacements (m and radians), 

(3.69) 

(3.70) 

It. Iz' le' le are lift force derivatives due to the vertical velocity, vertical displace­
ment, rotational velocity and rotational displacement respectively, 

mt • mz' me' me are moment derivatives due to the vertical velocity, vertical dis­
placement, rotational velocity and rotational displacement respectively 

The imaginary terms in the above equations describe the phase relationships 

between the forces dependent on displacement and those dependent on velocity. 

It should be noted that, in reality, there will also be contributions to the lift force 

and moment as a result of the accelerations in both the Z and e directions, which can 

be considered as aerodynamic inertia terms in the above equations. These 

aerodynamic inertias represent small positive additions to the structural inertias55, but 

they will be assumed to be negligible. 

From Reference 55, these equations have been derived for a single aerofoil section 

oscillating in the airstream with oscillatory frequency Ol Extending equations (3.69) 

and (3.70) for the idealised model of the aircraft structure, and assuming that the 

forces at any of the discrete points are functions of the displacements and velocities at 

all other points, the above two equations can be rewritten as 

(3.71) 

(3.72) 

where, 
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Ik is the reference length associated with discrete mass k, 

(J is the relative density, 

Sk is the reference surface area used in the normalisation of the derivatives for 
discrete mass k 

p is the number of discrete masses in the representation as earlier, 

I .. ,' I.". I~", le .. ~e the li~ force ~eriv~tives correspondi~g to the discrete mass k 
due to the vertical velocity. vertical displacement. rotational velocity and rota­
tional displacement at discrete mass n. 

m .... m .... m~ ,me are the moment derivatives corresponding to the discrete mass 
k due to 'the verti~al velocity. vertical displacement. rotational velocity and rota­
tional displacement at discrete mass n 

The derivatives have been normalised originally by crV l which is the convention 

used by British Aerospace. 

Substituting in equations (3.69) and (3.70) for the frequency parameter v as given 

in equation (3.68) and expanding gives. 

(3.73) 

P ( P ( col ) z (COl ) ) M = '" crVtlT S '" i vT'rnt + rn. -I' + i vT'rn~ + me B. ,£..i tkL.J Tt. kaT Th kD 
k=1 n=1 t 

(3.74) 

Cancelling terms and substituting for iroz and iro9 according to equations (3.65) 

and (3.64) respectively gives. 

(3.75) 

M = fcrVTITSk(frnt i.+VTrn. z.+ITm. 9.+VTme B.) £...t Ir. kh kll tOtl h 

k=1 n=1 

(3.76) 

Equations (3.75) and (3.75) can be rewritten and combined into a single matrix 

equation. such that. 

(3.77) 

The values of the derivatives can be generated from various aerodynamic theories 

along with wind tunnel testing of suitable models56• Derivatives are generally 

obtained for displacements at points dictated by the aerodynamic theory. and these 

points will not in general coincide with the discrete mass points of the structural 

representation. The displacements used in the derivation of the derivatives however. 
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are simply extrapolated from those at the discrete mass location, with the 

extrapolations being incorporated within the derivative values used in the equation 

(3.76). 

Substituting for the displacement and velocity matrices from equation (3.13), and 

using equation (3.32), the generalised incremental force matrix due to the response of 

the structure can be derived as 

which can be simplified as, 

where, 

B is defined as the generalised aerodynamic damping matrix, and 

C is defined as the generalised aerodynamic stiffness matrix 

(3.78) 

(3.79) 

Substituting for QR from equation (3.79) in equation (3.60) and taking the sign 

change within the B and C matrices gives the generalised equations of motion for the 

aircraft structure under incremental aerodynamic loading of frequency ro, 

(3.80) 

As it stands, the above result represents the classic form of the aeroelastic 

equation. If further flight conditions were considered, with the variations in the 

aerodynamic derivatives being expressed as a function of frequency parameter and 

airspeed, it would be possible to calculate the speed at which certain structural mod~s 

would become unstable. These speeds would be the flutter speeds for the aircraft. 

In this case however, the interactions between the structural dynamics, 

aerodynamics and flight control system are of interest. It is necessary therefore to 

include further elements to the classic aeroelasticity problem. 

3.4 Rigid-body dynamics 

3.4.1 Introduction 

The equations of motion for the aircraft derived so far describe the dynamics of 

the aircraft structure with incremental loading as a result of the structural response. In 

order to obtain a full model of the aircraft, it is necessary to include in the equations 

suitable expressions to describe the rigid-body motion of the aircraft itself, with 
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loading from suitable control surfaces. 

The following section is dedicated to establishing the rigid-body equations of 

motion for the aircraft. and to incorporate these equations into the existing 

representation. As a result. the third element of the flexible aircraft model will be 

derived as shown in Figure 3.8. 
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Figure 3.8· Elements of a flexible aircraft model: rigid-body dynamics 

3.4.2 Derivation of rigid-body equations of motion 

The derivation of equations of motion for the rigid-body motion of an aircraft is an 

extremely well documented process, and it is not intended to give a full description of 

the process here. There are many suitable texts containing such a description, and the 

interested reader should consult one of these for a further description57. 

For the configuration of the aircraft under consideration. the longitudinal 

equations of motion for straight and level flight can be written as57 

where. 

mT is the total aircraft mass (kg) 

u, w, q are the incremental translational and rotational velocities according to the 
axis system (m/s) 

~b,liob,TJ are the inboard flap, outboard flap and foreplane surface deflections 
(Rads) 

IyT is the aircraft second moment of inertia about the y-axis (kgm2) 

Xu' x",. Xw' xqare the x-axis force derivatives due to incremental changes in the 
respective velocities and accelerations 

Zu' Z",. Zw' Zq are the z-axis force derivatives due to incremental changes in the re­
spective velocities and accelerations 

Mu' Mw' Mw' Mq are the moment derivatives about the y-axis due to incremental 
changes in the respective velocities and accelerations 
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Xs ,Xs ,Xq are the x-axis force derivatives due to displacement of the inboard 
flap: outboard flap and foreplane surfaces 

Zs ,zs ,7 are the z-axis force derivatives due to displacement of the inboard 
lb ob--rt 

flap, outboard flap and foreplane surfaces 

Ms ,Ms ,M. are the moment derivatives about the y-axis due to displacement of 
lb ob 'I 

the inboard flap, outboard flap and foreplane surfaces 

The above three equations thus represent the equations of motion for the canard­

delta configuration shown in Figure 3.5. In order to simplify the analysis, and as the 

longitudinal motion of the aircraft is dominated by the short period rigid-body mode, 

the equation of motion along the x-axis can be discarded. Eliminating equation (3.81) 

and terms in u in equations (3.82) and (3.83), and reposing these equations in terms of 

the chosen states, z and e, gives 

(3.84) 

(3.85) 

Writing equations (3.83) and (3.85) in matrix form results in 

(3.86) 

which can be written as 

(3.87) 

where the matrices are defined as in equation (3.86). 

Equation (3.87) thus represents the equations of motion for the rigid-body aircraft 

in response to inputs in control surface deflection. To improve the model for use in the 

future work, it is necessary to add further equations of motion to describe the 

dynamics of the control surfaces themselves. 

3.5 Control surface dynamics 

3.5.1 Introduction. 

It was stated in the above section that it is desirable to derive the equations 

describing the dynamics of the three control surfaces themselves. As for the aircraft 

structure in general, these control surfaces have inertia, stiffness and damping terms 

associated with them. In addition, they are undergoing forced motion initiated by 

hydraulic actuators against opposing aerodynamic forces. It is important therefore that 

equations describing their motion and effect on the other elements within the flexible 
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aircraft model are derived. It will then be possible to incorporate these equations along 

with those for the rigid-body, equation (3.87), into the generalised equations 

describing the structural dynamics and structurally induced aerodynamic effects, 

equation (3.80). The following section forms the final part of the flexible aircraft 

model as shown in Figure 3.9 and will describe the derivation of these equations of 

motion in a form suitable for inclusion into the full flexible aircraft model. 
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Figure 3.9· Elements of a flexible aircraft model: control surface dynamics 

3.5.2 Derivation of equations of motion for control surfaces 

Considering an arbitrary control surface, the loading of the control surface can be 

split into two distinct components. The hydraulic actuation of the control surface is 

applying a force to the control surface which is opposed by the aerodynamic loading 

of the surface. Considering the action of the actuator, and assuming that the control 

surface moves as a rigid-body in rotation only, the equation of motion of the control 

surface can be derived as 

where, 

I is the rotational inertia of the control surface 

d is the viscous damping associated with rotation of the control surface 

k is the stiffness associated with rotation of the control surface 

o is the actual deflection of the control surface 

(3.88) 

Odem is the demanded deflection of the control surface as dictated by the motion of 

the ram of the hydraulic actuator 

Considering the aerodynamic effects of the motion of the control surface, there 

will be additional terms involved in the incremental loading of the aircraft structure, 

equations (3.69) and (3.70), due to the motion of the control surface. There will also 

be loading of the control surface itself as a result of both the structural response and of 

the control surface motion. 

Considering the additional terms involved in the loading of the aircraft structure as 
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a result of the control surface motion, suitable equations can be derived as55 

where, 

P is the airstream density (kglm\ 

V is the airspeed (m/s) 

v is the frequency parameter 

IT is the reference length (m), 

S is the surface area (m2), 

I) are the displacements of the control surface (rads), 

(3.89) 

(3.90) 

I~, la are lift force derivatives due to the rotational velocity and rotational displace­
ment of the control surface 

m~, ma are moment derivatives due to the rotational velocity and rotational dis­
placement of the control surface 

which can be rearranged as in section 3.3.3 above resulting in a matrix equation for 

the additional loading in the form of 

(3.91) 

where the derivatives have been normalised by the true airspeed, VT, and the relative 

density, o. 

Equation (3.91) can be seen to be of a form similar to that for the existing 

incremental aerodynamic loading due to structural response as in equation (3.77). In 

effect, when these additional forces are added to this equation, the control surface can 

be considered as being just an additional structural element in the original derivation. 

It has been assumed here, that the motion of this arbitrary control surface can also be 

assumed to be simple harmonic in nature. 

Considering the loading of the control surface itself due its motion and the 

response of the aircraft structure, the hinge moment equation for the control surface 

could be written as55 

(3.92) 

where, 

ht, hz' ho, he are the hinge moment derivatives due to the vertical velocity, ver­
tical displacement, rotational velocity and rotational displacement of the struc-
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ture respectively 

h~, hA are the hinge moment derivatives due to the control surface velocity and 
dIsplacement 

Rewriting this equation in a form suitable for describing the discrete nature of the 

aircraft structure, and performing the substitutions as in section 3.3.3 above, the 

matrix equation describing the aerodynamic loading of the arbitrary control surface 

can be written as 

where, 

SI) is the reference area used for the normalisation of the derivatives for the arbi­
trary control surface, and 

IT is the reference length of the arbitrary control surface . 
• 

Equation (3.93) thus represents the hinge moment produced on an arbitrary control 

surface, due to the response of the aircraft structure, and also due to the motion of the 

control surface itself. 

It is possible then to combine equation (3.88) with equation (3.93) to produce the 

equation of motion for an arbitrary control surface, 

(3.94) 

It has been assumed that the loading of the control surface due to the demanded 

rate, /idem is negligible when compared with that due to the demanded displacement, 

Odem· 

It can be seen that the form of dynamics of the arbitrary control surface above 

match those for the structural dynamics derived earlier, in that there are terms of 

structural damping and stiffness, and also terms of aerodynamic damping and stiffness 

3.6 Assembling the flexible aircraft model 

3.6.1 Introduction 

In order to obtain a useful flexible aircraft model, the equations of motion derived 

so far all need to be combined into a single set of equations. These equations will thus 

describe the response of the aircraft in terms of its rigid-body motion, structural 

response and control surface response to an input in the form of an actuator demanded 
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control surface angle. 

In the following section, the equations which have been derived will be assembled 

to give the full model for the flexible aircraft. 

3.6.2 Assembly of the full inertia matrix 

The inertia matrix for the system can be built up from the separate inertia matrices 

of the aircraft structure, control surfaces and rigid-body motion respectively. From 

equation (3.17), the inertia matrix for the aircraft structure can be assembled from 

suitable finite element modelling on packages such as NASTRAN. This will produce a 

discretised inertia matrix for the aircraft structure, Ms in the form shown in equation 

(3.17), 

M = [MS 0J 
sOl s 

(3.95) 

The mass matrix, lDs, and inertia matrix, r,., correspond to a displacement matrix for 

the structure of the form used in section 3.2.3. In fact, this inertia matrix is not used in 

this form, but is rearranged to correspond to a structural displacement vector, ds of the 

form 

Zp 

9~ 

(3.96) 

The inertia matrix for the control surfaces can be derived from the equation for the 

arbitrary control surface equations of motion, equation (3.94), so that 

(3.97) 

where the inertias correspond to the second moment of inertia of the three control 

surfaces about their hinge lines. 

The final component of the inertia matrix for the whole aircraft consists of the 

inertias corresponding to the rigid-body motion of the aircraft. This can be derived 

from equation (3.87) with the rigid aircraft inertia matrix, MR, being as defined. 

To obtain the full inertia matrix for the aircraft, it is only a matter of assembling 
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the above three inertia matrices. This results in the following inertia matrix and true 

displacement vector for the aircraft model 

d, = 

where. 

Zp 

ep 

/l;b 

/lob 

11 
ZR 

eR 

(3.98) 

(3.99) 

z\.9\.ZZ.92 •.... Zp.9p are the displacements of the p masses making up the discrete 
aircraft structure (m and radians). 

(lib.(lob.l1 are the inboard flap. outboard flap and foreplane surface deflections (ra­
dians). and 

zR.9R are the rigid-body displacement (m and radians) 

3.6.3 Assembly of the full structural stiffness matrix 

Using a similar approach to that used for the inertia matrix above. it is possible to 

generate the full structural stiffness matrix for the aircraft model. Once again the 

stiffness matrix for the aircraft structure is obtained from a NASTRAN model of the 

discretised aircraft structure. and is arranged to match the new displacement vector. 

ds. as shown in equation (3.96) above. This results in a structural stiffness matrix of 

the form 

~zk9"""~ ~9 Dz. I Z. I ~IZ, Azt p 

(3.100) 

This may be combined with the control surface stiffness matrix generated from the 
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equations of motion for the arbitrary control surface,(3.94), where 

(3.101) 

As there is no body stiffness terms in the equations of motion for the rigid-body 

aircraft, the aircraft stiffness matrix can be assembled from equations (3.100) and 

(3.10 1) such that 

[

KS 0 o~ 
K = O. Kc 0 

o 0 0 

(3.102) 

3.6.4 Conversion to a generalised coordinate system 

The conversion from the true displacement coordinate system to that of a 

generalised coordinate system has been covered in some detail in section 3.2.4. It has 

been stated that the usual practice is to convert to a set of coordinates which describe 

the uncoupled or normal modes of the dynamic system, which has the effect of 

diagonalising the resultant generalised inertia and stiffness matrices, reducing the 

complexity of the problem significantly. In this case, it is desirable to maintain the true 

displacements as modes for the control surface dynamics and rigid-body motion. This 

maintains a simple relationship between the inertia and stiffness matrix elements and 

the physical problem for the control surface modes and rigid-body motion. 

It is now possible to generalise the inertia and stiffness matrices according to 

section 3.2.4. In order to maintain the coordinate system for the control surface modes 

and rigid-body dynamics however, the transformation matrix, Z, must be constructed 

as follows. 

In order to diagonalise the structural response terms, the eigensolution of the 

inertia and stiffness matrices for the structural dynamics is found so that 

(3.103) 

Thus in order to diagonalise the structural response, whilst maintaining the 

coordinate system for the control surface response and rigid-body dynamics, the 

transformation matrix Z could be defined as 

[

ZS 0 o~ 
Z = 0 10 

o 0 I 

(3.104) 

This transformation matrix does not take into account the interaction between any 
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rigid-body motion and the structural motion however. 

In order to generate the correct transformation matrix, Z, it is also necessary to 

consider the effect of the addition of the rigid aircraft motion to the structural 

response. The original equations for the structural response were derived using a set of 

displacements of the discrete masses, d, relative to an axis fixed on the aircraft centre 

of gravity. When the rigid-body motion is added to the system, it is important to add 

the effects of this motion on the motion of the structure itself, effectively transforming 

the displacements to a fixed inertial axis. In other words, for any particular mass 

location, the true displacement of the mass is a superposition of its displacements due 

to the structural response and its displacements due the rigid-body motion. This effect 

can be described for an arbitrary mass location, assuming small displacements, by 

equations of the form 

where, 

(3.105) 

(3.106) 

zt is the total displacement of the discrete mass point along the z-axis (m), 

z is the displacement of the discrete mass point along the z-axis due to the struc­
tural response (m) 

zR is the displacement of the centre of gravity of the aircraft due to the rigid-body 
dynamics (m) 

x is the distance along the x-axis from the centre of gravity of the aircraft to the 
discrete mass point (m) 

et is the total rotation about the y-axis of the discrete mass point (rads), 

e is the rotation about the y-axis of the discrete mass point due to the structural 
response (rads), and, 

eR is the rotation of the rigid aircraft about its centre of gravity due to the rigid­
body motion (rads). 

Rewriting equations (3.105) and (3.106) in matrix form for the complete aircraft 

gives 
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ZI 
1 xI 

91 o 1 
Zz 1 Xz 

o 1 
...... 

[::J = d + A [::J d, = 
zp 

= d+ 1 xp (3.107) 
9p o 1 
I);b 0 0 

I)ob 0 0 

tj 0 0 

ZR 0 0 

9R 
0 0 

Therefore, these effects can be incorporated into the transformation matrix, such 

that equation (3.104) should read 

[
ZS 0 Aj 

Z = 0 10 

o 0 I 

(3.108) 

Therefore, the transformation matrix above can be used to generate a suitable 

generalised coordinate system. This system diagonalises the structural dynamics, 

producing expressions for the decoupled or normal modes of the structure, whilst 

maintaining the original coordinate systems for the control surface dynamics and 

rigid-body dynamics. 

Thus the generalised inertia and stiffness matrices for the full aircraft model can be 

obtained using equations (3.22) and (3.26). Taking the full inertia and stiffness 

matrices from equations (3.98) and (3.102), and using the transformation matrix as 

given in equation (3.108) results in 

(3.109) 

(3.110) 

which are similar to those shown in equation (3.108), but include terms for the 

control surface dynamics and rigid-body motion. 

3.6.5 Assembly of the Aerodynamic stiffness matrix 

It has been shown in sections 3.3.3, 3.4 and 3.5 that the aerodynamic forces on the 

aircraft can be split into two distinct components - those proportional to velocity, and 

those proportional to displacement. The forces proportional to displacement can be 

considered as aerodynamic stiffness terms, with contributions from the structural 

response, control surface dynamics and rigid-body motion. 
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Consider the forces which are proportional to displacement. The displacements of 

the structure, control surfaces and rigid-body motion all produce force increments 

which will be due to the changes in the aerodynamic loading across the aircraft. The 

results obtained for these forces in equations such as (3.77), (3.86) and (3.93) show 

that a change in anyone displacement will have an effect on the aerodynamic loading 

at all other points. This may be expressed as a full aerodynamic stiffness matrix for the 

aircraft, which contains submatrices describing the aerodynamic stiffnesses for the 

structural response, control surface dynamics and rigid-body motion. In addition, 

matrices describing the cross-coupling of these stiffness terms between (say) the 

structural response and the control surface dynamics will also be included. The 

aerodynamic forces on the aircraft as a result of the displacement of the aircraft 

structure, control surfaces and rigid-body motion could thus be combined in a single 

equation such that 

(3.111) 

where the derivatives contained within the aerodynamic stiffness matrix are obtained 

from analysis and wind tunnel testing as mentioned earlier. 

From equation (3.32), these forces can be transformed into the generalised 

coordinate system such that 

(3.112) 

such that 

(3.113) 

or 

(3.114) 

where, C is the generalised aerodynamic stiffness matrix, as shown in equation (3.80), 

but which now includes terms for the control surface dynamics and rigid-body motion. 

3.6.6 Assembly of the Aerodynamic damping matrix 

The assembly of the aerodynamic damping matrix follows exactly the same 

reasoning of section 3.6.5, where the terms obtained for aerodynamic forces which are 

proportional to velocity from equations (3.77), (3.86) and (3.93) can be combined and 

extended to include further cross-coupling effects in a single equation of the form 

(3.115) 
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, , 

where the derivatives contained within the aerodynamic stiffness matrix have again 

been obtained from analysis and wind tunnel testing. 

Converting to the generalised coordinate system gives, 

(3.116) 

so that the generalised aerodynamic damping matrix can be defined for the full aircraft 

model as 

(3.117) 

3.6.7 Full flexible aircraft model 

It is now possible to assemble the full equations of motion for the flexible aircraft 

in the chosen generalised coordinate system, by applying the full model inertia, 

stiffness, damping, aerodynamic damping and aerodynamic stiffness matrices as 

derived in section 3.6 to the equation for the structural dynamics alone as derived in 

equation (3.80). So that, 

(3.118) 

This represents the equations of motion for the aircraft structure, control surface 

dynamics, and rigid-body motion at a particular flight condition and oscillatory 

aerodynamic state used in the derivation of the aerodynamic terms. 

In order for the equation to be of real use, the forcing function must also be 

included on the right hand side of the above equation. This forcing function describes 

the input to the system, which for this formulation is expressed in terms of the desired 

control surface angles as dictated by the actuator ram positions. From the equation for 

the arbitrary control surface dynamics, equation (3.94), the forcing function to the 

whole system can be seen to be 

(3.119) 

which could be incorporated into equation (3.118) as the forcing function so that the 

final equation for the flexible aircraft model is 

(3.120) 

which can be written as 

(3.121) 
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I 

I I 

where, 

u is as defined in equation (3.118), and 

F is defined by 

o 0 0 
o 0 0 

0 0 0 
F= 

kS,b 0 0 

0 ks 0 ob 
0 0 k~ 
0 0 0 
0 0 0 

(3.122) 

Strictly speaking, the forcing function should be generalised to conform with the 

generalised nature of the right hand side of the equations of motion. Since the control 

surface deflections have been maintained within the generalised representation 

however, the forcing function is already in a form suitable for inclusion. If for 

example, the forcing function matrix, F, was generalised using the transformation Z, 

the forcing function matrix would be unchanged. 

3.7 Reduction of the flexible aircraft model 

3.7.1 Introduction 

Equation (3.118) above represents the equations of motion for the aircraft in the 

form that will be used in subsequent work. One of the problems that remains however 

is that the equation in its full form is very large, with several hundred discrete masses 

being used to idealise the structure. For 200 discrete mass points for example, the 

resulting inertia, stiffness and damping matrices in equation (3.118) would each be of 

the order of 405 by 405 for an aircraft with three control surfaces. Clearly, it is 

desirable to reduce the order of the model to reduce the computational burden whilst 

maintaining a realistic representation. 

3.7.2 Selection of suitable normal modes 

In the above example, with an aircraft idealised by 200 discrete mass points, the 

eigensolution of the structural inertia and stiffness matrices would result in the 

identification of 400 normal modes of the system. The eigenvectors describe the 

normalised displacements at each of the mass points for each of the 400 modes, thus 

resulting in a full transformation matrix of order 405 by 405. 

Many of the normal modes identified by the eigensolution would be at frequencies 
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much higher than of interest in the aeroservoelastic problem however, and it is 

possible to delete the eigenvectors corresponding to these modes from the 

transformation matrix Z. This would reduce the order of the transformation matrix to 

the order of 405 by 60, where (say) 55 normal modes of the structure have been 

retained along with the representations of the control surface modes and rigid aircraft 

dynamics. Thus, using the reduced transformation matrix in this form, the generalised 

inertia, stiffness and damping matrices (both dynamic and aerodynamic) would be 

reduced to the order of 60 by 60 whilst maintaining the accuracy of the model within 

the bandwidth of interest. 

The ability to delete normal modes in this way shows one of the great advantages 

of expressing the equations of motion in such a generalised form. By generalising the 

equations in this way, it is possible to decouple the modes, so that upon deletion of one 

of the modes, the remaining modes are unaffected. 

In the reduced form, the equations of motion may be solved for the 55 normal 

modes selected. The displacements at the original 200 discrete mass points due to the 

55 normal modes, control surface dynamics and rigid-body motion, are then 

resolvable using the reduced Z matrix. 

3.8 Conversion of the flexible aircraft model into 
state-space form 

3.8.1 Introduction 

The matrices for the flexible aircraft model were provided initially by British 

Aerospace in a form suitable for inclusion within equation (3.118). In order to 

incorporate the reduced order flexible aircraft model into a full system model in the 

MATLAB/SIMULINK environment, it is necessary to convert equation (3.118) into a 

state-space form. It is also necessary to convert the outputs of the flexible aircraft 

model into meaningful flight control system variables as measured by a sensor rigidly 

mounted on the aircraft at a particular point. 

3.8.2 Conversion of the flexible aircraft equations into state-space fonn 

Pre-multiplying equation (3.118) by A-I and rearranging gives, 

Letting, 

X2 = q 
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then equation (3.123) can be written as two first order equations such that, 

Which can be written in matrix form as, 

[:~ = [-A-1(D;aVTB) _A-1(E :av~c)][:~ + r:F]U 

(3.126) 

(3.127) 

(3.128) 

which is partially in the standard state-space form suitable for implementation into a 

MATLAB model. In order to complete the representation, it is necessary to derive the 

c and d matrices such that the standard state-space representation 

x = ax +bu 

y = cx+du 

(3.129) 

(3.130) 

is satisfied. Now, in order to transform from the generalised coordinates, q, to the 

actual displacements of the aircraft discrete mass points, the transformation matrix, Z 

can be used as in equation (3.42), so that the displacement of the aircraft structure at 

anyone of the mass points can be deduced from q. In reality, the matrices for the 

flexible aircraft model were provided by British Aerospace along with a reduced order 

transformation matrix. This transformation matrix enabled the displacements of 

twenty points along the aircraft fuselage to be calculated from the generalised 

coordinate vector q. The locations of these twenty points along the fuselage are as 

shown in Figure 3.10, such that 

ZI 

91 

zl 

dF = 92 = Z'q (3.131) 

where Z' is the reduced transformation matrix as supplied by British Aerospace. 
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Although the flexible aircraft model was supplied by British Aerospace initially, it 

was found that some work was needed to make the model more representative of the 

real aircraft. This modification of the flexible aircraft model will be discussed later in 

the chapter. 

Considering the flight control system feedback variables which are the required 

output variables from the state-space flexible aircraft model, the equations are given 

by 

~ J 
[Z,.."J cj 

ex - a q + '="""';-;-''-- sensor V 
T 

where, the aircraft motion variables measured by the sensor are 

q, the aircraft pitch rate, 

a, the aircraft incidence, 

nz, the normal acceleration, 

(3.132) 

(3.133) 

(3.134) 

[Zgensor]' [9sensorl correspond to the respective rows of the Z' transformation ma­
trix. at the defined sensor location. 

Considering the first desired output of pitch rate, and a sensor location at fuselage 

structural node, p, on the aircraft centre-line according to Figure 3.10, then from 

equation (3.132), 

(3.135) 

where, 

Sa is a 40 by I vector such that Sa(2p)=1 and all other elements are zero. 

In order to convert this expression to a form suitable for inclusion into the state­

space description it necessary to create a new transformation vector, Zq, where 

(3.136) 

such that, 

(3.137) 

so that the output equation for the pitch rate as sensed by a sensor at location p is given 

by 

(3.138) 
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Using a similar method to that above, it is possible to derive expressions for the 

incidence and normal acceleration outputs such that, 

(3.139) 

where, 

Sz is a 40 by 1 vector such that Sz<2p-l)=1 and all other elements are zero, and 

z~ is given by 

(3.140) 

such that, 

(3.141) 

Considering the output of normal acceleration, given from equation (3.134), and 

noting that from equation (3.128) 

(3.142) 

the normal acceleration measured by a sensor mounted to the structure at point p is 

given by 

(3.143) 

It is now possible to assemble the full state-space equations for the flexible aircraft 

model giving the desired outputs from the model of sensed pitch rates, incidence and 

normal acceleration. From equations (3.128),(3.138),(3.139) and (3.143) the state­

space model becomes 

(3.144) 

(3.145) 
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3.9 Verification of the flexible aircraft model 

As has been discussed earlier, the flexible aircraft model was initially provided by 

British Aerospace in a form suitable for inclusion within the flutter equation, (3.118). 

In addition, the model reduction had already been performed leading to a system 

containing 55 structural modes along with the 3 control surface and 2 rigid-body 

modes. In order to verify that the model had been converted correctly to a state-space 

environment, results from the state-space model were compared with results from 

analysis performed at British Aerospace. These comparisons examined both time and 

frequency responses of the system. It was found that the state-space realisation 

matched exact! y that of the original model as expected. 

As a further confirmation of the validity of the flexible aircraft model however, 

comparisons were made with tests results from a representative aircraft. Although 

these comparisons cannot be reproduced here, it was felt that the flexible aircraft 

model was not sufficiently representative of the real aircraft for this research. As a 

result, it was necessary to modify the state-space model, as part of this research, in 

order to achieve a more representative response. These changes involved the inclusion 

of 2 additional high-frequency structural modes along with the modification of the 

remainder of the available model. In particular, the excitation of individual modes by 

the separate control surfaces was revised. Once these modifications were completed, it 

was felt that the flexible aircraft model was sufficiently representative of a real 

aircraft. 

3.10 Conclusions 

In this chapter, all the main elements have been drawn together to generate a 

model of the flexible aircraft. Furthermore, this model has been reduced to a tractable 

size whilst still giving an accurate representation in the bandwidth of interest. Finally, 

the model has been converted to a state-space form for analysis within the MATLABI 

SIMULINK environment. 
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Chapter 4 

Investigation of Current 
Design Method 
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4.1 Introduction 

The earlier chapters have introduced the problem of aeroservoelasticity in general 

terms; discussing current design methods and assumptions. The development of a 

model of the flexible aircraft makes it possible to investigate these current methods 

further, in an attempt to identify areas where the current design methods may be 

improved. 

The following chapter makes use of the· earlier flexible aircraft model to 

demonstrate the problem of aeroservoelasticity when combined with suitable models 

of the other system components. Initially, these models of the flight control system and 

actuation will be simple linear models as is assumed in the current design 

methodologies. In later chapters, these assumptions will be analysed in more detail, 

with comprehensive models being applied for both the actuation and digital effects. 

4.2 Creation of a full system model 

4.2.1 Introduction 

In order to demonstrate the current design solution to the problem of 

aeroservoelasticity, it is necessary to develop a model of the full aircraft system. This 

model will incorporate the existing model of the flexible aircraft, with representations 

of the flight control system and actuation. Such a full system model will be developed 

in the following section. 

4.2.2 Creation of the system model 

The main elements of a typical aircraft system are as shown in Figure 4.1. The 

model of the flexible aircraft has been developed in Chapter 3, which leaves only the 

flight control system and actuator models to be added. The representation of the flight 

control system and actuation system used in the following example will be simple 

linear models. Investigation of the consequences of the true nature of the actuators and 

flight control system will be made in later chapters. 

Considering first the actuation system, in order to enable later comparisons to be 

made, the baseline actuator model will be a linear representation of the Jaguar FBW 

taileron actuator. This model is based on a linearisation of actual test results58. The 

model is 

2 
ram exten8ion (8) (I + 3.3e - 48) (1 + 3.ge - 38) (1 + 3.46e-48 + 1.1ge - 58 ) 
ram demand (8) = (1 + 3.31e -48) (1 + 1.76e - 38) (1 + 3.7ge- 38) (1 + 3.62. - 28) 

1 
x 2 2 (4.1) 

(I+3.07e-38+1.050-58) (1 +5.47e-38 +2.54.-58 ) 
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which represents the transfer function between demanded ram position and actual 

ram position. 

Pilot demand Atmospheric 
Turbulence 

d(t) 

r(t) +,(" Servo-Hydraulic Aircraft 
+ q(t) Flight Control tC' 

'( Computer - Actuation r-- Dynamic +'C Pitch rate 

Aircraft Motion 
Sensing Unit 

Figure 4.1 - Basic aircraft model block diagram 

Since the demanded control surface position is linearly related to the ram position, 

the output from the actuator model can be used to drive the flexible aircraft model 

developed in Chapter 3. The relationship between the flight control surface demands 

and actuator ram position is shown in Figure 4.2. 

FCS demanded 
control surface 
position (Radians) 

~--~~~I ____ A_c_tu_a_to_r __ ~r-----~~1 IlK 

FCS demanded 
ram position (m) 

Ram position (m) Demanded control 
surface position 
(Radians) 

Figure 4.2 - Relationship between FCS demands and actuator ram position 

For the purpose of an initial modelling exercise, the structural modes of the 

aircraft model will be neglected, leaving only the rigid-body dynamics and control 

surface dynamics within the model. 

The output of the aircraft model created in Chapter 3 has been derived as being 

pitch rate, normal acceleration and incidence. In this case, only pitch rate will be used 

as a feedback variable to the flight control laws. The sensor in the actual aircraft is 

required to measure this rigid-body pitch rate for feedback to the flight control 

computer, and in the baseline model, the sensor dynamics will be neglected. 

This leaves only the flight control laws for definition for the baseline model to be 

complete. It will be assumed that the three actuation systems required for control of 

the generic canard-delta aircraft under consideration are identical. The definition of 

the flight control system is obtained by completing a "classical" controller design on 

the baseline model, designing the controller to meet a specification set down by 
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British Aerospace. 

The basic rigid-body aircraft model as defined in Chapter 3, using aerodynamic 

derivative data from British Aerospace, describes a longitudinally unstable aircraft. 

Combined with the model for the actuation system, and assuming a fully analogue 

control system, the resulting model shows clear instability as shown in Figure 4.3. The 

response to an input of the form l-Cos(t) with amplitude of I degree on the outboard 

flaperon actuator is clearly unsatisfactory with the pitch rate building up to almost 

7000 degrees per second within the first four seconds. 
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~ 
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}-4000 
~ 
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Q. 

-&OOO~--7U5~--7---~,.75--~2--~2~.5--~3~--3~.5~--J4· 
Time (secs) 

Figure 4.3 - Actuation and flexible aircraft model uncontrolled step response 
(M= 0.8, 36000 ft.) 

A suitable control system is therefore required both to stabilise the aircraft, and 

meet the performance requirements for the system. The design of such a control 

system has been completed using "classical" design methods. It is not intended to 

reiterate the methods used here, "classical" control theory being covered adequately in 

many suitable texts56,57. 

In this case, the resulting controller, as shown in Figure 4.4, is of the proportional 

plus integral type, with phase advance filtering in the feedback path. The controller 

meets the required specifications as shown in the Nichols plot of the open-loop system 

included as Figure 4.5. The required stability-margins are defined by the boundary as 

shown. This boundary is the current stability-margin boundary as required for 

clearance of an aircraft to flight, and must not be crossed by the frequency response of 

the open-loop system. From the Figure, the performance of the control system appears 

to meets the required specification, the frequency response of the system remaining 

safely outside of clearance boundary. 

It is now possible to define the baseline aircraft system model that will be used for 

the following investigation of the aeroservoelastic process. The basic model will use 

the simplified models of aircraft structure and actuation systems as described above, 
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and incorporate the controller as specified in Figure 4.4. It should be noted that a 

negative gain in the foreplane control path is simply due to the sign conventions 

adopted by British Aerospace in the development of the flexible aircraft model. An 

overview of the full system model is included in Figure 4.6. 

The time response for the closed-loop system to a representative pilot input 

demand of form l-Cos(t) is shown in Figure 4.7. It can clearly be seen that the aircraft 

has been stabilised, with the response being satisfactory. 
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Figure 4.7 - Time response for baseline model (M=0.8, 36000 ft.) 

4.2.3 Demonstration of aeroservoelastic effects 

The baseline model as described above includes only a representation of the rigid­

body dynamics of the aircraft, and the control surface dynamics themselves. In order 

to demonstrate the effect of the inclusion of the flexible body dynamics on the stability 

of the aircraft, it is necessary to rework the aircraft model of the baseline system to 

include some of the vibrational modes of the aircraft structure. Due to the 

normalisation of the aircraft model discussed in Chapter 3, this is simply a matter of 

including in the state-space model of the aircraft those partitions corresponding to the 

desired normal modes of the structure. 

Incorporating the seven lowest frequency normal modes of the structure into the 

aircraft model, it is possible to produce a time response for the same input and flight 

conditions as were used in Figure 4.7. Comparing this time response as shown in 

Figure 4.8 with that for the rigid aircraft system shows clearly the effect of the 

structural modes on the response of the aircraft. It should be noted that in the case of 

Figure 4.8, the time base has been shortened considerably due to the presence of the 

structural instability. The response in pitch rate in Figure 4.8 shows that the result of 

the high-frequency structural mode being sensed by the flight control system is a clear 

system instability at the frequency of the structural mode. 

Examining the time responses for control surface deflection in Figure 4.8, shows 

that the high-frequency pitch rate component is being mirrored in the control surface 

deflection responses as expected. This is due to the flight control system responding to 

the high-frequency pitch rate component, resulting in the unstable response. 

The open- loop Nichols plot for this system, given in Figure 4.9, shows that the 

system frequency response now crosses the stability-margin clearance boundary at a 
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frequency of approximately 14 Hz, indicating an unsatisfactory response. The 

introduction of just a few structural modes has therefore resulted in a unstable system 

response. 
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Figure 4.8 - Time response for baseline model incorporating the first seven 
structural modes (M=O.8, 36000 ft.) 
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4.3 Prevention of the aeroservoelastic interaction 
using currently applied methods and assumptions 

4.3.1 Introduction 

The previous section has demonstrated the nature of the aeroservoelastic problem 

as applied to a basic system model. It remains to demonstrate the current method of 

the prevention of such an interaction as used by British Aerospace. The design 

assumptions as applied to the aeroservoelastic problem have been discussed in 

Chapter 2. These assumptions will now be employed in the prevention of the 
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aeroservoelastic problem for the model developed in the proceeding section. Initially, 

the current procedure will be demonstrated using the baseline system model as 

developed earlier, but with the flexible aircraft model containing all 57 of the available 

structural modes. 

4.3.2 Description of the current solution procedure 

The current solution to the aeroservoelastic problem employed by British 

Aerospace and the majority of other aircraft manufacturers, makes use of feedback 

filtering to attenuate the feedback of the sensed structural modes to the flight control 

computers. The design procedure for these filters as used by British Aerospace 

involves the determination of the required level of attenuation. This is completed 

according to the current assumptions and clearance requirements, taking into account 

the digital effects of the sensor unit and flight control computers. The design is then 

verified from a comprehensive series of ground tests. 

A fuller description of the design procedure as employed by British Aerospace is 

given in Reference 17. The design procedure will now be applied to the system model 

developed in the previous section. 

4.3.3 Production of the structural filter attenuation requirements 

The first step in the design procedure for the structural filter is to produce the 

attenuation requirements, taking into account the current assumptions and clearance 

requirements. In the case of a real aircraft design, the production of this envelope 

would rely initially on a structural model similar to that developed earlier. In addition, 

a model of the unsteady aerodynamic effects is required as discussed in Chapter 3. As 

an aircraft project develops however, the structural model can be replaced by actual 

ground test data. The production of the attenuation requirements would then rely only 

on the modelIing of the aerodynamic effects, which can be improved with flight 

testing when available. 

In this case, where ground test data of the actual aircraft is not available, the 

production of the attenuation requirements will rely on the structural model, which is 

considered to be sufficiently representative for this investigation. 

The following calculation of the structural filter attenuation requirements will be 

made assuming the system to be fully analogue, using the baseline system model as 

developed earlier. This model will incorporate the full 57 structural modes available. 

The two flight conditions available for analysis are the ground static condition, and an 

in flight condition of Mach 0.8 at 36000 feet altitude. The ground static condition 

effectively represents the servoelastic effect as discussed in Chapter 1. The in-flight 

condition is available for demonstration and analysis of the aerodynamic affect. 
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Using the system model in SIMULINK fonn as shown in Figure 4.6, for the 

ground static condition, it is possible to produce the open-loop frequency responses 

for the system for each of the three inputs to the control surface actuators. This results 

in the gain responses as shown in Figure 4.10, Figure 4.11 and Figure 4.12. 

Only the gain responses have been included initially as it is assumed that accurate 

phase infonnation is unavailable for the system. This is the current assumption used in 

the structural-filter design procedure employed by British Aerospace. The reasoning 

behind this assumption has been discussed in Chapter 2. As the phase response of the 

system is assumed to be unreliable, any frequency for which the gain is greater than 0 

db represents a possible instability. 
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Figure 4.10 - Open-loop frequency response for input to the inboard flaperon 
actuator for the aircraft system model including the full-order flexible aircraft 

model (M=O, 0 CL) 
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Figure 4.11 - Open-loop frequency response for input to the outboard flaperon 
actuator for the aircraft system model including the full-order flexible aircraft 

model (M=O, 0 ft.) 

The relative contribution of the individual control surfaces to a particular modal 
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response can be deduced from the frequency responses. For example, the mode at 

approximately 7 Hz is excited almost exclusively by the outboard flaperons. 

Examination of the modeshape reveals that it represents the first wing bending mode, 

and as such, represents a mode that should be excited in the main by the outboard 

flaperons, since these control surfaces have a greater moment arm. It is clear that in 

this case at least, the relative contributions of the three control surfaces to the 

excitation of the mode corresponds well with the real situation. 

Some of the other structural modes have been indicated on the responses of Figure 

4.10, Figure 4.11 and Figure 4.12, and as with the consideration of the first wing 

bending mode, the contributions of the each control surface input to a particular modal 

response is evident. 
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Figure 4.12 - Open-loop frequency response for input to the foreplane actuator 
for the aircraft system model including the full-order flexible aircraft model 

(M=O,Oft.) 

The above responses thus relate to the servoelastic interaction between the flight 

control, actuation systems, and the aircraft structure. The energy required to excite the 

modal responses is provided entirely by the flight control system as there are no 

aerodynamic effects. 

In order to specify the structural filter attenuation requirements for the full system, 

it is necessary to take into account the effect of the aerodynamics on the structural 

response for the aircraft in flight. In Chapter 3, it has been shown that there exists 

aerodynamic stiffness and aerodynamic damping terms in the equations of motion of 

the aircraft as a result of the unsteady aerodynamics of the vibrating structure. The 

addition of the aerodynamic terms will therefore involve a change to the response of 

the aircraft structure, with some structural modes being attenuated by the inclusion of 

the aerodynamic effects, whilst other modes may be amplified. 

It is necessary, therefore, to reproduce the open-loop responses for the aircraft 
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system for each flight condition available. The maximum envelope of these responses 

for each mode being taken as the worst case that could exist. In an actual aircraft 

design, this use of mUltiple flight conditions to obtain the maximum envelope of the 

response is combined with analysis involving changes to the configuration of the 

aircraft due to differing stores arrangements and fuel states. Each configuration will 

have an effect on the structural dynamics of the system. For example, a store with a 

high mass situated at the wing tip, will have a large effect on the wing bending mode. 

Eventually, the maximum envelope can be obtained, which represents the maximum 

gain of each structural mode for all flight conditions and aircraft configurations. In 

this case, information is only available for one flight condition apart from the ground 

static condition. 

Producing the open-loop frequency responses for the system at a flight condition 

of Mach 0.8 with an altitude of 36000 feet for inputs to the three actuator results in the 

maximum envelope corresponding to each actuator input as shown in Figure 4.13, 

Figure 4.14 and Figure 4.15. The addition of the aerodynamic effects can be seen to 

result in increased responses for several modes. This is as a result of the differing 

contributions of the inertial and aerodynamic forces on the aircraft structure. 

The maximum response envelope for each control surface actuator input has 

therefore been obtained, the ground static case being used as the baseline response for 

inter-modal frequencies. Only the response at modal frequencies are compared to 

obtain the maximum response envelope. 
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Figure 4.13 - Open-loop frequency response maximum envelope for inboard 
flaperon actuator input 

The envelopes thus represent the maximum response of the system to an input on 

each of the control surface actuators. The problem now is that, in a real flight case, the 

control system will inevitably be using all three control surfaces. As a result, the 

aircraft structure will be responding to the excitation of all surfaces together. In order 
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to obtain tbe attenuation requirements for tbe structural filters, it is necessary to 

combine the above maximum envelopes, to obtain a maximum envelope for the 

system as a whole. 
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Figure 4.14 - Open-loop frequency response maximum envelope for outboard 
ftaperon actuator input 
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Figure 4.15 - Open-loop frequency response maximum envelope for foreplane 
actuator input 

In reality, tbe structural responses to tbe three inputs will have phase differences 

associated witb tbe response, so tbat a particular modal response to, say, tbe foreplane 

input might cancel witb tbe same modal response to tbe inboard fiaperon input. 

Unfortunately, under tbe assumptions about tbe reliability of phase modelling which 

are applicable at present, such cancelling cannot be assumed when producing the 

attenuation requirements for tbe structural-mode filters. In addition, tbe current 

clearance requirements47 specify tbat all possible combinations of phase between tbe 

three signal patbs would have to be taken into consideration. Naturally, this would 

involve a significant amount of design work.. As a result, it is necessary to add 

algebraically tbe maximum gain envelopes of Figure 4.13, Figure 4.14 and Figure 
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4.15 in order to obtain the maximum envelope for the system as a whole. This 

effectively assumes the worst case, where all modal responses to the three actuator 

inputs act exactly in-phase in producing the structural response. Performing this 

algebraic addition of the individual control surface path envelopes, results in the 

maximum system gain envelope as shown in Figure 4.16. This envelope thus 

represents the maximum modal response of the aircraft for all flight conditions, 

assuming in-phase addition of the signal paths corresponding to the three actuator 

inputs. 
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Figure 4.16 - Maximum open-loop modal response envelope for full flexible 
aircraft system model. 

The final step in defining the attenuation requirements for the structural filters is to 

specify the maximum allowable open-loop gain for the structural modes. 

Current clearance requirements as specified by British Aerospace demand an 

open-loop structural mode gain of no greater then -9 dB. Theoretically of course, this 

level would be set at 0 dB, only structural modes with a gain of greater than 0 db being 

amplified around the loop. Due to safety margin requirements, and uncertainty in the 

accuracy of structural and aerodynamic modelling however, the present requirement 

of -9 dB must be met. This maximum gain boundary is indicated in Figure 4.16, and it 

can be clearly seen that many of the structural modes exceed this boundary. 

4.3.4 Design of the structural-mode filters 

In the above section, the attenuation requirements of the structural-mode filters 

have been developed following the current design procedure used by British 

Aerospace. In order to satisfy these requirements it is necessary to design structural­

mode filters to be placed within the control system, such that the structural modes are 

attenuated where required around the system loop. 

The design of these filters is restricted however by several factors. One of these is 
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the limitations on the rigid aircraft stability-margin boundary. From Figure 4.5, which 

represents the open-loop Nichols plot for the rigid-body aircraft combined with the 

flight control system and actuator models, the frequency response of the basic aircraft 

is close to the stability-margin clearance boundary. Excessive phase lags introduced 

by the filters could result in the response of Figure 4.8 being shift too far to the left, 

resulting in a violation of the clearance boundary by the frequency response. It is clear 

that there is a limit on the effect of the structural-mode filters on the rigid-body 

frequency response of the aircraft. As a result, the design of the structural filters has to 

be a balance between achieving the structural-mode attenuation requirements and 

satisfying the clearance requirements for the rigid-body aircraft. In addition to these 

limitations, the structural filters must be of minimum order, and be implementable in a 

real system. The balance of all these elements must be made in the design of the 

structural-mode filters. 

The limitations on the implementation of the filter result from practical experience 

gained in the implementation of flight control systems 18. The limitations in the case of 

second-order filters of the form 

1 +as+ bs' 

1 + cs + ds
2 

(4.2) 

are that the damping of the numerator must be greater than approximately 0.007, and 

that the difference between the s2 terms in the numerator and denominator must be 

greater than 2%. These limitations are based on experience of filter implementation 

gained by British Aerospace. Combining these limitations and requirements, it is 

possible to design suitable structural-mode filters. 

From Figure 4.16, the attenuation requirements for the structural-mode filters can 

be considered as having two main elements. Firstly, the attenuation required for the 

three main modes below 20 Hz, and secondly, the attenuation of the remaining modes 

above 20 Hz. An advantage of this approach is that the break frequency of the low­

pass filter is maximised. This has the effect of minimising the phase lag introduced by 

such a low-pass filter, which tends to make up the majority of lag introduced by the 

structural-mode filters as a whole at low-frequencies. This results in the need to design 

four structural-mode filters; three band stop filters to attenuate particular low­

frequency modes, and a low-pass filter to attenuate the remaining structural-modes. 

First, consider first the design of the bandstop filters. The initial step is to identify 

the frequencies that need to be attenuated, and then to decide on the level of 

attenuation required. 

For the full-order system model, the frequencies at which the bands top filters need 

to be centred can be read from Figure 4.16. A more accurate specification can be 
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obtained from an eigensolution of the flexible aircraft model. In this case, the centre 

frequencies ofthe three bandstop filters are; 

44.9 rads/sec = 7.15 Hz (First wing bending mode) 

101.2 rads/sec = 16.11 Hz (Foreplane bending mode) 

92.9 rads/sec = 14.79 Hz (Fuselage bending mode) 

Considering the first these three filters, it is possible to design a suitable filter 

using the MATLAB signal processing toolbox. The filter is based on a Butterworth 

analogue low-pass filter prototype converted to a second-order bandstop filter of 

bandwidth 7 rads/sec using the appropriate toolbox comrnand59• The bandwidth of the 

filter is chosen so as to control the attenuation of the filter. After suitable corrections to 

meet the implementation considerations given earlier, the resulting filter can be 

represented by the transfer function 

2 
G () = s +0.65s+2018 

sfl s 2 
S + 7s + 1976 

(4.3) 

which corresponds to a frequency response as shown in Figure 4.17. 

From Figure 4.17, the attenuation of the filter to a signal of frequency 7.1 Hz is 

evident The resultant penalty in terms of additional phase lag at rigid-body 

frequencies is clearly visible in the phase response of the filter. One point to note is 

that in reality, with the differing aircraft configurations and fuel states being taken into 

account, it may be necessary to produce a filter with a wider notch than that shown in 

Figure 4.17. This is due to the frequency of a particular structural mode changing 

slightly for different fuel states and configurations. 

The same approach can be applied to the design of the remaining two bandstop 

filters. A centre frequency of 101.2 rads/sec and bandwidth of 20 rads/sec for the 

second filter and a centre frequency of 92.9 rads/sec and bandwidth of 10 fads/sec for 

the final bandstop filter satisfies the requirements. The transfer function of the second 

and third bandstop filters are given by 

2 

G () = s + 1.42s+ 10240 
sfl s 2 

S + 20s + 10450 
(4.4) 

2 

G () =s+1.3Is+8630 
sf3 s 2 

S + 10s +8810 
(4.5) 

Combining the magnitude frequency responses of the three bandstop filters 

defined in equations (4.3),(4.4) and (4.5) with the attenuation requirements of the 

aircraft system as defined in Figure 4.16, results in Figure 4.18. This represents the 

attenuation requirements of the remaining low-pass filter assuming that the three 

bandstop filters have been applied to all signal paths. 
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Comparing Figure 4.16 with Figure 4.18 reveals the effect of the three bandstop 

filters on the maximum envelope response of the system.The three main modes below 

20 Hz have been attenuated significantly. The inability of the second two bandstop 

filters to attenuate the two modes at 17.79 and 16.10 Hz to below the required level is 

intentional. The Iow-pass filter will provide additional attenuation of these modes as a 

result of its attenuation of the modes at a frequency of approximately 20 Hz. This 

effect will be visible in later results. 

Considering the design of the Iow-pass filter, it is possible to design a suitable 

filter using the MATLAB signal processing toolbox, basing the design on a fourth 

order Chebyshev type IT analogue Iow-pass prototype59. This prototype allows 

specification of the amount of attenuation in the stop band. In this case, after several 

iterations, the break frequency was chosen as 122 rads/sec (19.42 Hz), with a stop 

band attenuation of 26.5 dB, resulting in a fourth order filter which satisfied all 

requirements. The need to interate the design of the filter to obtain the best 

specification in terms of phase lag and attenuation highlights the need for some form 

of optimization of the filter design process. 

In order to allow the implementation of such a filter, it was factorised into two 

second-order filters. Each of these second-order components was corrected to meet 

the limitations set out earlier. The resultant filter which meets all requirements can be 

described by the transfer function 

2 2 
G () _ 0.046 (s + 4.47s + 101630) (s + \.85s + 17437) 

sf4 s - 2 2 
(s + 186s + 11363) (s + 49.9s + 7380) 

(4.6) 

The frequency response of the above filter is as shown in Figure 4.19. Comparison 

of the two frequency responses shows that the Iow-pass filter introduces a much 

greater phase lag than the band-stop filters. Compare for example, a phase lag of 25.3 

degrees at 3 Hz from the Iow-pass filter with a total of 7.3 degrees at the same 

frequency from the three band-stop filters. Clearly, there is a major advantage to be 

gained by maximising the break frequency of the Iow-pass filter, since this component 

makes the largest contribution to the phase lag created by the structural-mode filters. 

Implementing all of the structural-mode filters results in the maximum open-loop 

magnitude response for the system as shown in Figure 4.20. From the figure, it can be 

seen that the required structural-mode attenuation has been achieved. 

Assuming that the filters will act on all signal paths, it is possible to produce the 

time response of the full flexible aircraft system to a pitch stick demand signal similar 

to that used in Figure 4.8, the results being as shown in Figure 4.21. Clearly, the 

response is now satisfactory. 
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Figure 4.21 - Time response for full-order flexible aircraft system with 
structural-mode filters (M=0.8, 36000 ft.) 

Examining the effects of the structural-mode filters on the frequency response of 

the aircraft at rigid-body frequencies, the open-loop Nichols plot for the system 

incorporating the structural-mode filters is as shown in Figure 4.22. It can be seen that 

although the structural-mode filters have added significant phase lag to the system, the 

aircraft system still satisfies the clearance boundary requirements. The results as 

shown above were calculated for the case where all structural filters are in the 

feedback path, such that they act on all three signal paths. It would be possible 

however to take the contribution of each signal path toward a particular mode into 

consideration when designing the filters, such that the filter for a particular mode is 

only placed in the relevant path. This would reduce the phase lag introduced into the 

system as a whole. It can be seen however that all control surfaces play a small part in 

the excitation of each mode, so care would have to be taken when designing 

structural-mode filters for particular signal paths. Such an approach would also 

increase the complexity of the flight control system. 
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Figure 4.22 - Open-loop Nichols plot showing error signal stability-margins for 
aircraft system at rigid aircraft frequencies incorporating structural-mode filters 

(M=O.8, 36000 ft.) 

4.4 Conclusions 

The problem of aeroservoelasticity has been demonstrated and the current method 

of solution examined. It is clear that the design of suitable structural-mode filters is a 

complex process as a result of the many conflicting requirements. Although the 

example system used here is relatively simple in that only two flight conditions are 

examined, it demonstrates the level of conservatism in the current design process. 

In the following chapters, some of the assumptions applied in the filter design 

procedure wiJI be examined. In addition, the assumptions regarding the linearity of the 

system will be discussed. 
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Chapter 5 

Digital Sampling Effects 
and Sensor Modelling 
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5.1 Introduction 

In recent years, the flight control systems of aircraft have made an increasing use 

of digital computers for the processing of the flight control algorithms. This use of 

digital systems introduces a new element to the aeroservoelasticity problem. In some 

cases an aeroservoelastic interaction has occurred in the digital system when the 

analogue equivalent would show no such interaction 15. The problem occurs because 

the flexible aircraft structure may contain structural-modes whose frequency is above 

the Nyquist frequency, resulting in aliasing of the response to within the bandwidth of 

the flight control system 14. 

This chapter develops the background to digital effects in the context of the 

aeroservoelastic problem, and uses this material to achieve a greater understanding of 

the overall interaction. In particular, consideration will be given to a situation whereby 

the system plant contains modes above the Nyquist frequency as may be the case in an 

aeroservoelastic system. 

In order to assess the impact of the digital nature of the control system on the 

aeroservoelastic problem, it is necessary to consider the three main elements as shown 

in Figure 5.1. 

Digital Effects 

I I 
Sampling Zero-order-hold Sensor 

Effects Effects Dynamics 

. Figure 5.1 - Elements of the digital flight control system 

5.2 Analysis of the sampling process 

5.2.1 Introduction 

The use of digital computers in modem aircraft to process the flight control 

algorithms introduces an additional factor into the aeroservoelastic problem. In order 

to understand the effect of the digital nature of the system in general, it is necessary to 

first obtain an insight into the sampling process itself. 

The following section will examine the sampling process as highlighted in Figure 

5.2, whilst paying particular attention to its effect on the aeroservoelastic interaction. 
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Digital Effects 

Effects 
Sensor 

Dynamics 

Figure 5.2· Elements of the digital flight control system: sampling effects 

5.2.2 Mathematical analysis of the sampling process 

The mathematical theory of signal sampling has been discussed in many texts60• 

62. but it is worth giving an overview of the analysis in a form more dedicated to the 

problem of aeroservoelasticity. 

The sampling of a continuous signal is often ideally represented by the amplitude 

modulation of a unit impulse train60. The unit impulse train is defined as a train of unit 

area impulses at the sampling frequency. T. as shown in Figure 5.3. 

O-r(t) 

o T 2T 3T 4T 5T 6T 7T 8T t 

Figure 5.3· Unit impulse train. 

As the unit impulse train is a periodic function of frequency 27t1T. it is possible to 

express the unit impulse train as a Fourier series. such that 

(5.1) 
k=- n=_ 

where the Fourier coefficients are given by. 

T 
2 :in(2",) 

c.=H&r(t)e- T dt (5.2) 

T 
-;: 

so that in this case. 
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T 
'2 ~ . (2.,) 

1 f -In -
Cn = T I, 5(t-kT)e T dt (5.3) 

T k=-
2 

Since the only part of the impulse train that exists within the integral range is the unit 

impulse at t=<>. the equation (5.3) reduces to 

(5.4) 

In order to evaluate this integral. it is necessary to make use of a property of the 

unit impulse known as the sifting property60. This can be expressed as 

f f(t)5(t-T) = f(T) (5.5) 

Applying this result to equation (5.4) gives 

(5.6) 

It is possible therefore to express the unit impulse train as 

(5.7) 
0=-

Consideration of the above result reveals that the impulse train can be considered 

as an infinite sum of harmonically related cosine waves. This is the case since the 

impulse train is an even function which results in the sine terms in the expansion of 

the exponential term in equation (5.7) cancelling out. 

If thought is given to a sum of harmonically related cosine waves. then it becomes 

clear that the waves will reinforce at t=<>.T.2T •... nT. whilst cancelling out at all other 

time points. with the result that an impulse train will be produced if sufficient 

harmonics are added to the primary component. Now that an expression has been 

derived for the unit impulse train. it becomes possible to obtain expressions to 

describe a sampled signal. 

As mentioned above. the sampling process can be considered to be the amplitude 

modulation of an unit impulse train by a continuous waveform. Therefore. the impulse 

train can be considered to be a carrier signal which is modulated by the continuous 
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signal. 

_r_(t_) ~) r*(t) ~ I ZoH 
y(t) 

Figure 5.4- Block diagram of basic sampler and zero-order-hold 

For a digital system as shown in Figure 5.4, the sampled signal can be expressed 

as 

1 00 je;n)t 
r*(I) = T L r(l)e (5.8) 

n=-_ 

Consider the Fourier transform of the sampled signal, which can be defined as 

R* (jOl) = r* (I) e dl f -j<Ot (5.9) 

Substituting equation (5.8) into the above equation results in 

(5.10) 
_0=-

Rearranging the order of the integration and summation, results in 

(5.1 I) 
11=---00 

Denoting the Fourier transform of the continuous signal as 

.1{r(t)} = R(jOl) = f r(l) e-j"'dl (5.12) 

and noting that according to the frequency shift theorem 

.1{ eO'r (I)} = R (jOl - a) (5.13) 

then the spectrum of the sampled signal can be defined as 

-
R*(jOl) = ~ L R(jOl-jnOl,) (5.14) .. -

where COs is the sampling frequency. 

It can be seen from equation (5.14) that in terms of a given continuous signal 
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spectra, ROm), the sampling process results in a spectra with an infinite number of side 

lobes. Each lobe is an attenuated version of the continuous signal spectrum centred on 

integer values of the sampling frequency. 

The resulting process can be represented diagrammatically as shown in Figure 5.5. 

IR(jm)1 

1 

o m 

Iff 

m 

Figure S.S· Frequency spectra of arbitrary continuous and sampled signals 

For a given spectra of a continuous signal, it is possible to derive the spectra of the 

sampled signal. Although the above result has been derived assuming perfect 

sampling which implies the width of the unit impulses is infinitely small, a similar 

procedure can be followed for a unit impulse train with finite pulse widths60• 

The importance of this derivation is that it demonstrates the production of an 

infinite number of high-frequency signals by the sampling process. In an 

aeroservoelastic system for example, the sampled nature of the control system will 

result in high-frequency signals at the actuator input. This fact will be demonstrated 

later in the chapter. 

5.2.3 Sampling of a sinusoidal input signal 

So far, the theory has been derived in a general sense, with no specific form of 

input signal being considered. However, in the field of control system design the input 

signal considered is often a sinusoid. To apply the above theory to the design of 

control systems, it would be useful to obtain the frequency spectra of an arbitrary 

sinusoidal input signal. 

The basis for the following derivation can be found in reference 62, which 

calculates the frequency spectra for an arbitrary sinusoidal input signal of the form 

r(t)=ACos(mo+4l). The derivation will be included here for completeness. 
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Expressing the input signal as a sum of exponential terms gives 

Al jOJoc+j41 -ja>ot- j+) 
r(l) = 2" e +e (5.15) 

Applying the derivation of the Fourier transform gives 

(5.16) 

which can be rewritten as 

(5.17) 

Consider now the sifting property of the impulse function as described earlier, 

which can be represented by 

(5.18) 

The inverse Fourier transform for an arbitrary signal f(t) can be defined as 

(5.19) 

which, if f(t)=o(t) and F(jro)=I, enables the unit impulse function to be expressed as 

(5.20) 

-
so that by applying a change of variable and rearranging, an impulse in the frequency 

domain can be expressed as 

(5.21) 

Applying this result to the expression for the frequency spectra of the sinusoidal 

signal as shown in equation (5.17) results in 

(5.22) 

and since the impulse function is an even function, the spectra can be expressed as 
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(5.23) 

which represents two impulses in the frequency domain at frequencies of 000 and -000 

of intensity reA and phase ~ and ~ respectively, where the phase angle, ~, is with 

respect to a cosine wave input signal. 

Diagrammatically, the spectrum for a sinusoid can be represented as shown in 

Figure 5.6 below. 

-000 000 00 

(ROw) 

~ ~ . , .. 

-wo 

Wo 00 

~ 

Figure 5.6 - Frequency spectrum for sinusoidal signal 

The above spectrum therefore represents the frequency content of the continuous 

signal r(t) in Figure 5.4. From equation (5.14), itis possible to construct the frequency 

spectra of the sampled version of this arbitrary sinusoidal input signal, which can be 

expressed mathematically as 

(5.24) .. -
This can be represented diagrammatically as shown in Figure 5.7. From the diagram, 

it can be seen that the spectrum of the continuous signal has been repeated at intervals 

of the sampling frequency resulting in an infinite number of spectral lines. 

Consider the spectral lines of the primary component in Figure 5.7. For this 

component, it is clear from the above derivation that the two spectral lines in the 
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frequency domain represent a sinusoidal signal in the time domain of amplitude AJr 

and phase cI>. The primary component of the sampled input signal can therefore be 

represented by 

. 
~ .... .. .I ......... , , , , , , , , 

, , , , , 
: 
: -COs -Olx , , 

........ " .. _ ........... _-_. 

IR*(jOl)1 

, 
_._.J ______ _ , , , , , , , , 

Figure 5.7· Frequency spectrum for sampled arbitrary sinusoid 

(5.25) 

Ol 

Ol 

Consider the secondary component spectral lines at frequencies of Olx and -Olx' 

where 0\ = Ols-COo as shown in Figure 5.7. It can be seen from the earlier derivation 

that the spectrum of this secondary component signal will represent a sinusoidal signal 

of amplitude AJr, frequency Olx and phase -4>. This component signal can be 

represented by 

(5.26) 

Extending this method, it is possible to obtain an expression for the sampled 

signal, r * (t) as shown in Figure 5.4, giving 

r* (I) = $( cos (COol +~) + i cos ( {nco. - coo} I-~) + cos ( {nco, + coo} t +~) ) 
•• 1 

(5.27) 

The sampled signal can be considered to be made up of an infinite number of 

harmonic components of identical amplitude and with phases alternating between cl> 
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and -<jl. 

This derivation highlights the generation of high-frequency aliases of the primary 

input frequency by the sampling process. Clearly, these high-frequency aliases would 

have the potential for excitation of the aircraft structure if they are not sufficiently 

attenuated by the zero-order-hold and actuator dynamics. 

5.2.4 Aliasing 

Consider now the situation where the frequency of the continuous signal is greater 

than half the sampling frequency. Consequently, the secondary component spectral 

lines at a frequency of Olx in Figure 5.7 would be at a frequency lower than the 

continuous signal. This is representative of the aliasing of a high-frequency signal by 

the sampler. In the case of an aeroservoelastic system, where a high-frequency 

structural-mode could be beyond the bandwidth of the control system, such aliasing 

could result in an unstable response as a result of the digital nature of the control 

system. Further consideration of the aliasing of high-frequency structural response 

will be given later in the chapter. 

5.3 Effect of the zero-order-hold 

5.3.1 Introduction 

The previous section has developed in some detail the theory relating to the 

sampled nature of the control system. The most important points to note are that high­

frequency component signals are introduced within the system, and that the aliasing of 

high-frequency response to within the bandwidth of the flight control system is 

possible. 

As the interface between the sampled and continuous elements of an 

aeroservoelastic system, the zero-order-hold represents one of the three main 

components of the digital system as highlighted in Figure 5.8. 

Sampling 
Effects 

Digital Effects 

Sensor 
Dynamics 

Figure 5.S - Elements of the digital flight control system: zero-order-hold effects 

The following section will analyse the effect of the zero-order-hold function on the 

components of the sampled signal, enabling the components of the output signal from 
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the zero-order-hold to be predicted. 

5.3.2 Transfer function of the zero-order-hold 

The transfer function of the zero-order-hold block can be derived (reference 62) as 

which can be expressed as 

This can be rewritten as 

G (
.) l_e-jmT 

ZOH JOO = ~.;-­
JOO 

( 

.roT . roT) .wT J- -J-
_ -JT e 2 _ e 2 2j 
- e 2j joo 

T' ooT 
.Cl) Stn-

-JT 2 
GzoH (joo) = Te 

ooT 
2 

T 

-20> s -<Os o 

o 

-1t 

(5.28) 

(5.29) 

(5.30) 

.. ~ .. .. .. .. .. .. .. .. .. .. .. .. .... ..................... .................... .................... .. ...... .. 

Figure 5.9 - Frequency response of Zero-order-hold function up to twice the 
sampling frequency 

The frequency response of the zero-order-hold function can be represented on a 
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Bode plot as shown in Figure 5.9. This frequency response may be applied to the 

component signals of the sampled sinusoidal input, resulting in the component signals 

of the zero-order-hold output signal. 

It is possible therefore, to express the zero-order-hold output signal as a sum of 

weighted harmonic component signals as given by 

y(t) = f(roo)cos(root+$- ro~T)+ If(nOl.-roo)Cos( (nro,-roo)t-$-7t+ rof) 
•• 1 

+ If(nro.+roo)Cos( (oro,+roo)t+$- Ol~T) (5.31) 
•• 1 

where the amplitude of each component is given by the frequency dependent function 

f(Ol) 

. roT 
SID­

= A __ 2_ 
roT 
2 

(5.32) 

A simple way to visualise the effect of the sampling and zero-order-hold on the 

sinusoidal input signal is to consider the input signal of form r(t)=Acos(root+<!» as 

being represented by an amplitude and phase diagrams as shown in Figure 5.10. 

From the earlier theory, it is clear that the sampling of this arbitrary sinusoid will 

result in a signal whose components can be represented as shown in Figure 5.11, 

which is a diagrammatic representation of equation (5.27). 

Amplitude 

A ---

o~~---------+------------+-----------~~~ 
0) 

Figure 5.10- Representation of continuous time sinusoidal input signal 
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Figure 5.11 - Representation of sampled sinusoidal input signal 

Applying the zero-order-hold response to each of these signal components results 

in the components of the zero-order-hold output, which can be represented as shown 

in Figure 5.12. It is possible, therefore, to determine the amplitudes and phases of the 

component signals that make up both the sampled input signal, and zero-order-hold 

output signal. 

Amplitude 
A···· 

o 

o 

"'~ . 
..•... 

'-"~'" 

Phase 

"', 

.••. ''', 

____ $-<OoT12 

----------

... ~ ... 
.. ~ ...... 

.. ~~.. . ...... . . .... 
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I I 
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I I 

-4>-1t-l'OloT/2 I 
I I 
I I , . 

Figure 5.12- Representation of Zero-order-hold output signal 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

As an example, consider an arbitrary sampled sinusoid as shown in Figure 5.13 
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being sampled with a sampling frequency of 10 Hz. The true analogue version of this 

sampled signal, as would be created downstream of the zero-order-hold is as shown in 

Figure 5.14. 

Using the earlier results of Fourier analysis as applied to sampled signals, it is 

possible to generate the components of the sampled signal, which can then be used to 

reconstruct the zero-order-hold output signal. There are an infinite number of these 

components, but it is possible to obtain a reasonably accurate reconstruction of the 

signal from relatively few components. Figure 5.14, shows a reconstruction of the 

zero-order-hold output signal using only five of the theoretical component signals. It 

can be seen that even with relatively few components, the reconstructed signal is a 

reasonable match to the actual signal . 
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Figure 5.13 - Original and sampled version of arbitrary input sigual 

1r-----~~~~--_,--------r-------~-------, 

....... ,;;:/] .. :~'.':'\ .... ~ ' ........ A.:ctu.altef():?rd.er:~ol~o~lJ>ut. si~nal 
0.8 

.... ,.: ... __ ...... l ........... ~':': .......................... j ................. ~ ................. . 
::: ,~.<.. . ....... : ............ >.:. ,.~ .1\...: ............. .. , ............. . 

'" 0.2 .. v .. ~ ........... ; .................. <.:, ................ : ................... : ............... .. 

I 0 ... ~ ..... ), ................. L,: .. \:.. .. ~ . . ·········1···· .. ··········· ·l········ .. ··.>·:·~·· 
-0.2 ................ r- ................. r" .:\;;:;,,:............... ......... :C 

-0.4 :'::::::::.: :u~s'~in: ~g~ ~ii'~truv: :e: 'cc' ~o' m:' :po~;~n~it.·n· '(s'::: ::::: ":<: ...... :..................:. .. .:':-' v 
-0.6 '-' ...... · .... · .. · .... r .. :.:.:-:· .. · 

-0.8 ············· .. ···f··············· ··1·················· ':'>::::.. \ ... :~.::.f': ..... . 
-10 0.2 0.4 0.6 0.8 1 

Time (secs) 

Figure 5.14 - Actual and reconstructed Zero-order-hold output sigual 

The importance of this derivation is that it demonstrates that the digital nature of 
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the control system results in an infinite number of high-frequency components in the 

output signal of the zero-order-hold. Since it is this signal that drives the actuators, 

which in turn excite the aircraft structure, the potential for excitation of a structural­

mode is clear. Importantly, however, it has been shown that the zero-order-hold 

provides a high-level of attenuation to these high-frequency signals, demonstrating 

that this attenuation should be taken into consideration within any analysis of a digital 

aeroservoelastic system. 

5.4 Sensor modelling 

5.4.1 Introduction 

The role played by the sensor in the aeroservoelastic problem has already been 

discussed in some detail in Chapter 2, with the need for accurate modelling of the 

system being identified. In this section a suitable model of a typical sensor is 

developed, forming the third of the additional elements introduced by the digital 

nature of the control system as shown in Figure 5.15. 

Sampling 
Effects 

Digital Effects 

Effects 

Figure 5.15 - Elements of the digital flight control system: sensor dynamics 

In modern aircraft, the primary flight control sensors are generally rate gyros 

located in a single unit within the airframe of the aircraft, neglecting any multiplexing 

of the unit for reliability reasons. This unit, the Aircraft Motion Sensor Unit (AMSU) 

will generally consist of a set of laser ring gyros and the associated power and signal 

processing units. It is this unit which senses the structural response of the aircraft in 

addition to the rigid-body dynamics of the aircraft, passing the sensed rates to the 

flight control computers for processing of the flight control algorithms. 

5.4.2 Modelling of the digital aircraft motion sensor unit 

In this case, the aircraft motion sensor unit is a digital system as shown in Figure 

5.16. The aircraft response is sensed by laser gyros, one rate gyro being aligned in 

each aircraft body axis. The output from the rate gyros is then sampled before input to 

the signal processing system. This system averages out the response of the rate gyros 

before passing the result to the flight control computer via a voting/monitoring 

system. 
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~ Rate I X --.J Signal LX -4X Voter X J-. 
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Aircraft motion sensor unit Flight control computer 

Figure 5.16 - Block diagram of the aircraft motion sensor unit 

Neglecting the voting/monitoring process as having little if no effect on the system 

dynamics under normal operating conditions, and assuming that the rate gyros are 

capable of perfectly sensing the aircraft response, it is possible to obtain a model of 

the aircraft motion sensor unit by considering the signal processing unit alone. 

A timing diagram representing the signal processing interface between the rate 

gyros and flight control computer is included as Figure 5.1763, where the 

computational time delay of the averaging process has been neglected. 

From Figure 5.17, the signal processing within the aircraft motion sensor unit 

takes an average of 24 of the 2048 Hz gyro output samples. The result is then output at 

a frequency of 512 Hz. The flight computer samples these AMSU output signals at a 

sampling rate of 160 Hz for the voting/monitoring system, the flight control 

algorithms being executed at a sampling rate of 80 Hz. 

The averaging process of the AMSU can be expressed as a z-domain transfer 

function 

-I -2 -3 -4 -23 -24 
C(z) = (z +z +z +z24 + ... +z +z )R(z) 

which can be expressed as 

C 
-(z) 
R 

(5.33) 

(5.34) 

Neglecting the sampling effects of the 2048 and 512 Hz sampling. it is possible to 

produce a frequency response for the AMSU as shown in Figure 5.18. This can be 

thought of as the frequency response for the AMSU from aircraft response to sensor 

output under the assumptions made at present. 
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Figure 5.18 - Frequency response for Aircraft motion sensor unit 

Comparing Figure 5.18 with the frequency response of the zero-order-hold as 

shown in Figure 5.9 demonstrates that the sensor sampling can be considered as a 

zero-order-hold process operating at a sampling frequency of approximately 85 Hz. 

This can be seen from Figure 5.18, where the gain response for a 85.3 Hz zero-order­

hold has been included. 

It is clear that the under the assumption made above, the sensor dynamics can be 

represented by the averaging z-domain transfer function as given in equation (5.34), 

producing the gain response as shown in Figure 5.18. Naturally, there will be a 

computational time delay produced as a result of the digital averaging of the rate gyros 

output signals, but in addition to this delay, there exists a time dependent 

"asynchronous delay" as a result of the difference in sampling rates between the 

AMSU output and flight control computer input. For simplicity, these computational 

delays will be neglected in this case. It should be noted however that such delays will 

cause additional phase lags within the system and should be taken into account in the 

initial flight control system design. 

5.5 Application of digital effects to a typical system 

5.5.1 Introduction 

The ability to calculate the magnitude and phase of the components of both the 

output of the sampler and the output of the zero-order-hold is very useful as a means 

of analysing the propagation of signals through a typical linear system under the 

control of a digital controller. In the case of a typical aeroservoelastic system, where 

the plant may show significant response at frequencies above the Nyquist frequency, 

these effects are of particular concern. 
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The following section will demonstrate the application of the earlier results to a 

example typical of an aeroservoelastic system. 

5.5.2 Application of digital effects to an aeroservoelastic system 

Consider the block diagram for a typical aeroservoelastic system as shown in 

Figure 5.19. 

,--------------------------------, 
pCt): ... /Ct) r*ct) : r(t) c(t) 

:-x + Fl,·ght Control I 
--:.--" _ I Linear Actuator and 1---,--

T Laws I Aircraft Model 
I 
I 
I 
I 
I 

____________ ~:_:=: _________ ~:~~::~~::~:~'~~i--~ 
Digital Flight Control Computer Digital Sensor 

Figure 5.19· Signal flow diagram through analogue linear system 

Here, the input to the system, r*Ct), can be considered as being the output from a 

digital controller, prior to the zero-order-hold block. 

Consider that the output from the zero-order-hold block, rCt) is the input to a linear 

plant. Since the plant is linear it is possible to derive the amplitudes and phases of the 

components of the plant output signal, cCt), from the components of the plant input 

signal, rCt). 

In most cases, the linear plant would be Iow-pass in nature, resulting in the 

attenuation of the high-frequency components. This is not the case in an 

aeroservoelastic system however, where there may be significant system response at 

high-frequencies. In particular, there may be structural-modes beyond the Nyquist 

frequency. 

In the case of an aeroservoelastic system and in fact for all closed-loop digital 

systems, the output of the plant will be sampled for feedback to the digital controller 

as in Figure 5.19. Neglecting any sensor dynamics, and assuming that the sampling 

frequency remains the same as for the initial controller sampler, then it is possible to 

derive the component signals of c *Ct) in Figure 5.19. Importantly, the sampling of the 

plant output signal will result in the aliasing of all of the component signals on to the 

frequency of the original continuous signal. To examine the effect of foldback more 

carefully, consider the frequency spectrum for a plant output signal as represented by 

Figure 5.20. Such an output signal spectra would be typical for the case of a primary 
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input signal of frequency OJo. In addition, suppose that the plant itself possessed a 

structural-mode at the frequency OJ,. This would result in a significant component in 

the output signal at that frequency. 

The theory leading to equation (5.14) shows that after sampling, the spectrum of 

the sampled plant output signal can be derived from that of the continuous input signal 

by repeating the continuous spectrum at integer multiples of the sampling frequency, 

and attenuating the resulting spectrum by Ifi'. This process has been demonstrated in 

Figure 5.5. If the continuous signal spectra contains elements at frequencies greater 

than half of the sampling frequency, then each of the lobes in the sampled version will 

interfere. In this case, where the spectrum of the continuous signal extends over an 

infinite bandwidth due to the initial sampling, the individual spectra centred on 

multiples of the sampling frequency will all interfere, and it is this interference that 

results in the aliasing of the response. 

For this example, consider the spectrum as shown in Figure 5.20, but centred on the 

frequency OJs' In this case, the spectral line at -OJ, in the original spectrum would fall 

on to that at 0J0 on the spectrum centred at co=O. The same effect would apply for the 

spectrum centred at -OJs where the spectral line at OJ, on the original spectrum would 

fall on to that at -0J0 on the spectrum centred at co=O. This would also be true for the 

spectral lines at 0J0 and -0J0 being shifted to fall on those at OJ, and -OJ,. 
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Figure 5.20- Frequency spectrum for example plant output signal 

Repeating this consideration for an infinite number of secondary spectral lobes 

would thus result in the frequency spectrum of the sampled signal The primary lobe 

(and hence all other secondary lobes) would be given by a combination of the 

component spectral lines shown above. 

In this case, the spectral line located at a frequency of 000 would be given by a 

phasor combination of those in the continuous spectrum at OOo,-m) and m2 with 

attenuation by the factor Iff. Thus the sampled signal spectrum would be as shown in 

Figure 5.21, where the component magnitude and phases are given by 

I 
............ to .... 

I 
I 
I 
I 
I 
I 
I 
I 

I 
I 
I 
I 

-COz-q. 

+ le'(jm)I 

1tD/~ .. ...................................................... .. 

--(()o 

y 

I .. .. .. ," .... 
I 
I 
I 
I 
I 
I 
I 
I 

I .................................................................. r .... 
I 
I 
I 
I 

I m. COz 
I 
I 
I 
I 

Figure 5.21 - Sampled example plant output frequency spectra 

(5.35) 

-" 

From classical stability considerations, any component of the input signal, c'(t), 

that is amplified around the loop may result in an unstable oscillation at that 

frequency. If r' (t) was representative of an input signal at frequency 000, then the zero­

order-hold output signal, r(t) would contain components of frequency 000, m), Olz etc. 

Assuming that the actuator is operating within its linear region, then the earlier 

considerations apply, enabling the components of the plant output signal, c(t) to be 

derived. If the plant has a structural-mode at one of the component frequencies then 
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the plant output signal could contain a significant contribution from one of the high­

frequency components. 

After sampling of the plant output signal, all signals present at frequencies higher 

than the Nyquist frequency will be folded back onto the primary frequency range. In 

this case, since the plant is assumed linear, all of the frequencies present in the output 

signal will be aliases of the primary input signal frequency. Hence all components will 

fold back on to the primary signal frequency. It is possible therefore to obtain an open­

loop frequency response for the system taking into account the sample and hold 

effects. 

From the above diagram, it is clear that the closed-loop stability of the system 

depends on the frequency response between signals r*(t) and /(t). By examining the 

gain and phase changes between the primary components of these two signals, the 

open-loop frequency response can be deduced. 

In terms of the aeroservoelastic system, it is possible to obtain the open-loop 

frequency response for the "analogue" system from a combination of the frequency 

responses of both the plant and the zero-order-hold function. The r~sulting "analogue" 

system frequency response can then be aliased on the Iow-frequency range to take 

account of the sampling effects, observing the fact that the components of frequency 

nws-wo should have their phase negated prior to combination with the primary 

component. 

Clearly, it would be possible for a plant with resonant modes of frequencies above 

the Nyquist frequency to cause a system instability as a result of the digital 

implementation of the control system. It is necessary therefore to take all digital 

effects fully into account when assessing the stability of the system. Theoretically, this 

would entail accounting for all signal components in the input to the plant. As has 

been shown earlier, attenuation of signal components as a result of the zero-order-hold 

frequency response and, more significantly, of the plant itself, means that most high­

frequency components can be neglected. This is obviously dependent on the 

frequency response of the plant being Iow-pass in nature which is the case for most 

engineering dynamic systems, but not necessarily the case in the aeroservoelastic 

system. 

It is necessary therefore to assess the effect of the plant and the zero-order-hold on 

the higher frequency input signal components, it being possible to neglect those 

components which are attenuated to a suitable level. Such an investigation will be 

carried out in the following chapter. 

Although the effect of the sensor dynamics has not been included in this example, 

it is clear from Figure 5.18 that the high level of attenuation provided at high 

99 



frequencies will aid in reducing the effect of aliasing. It is important therefore that the 

dynamics of the sensor are included in the aeroservoelastic analysis. 

In addition to the problem of high-frequency input components causing possible 

aeroservoelasticity instabilities, their presence can have a detrimental effect on the 

performance of the actuator. It will be demonstrated in Chapter 7 that the presence of a 

high-frequency input signal superimposed on a low-frequency demand signal can 

result in a reduction in the performance of the actuator. Also, high-frequency input 

components may cause undue wear within the actuator and undesired sub-harmonic 

generation. These effects will be discussed in Chapter 7. 

5.6 Conclusions 

The theoretical background to the propagation of sampled signals through a 

typical aeroservoeiastic system has been derived. The possible excitation of a 

structural-mode as a result of the digital nature of the control system has been 

discussed In addition, the potential for instability as a result of the aliasing of high­

frequency response has been demonstrated. The importance of the attenuation of the 

zero-order-hold and sensor dynamics has been highlighted, it being shown that both 

components should be included in any aeroservoelastic analysis. 

In the following chapter, the theory derived here will be applied to the aircraft 

system described in Chapter 4. The assumptions regarding the digital nature of the 

modem flight control system and their effect on the aeroservoelastic problem will then 

be examined. 
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Chapter 6 

Inclusion of Digital Effects 
and Sensor Dynamics 
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6.1 Introduction 

In Chapter 4, the design of the structural-mode filters assuming analogue operation 

of the flight control computer was described. In addition, it was assumed that the 

effect of any sensor dynamics could be neglected. Considering the first assumption, it 

has been shown in Chapter 5 that the digital nature of the system can affect the 

aeroservoelastic problem. An example of an in-flight aeroservoelastic interaction as a 

result of the digital nature of the control system was discussed in Chapter I. This 

example occurred as a result of the aliasing of a high-frequency structural-mode onto 

the low-frequency rigid-body response. The combination of low-frequency response 

and aliased high-frequency mode resulting in the instability15. It is necessary therefore 

to take any digital processing of the control signals into account when designing the 

structural-mode attenuation. 

The following chapter extends the analysis of Chapter 4 to include the digital nature of 

the control system and the sensor dynamics as described in Chapter 5. The current 

design assumptions regarding the effect of the digital nature of the control system are 

investigated. In addition, the effect of relaxing some of these design criteria on the 

attenuation requirements of the structural filters is investigated. 

6.2 Application of digital effects to an aeroservoelastic 
system 

6.2.1 Introduction 

The previous chapter has highlighted the need to consider three main elements 
when examining the effect of the digital nature of the control system on the 
aeroservoelastic interaction. These three elements are as shown in Figure 6.1. 

Digital Effects 

I I 
Sampling Zero-order-hold Sensor 
Effects Effects Dynamics 

Figure 6.1· Elements of the digital flight control system 

The following section will consider each of these elements in turn, applying their 

effect to the aircraft model developed in Chapters 3 and 4. Before this can be achieved 

however, it is necessary to consider a digital implementation of the flight control 

system. 
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6.2.2 Design of the digital flight control system 

For the system under consideration, the flight control system for the rigid-body 

aircraft needs to be transformed into the z-domain for incorporation into a digital 

description of the aircraft system. This can be accomplished using the bilinear 

transformation60 

2 z-1 s= -x­
T z+1 

(6.1) 

and performing pre-warping of the transfer functions to match digital frequency 

response to analogue frequency response. This process results in the digital flight 

control system for the rigid aircraft shown in Figure 6.2, with the system matching the 

time response characteristics for the analogue system. Conversion of the analogue 

flight control system into the digital from assumes that the digital implementation of 

the control system will cause no additional problems in terms of rigid-body control. It 

has been discussed in Chapter 5 that the zero-order-hold function and sensor dynamics 

can introduce phase lags into the system. In addition, the computational delays 

associated with a digital implementation of a control system can introduce further 

phase lags. In order for a simple comparison to be made between the requirements for 

the analogue and digital strategies, the flight control system will not be modified to 

take account of these effects. 

lIB 

Demand 

Pilot I{)<J--'I>I 0.00625z.o.00625 
z-I 

OIB 

Demand Input : 

FIP 

Demand 

2.3120z-1.9120 ~ Sensor 
L-------~I~=z~_~O.~6==)_-------------~ '- T: Output 

' ................................................................................... ~ 

Digital System T=O.0l25 s (80 Hz) 

Figure 6.2 - Rigid-body flight control laws for digital system 

In order to be able to design suitable structural-mode filters for the digital system, it is 

necessary to produce the maximum open-loop envelope as for the analogue system. In 

this case, the maximum open-loop envelope for the system is effected by the 

attenuation of the zero-order-hold process and sensor dynamics. In addition, the effect 

of the sampling in terms of the aliasing of the response must be taken into 
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consideration as shown in Figure 6.1. 

6.2.3 Inclusion of zero-order-hold attenuation 

Consider the block diagram for the system as shown in Figure 6.3. The zero-order­

holds act between the digital controller and the actuator. As a result, the high­

frequency components of the actuator demand signals are attenuated., and it is this 

attenuation that must be taken into consideration when producing the open-loop 

frequency response of the system. 
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Figure 6.3 - Aircraft block diagram for digital system 

Consider the response of the flexible aircraft and actuator model to inputs from the 

three control surface actuators. The maximum responses for each signal path for a 

frequency range of 0-200 Hz can be evaluated as shown in Figure 6.4, Figure 6.5 and 

Figure 6.6. The flight conditions examined are the zero altitude, zero speed case and 

Mach 0.8 36000 feet condition as before, with the maximum open-loop gain being 

obtained following the current design procedures. Including the zero-order-hold 

attenuation on these figures demonstrates the large amount of attenuation provided at 

high-frequencies. In particular, components close to integer multiples of the sampling 

frequency are greatly attenuated. This will have a significant impact on the aliasing of 

such response on to rigid-body frequencies as will be demonstrated later. 
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Figure 6.5 - Maximum envelope gain response, outboard flap actuator input and 
aircraft pitch rate (all flight conditions) 
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6.2.4 Effect of aliasing 

Neglecting the sensor dynamics initially, the effect of the sampling of the aircraft 

response by the flight control computer can be deduced following the derivation of 

Chapter 5. For the frequency responses as shown in Figure 6.4,Figure 6.5 and Figure 

6.6, this effect will be to aliase the high-frequency response, resulting in the frequency 

responses of Figure 6.7, Figure 6.8 and Figure 6.9. The attenuation of the zero-order­

hold on the input signal has been taken into account before the foldback of the high­

. frequency aliases. These results represent the maximum open-loop gain of the system 

between the actuator input and the sampled aircraft response for each control path. 

These results assume that the actuator input signal is in the form of a sampled and held 

sine wave signal. One point to note is that it has been assumed that the high-frequency 

signals are aliased to coincide exactly with the low-frequency signals. This produces 

the worst case response, which is required by current design procedures. For 

comparison, the maximum envelope neglecting digital effects has been included on 

these figures. 

Comparing the aliased and unaliased responses of Figure 6.4, Figure 6.5 and 

Figure 6.6, the effect of the digital processing is evident. In the case of the inboard flap 

input, the high-gain mode at around 63 Hz in Figure 6.4 folds down onto the 17 Hz 

region in Figure 6.7. This could make the design of the structural-mode filters more 

difficult. The same effect is clear in the foreplane response, where a high-gain mode 

present in the input response at approximately 55 Hz can be seen to be aliased to a 

frequency of approximately 25 Hz. This could again cause problems in the design of 

the structural-mode filters, particularly in the design of the low-pass filter. 

Another point to note from the aliased responses is that a certain amount of the 

structural response has been aliased down on to the rigid aircraft frequency region (0-

5 Hz) which could cause problems with obtaining the desired performance and 

stability-margins for the rigid aircraft. Fortunately this effect has been reduced by the 

high attenuation of the zero-order-hold function at frequencies close to integer 

multiples of the sampling frequency. 
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Figure 6.8 - Maximum envelope gain response, outboard actuator input and 
sampled aircraft pitch rate (all flight conditions) 

40 

20 .................. . 

o 

iD 
"'­c-20 ." Cl 

-40 

-60 

, 
. , , , , , 

, 

\ 
\ 
" ,...: ... 

: ··,;..'1 .... .-: 

" ,. , . 

" ....... ,: 
: ~ 
I: 

\ I : 
'Ir';" ........ . .. 

':' ........... ~ .. 

-600'~-~5~---,~0;---~,~5---~20:------;2~5----~3~0---~35:-----!40· 
Frequency (Hz) 

Figure 6.9 - Maximum envelope gain response, foreplane actuator input and 
sampled aircraft pitch rate (all flight conditions) 

107 



6.2.5 Production of structural-mode filter attenuation requirements 

The above results represent the maximum open-loop response between actuator 

input and sampled aircraft pitch rate response for the three control paths. In order to 

produce the attenuation requirements for the structural-mode filters, it is necessary to 

consider the effect of the flight control system itself on these responses. Considering 

the frequency response of the flight control computer in terms of the response to 

digital aircraft pitch rate signals, it is possible to produce frequency responses for the 

system for each signal path as shown in Figure 6.10 and Figure 6.11. These figures 

represent the gain response of the flight control system in terms of the primary 

components of the input and output sampled signals. 
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Figure 6.10 - Magnitude frequency response of flight control system for inboard! 
outboard flap signal path 
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Figure 6.11· Magnitude frequency response of flight control system for 
foreplane signal path 
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Combining the above responses for the digital flight control system with the gain 

envelopes for the signal paths from actuator inputs to flight control computer inputs 

results in the maximum response envelopes for the system as a whole. These represent 

the gain of the system between the primary component of the input signal to the 

actuator and the primary component of the flight control system output signal. These 

responses are shown in Figure 6.12, Figure 6.13 and Figure 6.14. It is possible to 

combine these three signal path responses to obtain the maximum envelope of 

response of the digital system assuming that all signal paths act in-phase as for the 

analogue model. This maximum envelope of response is shown in Figure 6.15, which 

defines the attenuation requirements for the structural-mode filters for the digital 

system neglecting the effect of the sensor dynamics. 

Comparing the attenuation requirements for the two systems, some of the affects due 

to the digital nature of the system are evident in the overall attenuation requirements. 

In particular the aliased modes at approximately 25, 30 Hz and 35 Hz can be 

identified. 
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Figure 6.15 - Structural-mode filter attenuation requirements for the a digital 
system neglecting sensor dynamics 

Although the effect of the digital nature of the control system are evident, the overall 

peak values of the attenuation requirements are only slightly different from the 

equivalent results for the analogue system. The only significant difference in the 

responses can be seen at a frequency of 25 Hz. As mentioned earlier, this is due to the 

aliasing of the 55 Hz structural-mode excited by the foreplane input. The fact that the 

responses are similar at most of the other modes relies on the fact that none of the 

aliased modes fall on one of the lower frequency modes. If this were the case then the 

system response at the low-frequency mode could be greatly amplified as a result of 

the digital system aliasing. 

Alternatively, if one of the high-frequency aliased modes had a particularly high-gain 
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in comparison with the other modes then the attenuation requirements for the digital 

system might be significantly greater than for the analogue system. However, in this 

case the attenuation requirements are not significantly different. 

6.2.6 Inclusion of sensor dynamics 

The above attenuation requirements were obtained assuming that the sensor dynamics 

could be neglected. It has been shown in Chapter 5 however that the averaging process 

of the sensor has a significant effect in attenuating the high-frequency modes. As a 

result, the sensor dynamics form the third of the required elements as shown in Figure 

6.1. 

Assuming that the aliasing as a result of the sensor sampling frequency (2048 Hz) can 

be neglected, then the sensor dynamics can be represented by the digital transfer 

function of equation (5.34). It has been shown in Chapter 5, that in magnitude at least, 

this digital filter behaves as a zero-order-hold for a sampling frequency of 85.3 Hz. It 

is possible to include the attenuation of the sensor averaging into the earlier analysis to 

obtain the attenuation requirements for the structural-mode filters including the sensor 

dynamics, with the results for the analysis being as shown in Figure 6.16 below. 
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Figure 6.16 - Structural-mode filter attenuation requirements for a digital 
system including sensor dynamics 

Comparing the attenuation requirements for the three cases included in Figure 6.16, 

the addition of the sensor averaging has reduced the gain of the system. The response 

for the digital system, including sensor averaging, approaches the attenuation 

requirements for the analogue system. This effect is particularly evident at the rigid 

aircraft frequency range (0-5 Hz), where the maximum response envelope is almost 

the same as for the analogue system. This is a result of the large amount of attenuation 

provided by the sensor averaging at the frequencies approaching the sampling 

frequency. This is in addition to the attenuation of the zero-order-hold at these 

frequencies. 
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6.2.7 Application of structural-mode filters 

Assuming that the structural filters will be implemented within the sensor, the filters 

designed for the analogue system may be converted to their digital equivalents. 

Application of such filters meets the attenuation requirements of the digital system as 

shown in Figure 6.17. This is not surprising, as the differences in the attenuation 

requirements between analogue and digital system are small. In addition, 

implementing the structural-mode filters at the sensor sampling rate results in the 

frequency response of the analogue and digital filters being almost identical up to the 

frequencies under consideration here. The phase lag introduced by the digital filters at 

this sampling frequency is also almost identical to that introduced by the analogue 

equivalents. 
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Figure 6.17 - Open-loop frequency response for digital system - filtering in 
AMSU prior to 80 Hz foldback 

To demonstrate the importance of the location of the filters within the feedback 

path, consider the following example. If the filters are converted for implementation 

within the flight control system, at the 80 Hz sampling frequency, it can be seen from 

Figure 6.18 that the clearance requirements are no longer met. As a result, the placing 

of the structural-mode filters within the feedback path, and the correct interpretation of 

their positioning, is crucial to the design process. This can be seen to good effect by 

considering the effect of the low-pass filter on the overall response envelope. 

It can be seen from Figure 4.19 that the low-pass filter provides significant 

attenuation to the high-frequency modes, with particular attenuation at a frequency of 

around 50 Hz. If the attenuation of the filter was only added after the foldback of the 

response, then any structural-modes originally at a frequency of 50 Hz for example 

would only be subjected to the attenuation of the low-pass filter at the modes alias of 

30 Hz. This would result in a much higher gain for that particular mode as is evident 

from Figure 6.17 and Figure 6.18. If the attenuation of the filter was added before 
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foldback, as is correct for an implementation within the sensor, then the mode at 50 Hz 

would be sUbjected to the attenuation of the filter at this frequency. As a result, the 

final maximum gain response envelope of the system is much lower. 
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Figure 6.18 - Open-loop frequency response for digital system - filtering in FCS 
after 80 Hz foldback 

6.2.8 Effect of zero-order-hold and sensor phase lag 

Taking all of these factors into consideration, it would be reasonable to assume 

initially that the digital filters would thus meet all of the requirements for the digital 

system. In particular the requirement that the clearance boundary for the response of 

the rigid-body aircraft could be met. Since the phase lags introduced by the digital 

structural-mode filters match those introduced by their analogue equivalents, then it 

could be expected that this would be the case. 

Unfortunately, the zero-order-hold and sensor averaging functions introduce phase 

lags and computation delays themselves, as can be seen from the relevant sections of 

Chapter 5. Taking these phase lags into consideration, and reproducing the open-loop 

Nichols plot for the digital system results in the response as shown in Figure 6.19. 

It is clear from the above analysis that in the case of the digital system, the additional 

phase lags introduced by the zero-order-hold and sensor signal processing introduce 

an additional parameter into the aeroservoelastic problem. In this case, the extra phase 

lag introduced is not sufficient to cause violation of the clearance boundary. In the 

presence of significant computational delays however, this may not be the case. In 

re3J.ity, the digital effects would be taken into consideration in the initial design of the 

flight control system. This would result in a different flight control system than the one 

described in Chapter 4, such that the phase lags introduced by the digital nature of the 

control system were compensated for by suitable phase advance filtering. In doing so 

however, the gain of the system would be increased, resulting in a higher gain to the 

structural-modes. Clearly, their is a case for the direct digital design of the controller 
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from the outset, enabling correct specification of the attenuation requirements for the 

structural-mode filters. 
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Figure 6.19 - Open-loop Nichols plot showing error signal stability-margins for 
digital system 

6.2.9 Conclusions 

To conclude, the application of digital effects to a typical aeroservoelastic system 

has been shown to be an important design consideration. Although in this case the 

aliasing of a high-frequency mode does not result in a potential instability, the need to 

consider such an occurrence is clear. In addition, the example has demonstrated that 

the inclusion of sensor dynamics within the analysis plays an equally important role. 

Finally, the position of the structural filters within the feedback path has been shown 

to have a crucial effect on their design and function. 

6.3 Evaluation of alternative design assumptions 

6.3.1 Introduction 

In Chapter 4 and section 6.2, the problem of aeroservoelastic interactions occurring 

within the aircraft system was addressed under the current design assumptions 

employed by British Aerospace. The reasoning behind these assumptions has been 

discussed in Chapter 2. The main assumptions that have been employed in the earlier 

analysis concern the effect of aliasing of the high-frequency modes on to the low­

frequency response, and the effect of the three separate signal paths on the overall 

aeroservoelastic problem. In the following section it is intended to evaluate the effect 

of these assumptions on the structural-mode attenuation requirements. 

6.3.2 Aliasing effects on structural-mode attenuation requirements 

In the design of the structural-mode filters for the full-order digital system, the effect 
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of aliasing on the structural-mode attenuation requirements was taken into account 

assuming that the signal aliases were exactly in-phase with their low-frequency 

counterparts. Clearly, this is a very conservative approach. 

Theoretically, this foldback of the response should be completed over an infinite 

frequency range, Iow-frequency signals (that is below the Nyquist frequency) having 

an infinite number of aliases. 

In practice, this is impossible, and it is necessary to decide upon a suitable frequency 

point above which the aliasing of higher frequency signals can be neglected. In the 

earlier case, this frequency point was chosen to be at 200 Hz, it being considered that 

the attenuation of the remaining signals was sufficient to make the effect of higher 

frequencies negligible. 

The high-frequency components of any signal within the digital system are mainly 

attenuated by the actuation system, the sample-and-hold effect and the sensor 

dynamics. In addition, if the actuation system becomes non-linear in nature, possibly 

due to saturation for example, then further high-frequency signal components could be 

produced as a result of the harmoniclsubharmonic generation characteristics of such 

non-linearities28• This effect will be discussed in Chapter 7. 

Consider the model of the system, with the full-order flexible aircraft model and 

digital effects included. The attenuation requirements for the system assuming in­

phase addition of the aliases up to a frequency of 200 Hz, is shown in Figure 6.20. In 

addition, the attenuation requirements for the analogue system are included for 

comparison. 
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Figure 6.20 - Structural-mode attenuation requirements for digital system 
assuming in-phase addition of high-frequency aliases 

As discussed earlier, the aliasing has little effect on the overall attenuation 

requirements of the system since the attenuation requirements rely on only the 

maximum values of the response which occurs at the modal frequencies. Since none 

115 



of the high-frequency structural-modes aliases on to a Iow-frequency mode, the effect 

of the aliasing is limited. 

Considering the aliasing of structural-modes of frequency greater than the sampling 

frequency, the frequency response of the zero-order-hold function alone dictates that 

at best a high-frequency mode suffers three times the attenuation of a low-frequency 

counterpart. This can be seen from the magnitude response of the zero-order-hold 

function corresponding to a sampling frequency of 80 Hz as shown in Figure 6.21. For 

example, the gain of the zero-order-hold function at a frequency of 120 Hz is 0.21 

which corresponds to a gain of 0.64 at a frequency of 40 Hz. For other frequency 

values the difference in gain is more pronounced. 
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Figure 6.21 - Gain response of Zero-order-hold function for sampling frequency 
of80Hz 

This attenuation of the Zero-order-hold function for frequencies greater than the 

sampling frequency thus amounts to at least an extra 9.5 dB of attenuation on these 

high-frequency modes. Considering that the attenuation of the sensor averaging 

process represents a similar amount of attenuation, and that the actuation system will 

also attenuate such modes, their relevance within the aeroservoelastic problem is 

virtually zero. 

As an example, consider the worst case, where there exists a low-frequency mode at 

the Nyquist frequency of 40 Hz, and a high-frequency mode at a frequency of 120 Hz, 

which aliases with identical phase on to the 40 Hz mode. Supposing that even after 

attenuation by the actuation system the high-frequency mode still has an equal gain to 

that of the low-frequency mode. From the above analysis, this high-frequency mode 

will be subjected to an additional 9.5 db of attenuation to that of the low-frequency 

mode. Assuming that the attenuation of the sensor signal averaging process will have 

a similar difference in attenuation between the two frequencies as is the case, the high­

frequency mode will be subjected to approximately 19 db of extra attenuation 
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compared with the low-frequency alias. As the phases are assumed to be identical, the 

addition of the low-frequency signal and the alias of the high-frequency component 

will result in the total response being only 0.92 dB higher than the low-frequency 

response alone. Considering that for the actuator model used here, the difference in 

gain between a frequency of 40 Hz and a frequency of 120 Hz is approximately 30 dB, 

the effect of the mode at 120 Hz on the response at the 40 Hz mode will be negligible. 
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Figure 6.22 - Structural-mode attenuation requirements for digital system 
considering the structural-modes offrequency less then the sampling frequency 

A comparison of the structural-mode attenuation requirements for the digital system 

for ranges up to 80 Hz and up to 200 Hz is shown in Figure 6.22. From the figure, it 

can be seen that the structural-modes of frequency greater than the sampling 

frequency have no effect on the attenuation requirements of the system. 

Consider the effect of the aliasing of the signal components of frequencies between 

the Nyquist frequency and the sampling frequency. It can be seen from Figure 6.20, 

that the aliasing of these frequencies does have an impact on the structural-mode 

attenuation requirements. From the frequency response of the zero-order-hold 

function as shown in Figure 6.21, for frequencies between the Nyquist frequency and 

the sampling frequency, the difference in zero-order-hold attenuation can be small. 

Considering a frequency of 41 Hz for example, which has an alias at 39 Hz. The 

difference due to the zero-order-h01d attenuation between these two frequencies is 

negligible, whereas for frequencies further away from the Nyquist frequency the 

difference becomes larger. 

As discussed earlier, the actual effect of the aliasing on the overall attenuation 

requirements of the system is negligible in the case of this aircraft model. This is due 

to the fact that the structural-mode filters are designed to attenuate the peak values of 

the response to the desired clearance boundary. In this case these peaks are not 

changed by the aliasing effect, instead only additional peaks corresponding to the 
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high-frequency aliases are generated. These new peaks fail in this case to make a 

significant impact on the attenuation requirements. It is because of this that the 

original analogue structural-mode filters are still adequate in their digital forms. 

The attenuation requirements for the digital system are therefore not increased to such 

an extent by the aliasing of the high-frequency modes to warrant a redesign of the 

structural-mode filters from the earlier analogue versions. This is only the case for this 

system model however. Clearly, the aliasing effect of the system response between the 

Nyquist frequency and the sampling frequency on to the low-frequency range should 

be considered, the existence of aliased modes falling on to existing low-frequency 

modes being of most concern. 

6.3.3 Consideration of Phase effects 

In the analysis completed so far, and in the calculation of the structural-mode 

attenuation requirements earlier, it was assumed that the aliased components acted in­

phase with the low-frequency components. Obviously, this might not be the case, with 

there being a possibility that the aliased component will be exactly out of phase with 

the low-frequency component causing cancellation to take place. It has been discussed 

in Chapter 2 however that due to uncertainty in the modelling of the flexible aircraft 

particularly in terms of phase response, it is not possible to take the phase into 

account. As a result, the most pessimistic assumption must be made. For purposes of 

analysis however, it is possible to take the phase response of the flexible aircraft model 

into account, enabling a comparison to be made between the pessimistic viewpoint of 

assuming all aliases act in-phase, and the actual model results using the phase to 

calculate the true response. 
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Figure 6.23 - Open-loop response of digital system to an input on to the Inboard 
flap actuator for differing alias phase assumptions for flight condition of Zero 

speed Zero altitude 

Producing the open-loop responses for the digital system in response to an input on 
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the inboard flap actuator gives the results as shown in Figure 6.23 for a flight condition 

of zero altitude, zero speed. The effect of the differing assumptions regarding the 

phase of the signal aliases can clearly be seen from the above figure. The response 

taking into account the phase of the aliased signals passes between the boundaries of 

the responses assuming in and out of phase addition of the aliased signals. 

As with the effect of the aliasing, it can be seen that in this case, there is little 

advantage to be gained in taking the phase into consideration when folding back the 

higher frequency signals. Provided that no modes are aliased on to a Iow-frequency 

mode, then the phase of the aliases is of little importance. The gain associated with a 

modal response is far in excess of any inter-modal response that may be aliased on to 

it. It will only be when the aliasing of a high-frequency mode results in two modal 

responses being superimposed that the phases will become significant. This effect can 

be seen for the inter-modal response in Figure 6.23, where for frequencies away from 

the modal frequencies, the difference between the phase strategies is more significant. 

This is as a result of the two superimposed components being of a more comparable 

amplitude. 

Producing the overall attenuation requirements for the system, and assuming in-phase 

addition of the signal paths, results in the attenuation requirements as shown in Figure 

6.24. 
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Figure 6.24 - Structural-mode filter attenuation requirements for digital system 
using different alias phase assumptions 

It is clear from the above figure, that in terms of the overall structural-mode 

attenuation requirements, there is little advantage in taking the phase of the aliased 

component into consideration. The major areas where there is a significant difference 

between the requirements corresponding to the various assumptions concerning phase, 

are the frequency regions corresponding to inter-modal response of the system. As a 

result, the main peaks of response which define the attenuation requirements of the 
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structural-mode filters are only changed slightly by considering the phase of the 

aliased components. 

The biggest differences in the requirements which are of interest are at frequencies of 

around 33 and 37 Hz. In the case of the response at around 33 Hz, there is a low­

frequency mode and an aliased high-frequency mode very close together. As 

discussed, this could result in the two components being of similar magnitude and 

consequently, the phase of the aliased component will be significant. In this case, the 

aliased component cancels out the low-frequency mode to some extent, reducing the 

response from the maximum at this frequency. 

Considering the differences at around 37 Hz, once again, there are low-frequency and 

high-frequency aliased modes close together. Another factor that may increase the 

chances of the two components being of similar magnitude is the fact that the 

difference in attenuation between a low-frequency component and its high-frequency 

alias is reduced as the Nyquist frequency is approached. This could explain why there 

is a greater difference between the attenuation requirements as derived using the 

various phase assumptions in the higher frequency region. 

It seems from the results obtained using this model at least, that the effect of the alias 

phase on the attenuation requirements of the problem is small, provided that there are 

no superposition of modal responses in the frequency ranges approaching the Nyquist 

frequency. 

6.3.4 Effect of consideration of signal path phase on structural-mode 
attenuation requirements 

In the designs so far, it has been assumed that the system response to each of the signal 

paths acts exactly in-phase for the purposes of the calculation of the structural-mode 

filter attenuation requirements. As discussed in Chapter 2, this assumption is made 

due to the uncertainty in the modelling of the flexible aircraft structure. 

Now, it is intended to investigate the effect of this assumption on the attenuation 

requirements for the structural-mode filters, using the system model developed earlier. 

From the current system model, it is possible to produce the system response to each 

of the inputs at each of the flight conditions as before. Assuming now that the phase 

response of the system can be used in order to generate the response of the system as a 

whole, it is possible to calculate the system response for each flight condition. The 

phase relationships between each signal path will then be taken into account when 

producing the overall response. For the case where the in-phase aliasing is assumed, 

this results in the response of the aircraft system at the two flight conditions being as 

shown in Figure 6.25. 
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Figure 6.25 - Total open-loop system response taking signal phase paths into 
consideration, but assuming in-phase aliasing 

Using these results to produce the maximum response envelope for the system, the 

attenuation requirements under these assumptions can be produced as shown in Figure 

6.26. 
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Figure 6.26 - Attenuation requirements for digital system taking signal path 
phases into consideration 

Figure 6.26 shows that there is only a small advantage to be gained from taking the 

phases of the separate signal paths into consideration. The maximum modal levels, 

which dictate the structural-mode attenuation requirements are changed only slightly 

when the signal path phases are included. 

Once again, for there to be a significant difference in modal gain values after the 

inclusion of the signal path phase, the contribution of each signal path to the overall 

modal response must be comparable. As an example, consider the first wing bending 

mode at a frequency of around 7.1 Hz. It has already been discussed that the outboard 
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flap control surface excites this mode the greatest. The aircraft response to the three 

inputs shows this well as can be seen in Figure 4.10, Figure 4.11 and Figure 4.12. The 

inclusion of the signal path phase into the response has almost no effect on the overall 

modal gain of this mode, the response due to the inboard flap and foreplane being 

swamped by the response due to the outboard flap. 

Although the difference in modal gain values is small in general, there are certain 

advantages to be gained from taking the phase response of the system to the three 

inputs into consideration. The mode at approximately 37 Hz for example, which is one 

of the two "critical" modes effecting attenuation requirements of the structural filters, 

shows a reduction in modal gain of approximately 7 dB. This reduction in gain could 

be critical for the optimum design of structural-mode filters. 

If the phase response of the system was used as a whole, such that both the correct 

phase response during aliasing and signal path phases were taken into consideration, 

the overall attenuation requirements for the system would be as shown in Figure 6.27. 
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Figure 6.27 - Attenuation requirements for digital system taking both alias phase 
and sigual path phase into account 

By taking account of the phase response of the system in terms of both aliasing and 

signal path addition, it can be seen that there is a small advantage to be gained in terms 

of the attenuation required at the higher frequencies, where there seems to be a 

decrease in requirements of approximately 4 dB. 

Considering the attenuation requirements for the low-frequency structural-modes, 

there seems to be little advantage to be gained by taking the phases into account 

except at the mode at approximately 15 Hz, which shows a decrease in gain of 

approximately 2 db. It can be seen from Figure 4.10, Figure 4.11 and Figure 4.12 that 

there exists two modes at approximately this frequency, the first fuselage bending 

mode and the first wing torsion mode. It seems that when the signal path phases have 

been taken into account, there has been some cancellation of response between these 
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two modes. The effect of the aliasing results in additional cancellation of the response. 

These results demonstrate that there is a certain advantage to be gained from taking 

the system phase response into account when calculating the structural-mode 

attenuation requirements. In terms of the notch filter that was designed earlier to 

attenuate the modes at a frequency just below 15 Hz, it is clear that in the case of this 

model, the inclusion of the phase response would result in reduced requirements for 

this particular notch filter. The requirements for the other two notch filters are changed 

little by the consideration of system phases. 

Considering the attenuation requirements for the low-pass filter for this model, the 

small change in requirements for the higher frequency modes would be particularly 

advantageous. This is because the low-pass filter introduces the greatest amount of 

phase lag into the system and any small reduction in attenuation requirements could 

reduce the phase lag of the filter significantly. 

6.4 Conclusions 

Consideration of the digital nature of the control system has demonstrated its 

effect on the aeroservoelastic problem. Application of the theoretical results of 

Chapter 5 to the aircraft model has demonstrated the potential for structural instability 

as a result of aliasing.Although in the case of this model, such aliasing did not result in 

the need to redesign the structural-mode filters, the need to consider the digital nature 

of the system from the outset is evident. It has also been demonstrated that any 

consideration of the effects of the digital nature of the control system should take 

account of the important role of the sensor dynamics in the attenuation of the 

structural-modes. A full consideration of the location of the structural-mode filters 

within the system has also been shown to be of importance 

It has been demonstrated that there generally is no need to consider the aliasing of 

response from frequencies greater than the sampling frequency. This is due to the 

combination of attenuation introduced by the actuators, sample-and-hold and sensor 

dynamics. 

Results have demonstrated a small reduction in the structural filter attenuation 

requirements as a result of the consideration of both alias and signal path phase. 

Although such a reduction in attenuation would be advantageous, it might not be 

worth the large amount of additional design work and testing required to verify such 

phase responses. In the case of a high-frequency mode being aliased on to a low­

frequency mode however, such consideration of phase response might significantly 

improve the structural filter attenuation requirements. Similarly, for structural-modes 

which are excited equally by two or more control surfaces, consideration of signal 
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path phase could result in a large reduction in the filter attenuation requirements 

Finally, these results were obtained for a flight control system identical to that 

designed for the analogue system case. In reality, this would not be the case, extra 

phase advance filtering being required in the digital case to account for the phase lags 

introduced by the sample-and-hold, sensor signal processing and computational 

delays. Such an increase in the phase advance filtering would undoubtedly result in an 

increase in the gain of the system. As a consequence, the attenuation requirements of 

the structural-mode filters would be increased. Clearly, the need for direct digital 

design of the control system, and subsequent allowances for the effects of the digital 

nature of the control system on the aeroservoelastic problem is important. 
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Effect of Structural 
Feedback Signals on 
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7.1 Introduction 

The important role of the actuation system within the aeroservoelastic interaction 

cannot be overestimated. Firstly, the actuator provides the link between the flight 

control system and the structure of the aircraft itself. Inertial excitation of the aircraft 

structure has been seen to be the major contribution to the overall aeroservoelastic 

effect. This can be seen from Chapter 4, where the zero speed case resulted in the 

highest open-loop gain for the majority of the structural-modes. Secondly, the 

performance of the actuator in response to signals from the FCS forms an integral part 

of the rigid-body stabilisation. Any decrease in actuator performance from that 

assumed in the FCS design process could lead to the stability of the rigid-body aircraft 

being compromised. For example, an increase in the phase-lag of the actuator could 

result in unsatisfactory rigid-body stability-margins. Finally, the attenuation of the 

high-frequency structural-modes by the actuation system can be of great beneficial 

effect in preventing unwanted aeroservoelastic interactions. 

As mentioned earlier, the highly non-linear nature of a servo-hydraulic actuation 

system can have serious consequences on aircraft control when the actuator is 

subjected to high-frequency input signals as well as the lower frequency flight control 

system demand signals. In order to achieve a greater understanding of the 

aeroservoelastic interaction, the performance of the actuator in the presence of 

structural feedback signals will be assessed. Such a situation could arise if a structural­

mode resulted in a high-frequency noise signal being fed back to the FCS. 

In the following chapter a suitable model of the actuation system will be 

developed for combination with the model of the flexible aircraft developed in 

Chapter 3. 

7.2 Actuation system modelling 

7.2.1 Introduction 

As with most dynamic systems, the level of detail that can be used in developing a 

mathematical model depends on the requirements of the problem. In this case, the 

nonlinear nature of the actuation system is of utmost importance as its ability to 

respond to signals of more than one frequency is of great interest. As a result, a 

comprehensive model is required that represents the main nonlinear elements within 

the actuation system. Naturally, some assumptions still have to be made in order for 

the model to run efficiently in the SIMULINK environment 

The basic aim of the model is to represent the dynamics of the actuation system 

such that the relationship between the FCS demand signal for control surface angle 
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and the actuator control surface angle demand is represented. This relationship can be 

seen from Figure 7.1, where the input signal to the actuation system is the output from 

the flight control system. This input signal is in the form of the control surface angle 

demands, which can be interpreted as ram displacement demands. The output from the 

actuation system is in the form of hydraulic ram displacements. This translates to 

control surface angle demands, through the application of the particular lever arm 

between the hydraulic ram and the control surface itself. 

FCS control surface 

angle demand 

ACTUATION 

SYSTEM 

Actuator control surface 

angle demand 

Figure 7.1· Actuation system simplified block diagram 

It has already been shown in Chapter 3 that the control surfaces themselves will 

suffer from vibrations as a result of the dynamic relationship between actuator output 

and the actual control surface angle achieved. These control surface dynamics were 

included in the flexible aircraft model developed earlier, the inputs to the model being 

the demanded control surface angles from the actuation system. 

In the following section, to develop a model is developed to represent the input! 

output relationship for the actuator as shown in Figure 7.1. 

7.2.2 Basic actuation system components 

The principles of servo-hydraulic actuation is covered in many suitable texts64-65, 

which will not be repeated here. Instead it is sufficient to break the system down into 

its components and consider each component separately. 

The basic components of a typical aircraft servo-hydraulic actuation system are 

shown in Figure 7.2. In this case, the system comprises of four main blocks, namely 

the actuator control system, main-valve actuation, the main-valve block itself and the 

main-ram. The input to the system is the main-ram demand signals from the FCS and 

output is the main-ram position. It is possible to obtain equations to describe the 

dynamics of each of these blocks in turn. The following sections describe the 

deduction of suitable equations for each of these system blocks, leading to the full 

non-linear actuation system model to be used in later work. 

As mentioned earlier, the level of detail that is required in a mathematical model 

depends on the problem to be solved and the environment in which it is to be used. In 

this case, certain assumptions will be made in order to obtain a non-linear actuation 

system model that operates efficiently within the SIMULINK environment whilst 
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providing the required validity. 
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Figure 7.2 - Actuation system block diagram 

7.2.3 Main-valve actuation 

The control of the motion of the main-valve, which in tum controls the flow of 

hydraulic fluid to and from the main-ram chambers, can be achieved in many ways66. 

In this case, the model will be that for an electro-hydraulic servo-valve (EHSV), the 

main-valve being controlled by hydraulic fluid flow from a servo-valve, whose spool 

is moved by an electrical torque motor. This is representative of the main-valve 

actuation present on the Jaguar FBW taileron actuator. 

2.310·5(1·0.1120-2,) 

1 +0.3520-2,+0.155005,2 

v Xs r--:=;t-----.r---
Volts to Current Hysteresis Servo-valve dynamics Servo 
current saturation valve 
scaling limits travel 

limits 

1.347 mAN ±1l mA ±O.33 mA ±O.254mm 

Figure 7.3- Block diagram representation of an electro-hydraulic servo-valve 

A block diagram representation of a typical EHSV is included as Figure 7.3, 

which has been adapted from reference 66. This diagram shows the main non­

linearities in the system, namely the current saturation and hysteresis in the electrical 

actuation, and the servo-valve spool travel limits. The servo-valve dynamics 

themselves are generally modelled by matching a linear transfer function of suitable 

order to actual test results. The servo-valve dynamics for the Jaguar taileron actuator 

are given as in Figure 7.367, which also includes the gains and limits for the taileron 

actuator68• The values of these gains and limits are given in the component 

manufacturers specification. This figure thus represents the non-linear dynamics of the 

main-valve actuation. 
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7.2.4 Main-valve dynamics 

The control of the main-ram of a typical hydraulic actuation system is generally 

accomplished using one or more main-valves, which govern the flow of the hydraulic 

fluid to and from the main-ram chambers. The motion of the main-valve itself is also 

effected by the motion of hydraulic fluid to and from its own chambers, and it is the 

modelling of this flow and the resultant motion of the main-valve itself that is of 

interest in this section. An in depth discussion of the characteristics of valve flow can 

be found in reference 66. From reference 66, for a servo-valve with four ports as 

shown in Figure 7.4 below, the valve flow equations can be written as 

where, 

ef is the general flow coefficient 

Ax is the effective area of port x open to flow 

Ps, PR are the supply and return pressures respectively 

PI, P2 are the main-valve chamber pressures 

Figure 7.4 - Typical servo-valve configuration 

(7.1) 

(7.2) 

(7.3) 

(7.4) 

(7.5) 

(7.6) 

The general flow coefficient will be assumed to be constant for now, although it is 

known to vary slightly with port opening. This variation will be taken into 
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consideration later in the modelling process. The effective area of each port open to 

the flow can be calculated from relationships developed in reference 66 which depend 

on the presence of valve overlap, shaped valve ports and null position leakage flow. 

Suffice to say, that the values ofAx can be calculated for any given spool position, Xs 

from the valve manufacturers data. 

Using the above equations enables the fluid flow to and from the main-valve 

chambers to be calculated. From Figure 7.5, this flow to/from the main-valve 

chambers will result in a pressure variation over the main-valve spool, resulting in 

movement of the spool. From reference 66, the pressure changes occurring within the 

chambers of the main-valve spool can be calculated from 

(7.7) 

(7.8) 

where, 

Ph Pz are the time rates of change ofPl and P2 
N is the bulk modulus of the hydraulic fluid (assumed constant) 

qlR' q2R are the resultant flow in/out of the main-valve spool chambers 

Xv is the velocity of the main-valve spool 

~l' Ap2 are the main-valve piston areas 

V l' V 2 are the chambers volumes either side of the main-valve spool piston 

qx is the leakage flow across the piston 

Figure 7.5 - Main-valve spool actuation 

It is therefore possible to calculate the rate of change of the pressures acting on the 

main-valve spool piston as a result of the displacement of the servo-valve spool. These 

rates can be integrated over time to obtain the resultant pressures acting on the main­

valve spool. The displacement of the main-valve can be obtained with due regard to 

the dynamics of the main-valve spool. Modelling of the dynamics of the main-valve 
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spool itself can vary in complexity between a simple second-order undamped linear 

system to a full non-linear consideration of system friction, backlash, damping, rate 

and position limits. 

7.2.5 Main-Ram Dynamics 

The above analysis for calculating the main-valve spool displacements as a result 

of a servo-valve spool displacement can be essentially repeated in order to calculate 

the motion of the main-ram as a result of the displacement of the main-valve spool. 

The only significant difference between the two systems is that the main-ram may be 

subjected to significant loading as a result of the attached control surface inertias and 

resultant aerodynamic loading. In the case of a comprehensive ram loading model 

however, where the effect of the control surface dynamics and aerodynamic loading 

on the actuator ram are taken into consideration, it would be necessary to feedback the 

states corresponding to the control surface positions from the flexible aircraft model as 

developed in Chapter 3. 

7.2.6 Actuator Control System 

From Figure 7.2, the remaining system component to be described is the actuator 

control system. In most cases, this system consists of two main elements, namely 

position control loops for the main-valve and main-ram. The main-valve position 

control loop is generally an integral part of the actuator system itself, whereas the 

main-ram position control loop generally forms part of the aircraft flight control 

system, and may be subject to the digital nature of the aircraft flight control system if 

applicable. 

In this form the actuator control system can be considered to consist of an outer 

and inner loop as shown in Figure 7.2. The feedback sensors for these control loops 

are generally LVDT position sensors, the transfer functions of which are usually 

accepted to be simple gains. Further gains are incorporated into the feedback path 

along with first or second-order demodulation filters, and where required, anti-aliasing 

filters. Finally, input scaling is frequently required in order to convert from control 

surface positions demand by the flight control system to ram positions and EHSV 

drive voltages. 

7.2.7 Model Simplification 

The above sections give an insight into the complexities involved in modelling the 

actuation system modelling. The following model was produced using data for the 

Jaguar FBW aircraft taileron actuation system, which represents the actual actuator 

hardware available for testing throughout this work. 

Initially. it is assumed that the actuator ram is unloaded, and free from friction and 
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backlash. The main-valve dynamics are assumed to be representable by a simple flow 

gain which simplifies the transfer function between main-valve position, XV' and 

servo-valve position, xS' to that of an integrator and a gain only. The calculation of this 

flow gain, covered in detail in reference 66, is generally calculated using linearised 

versions of the valve flow and hydraulic equations given earlier under certain 

assumptions regarding spool dynamics and port geometries. This enables the main­

valve spool velocity, Xv for example, to be written as a function of the servo-valve 

displacement, such that 

(7.9) 

Combining the model of the EHSV given in Figure 7.3 with the above relationship 

to describe the main-valve dynamics and a model of the main-ram dynamics and 

actuator control system results in a nonlinear model of the actuator. Such a model is 

suitable for incorporation into the SIMULINK model of the aircraft system developed 

in Chapters 4 and 6. The block diagram of the model is shown in Figures 7.6 and 7.7. 

Some of the additional elements included in the model include the main-valve 

velocity and travel limits and the main-ram travel limits. In addition, scheduling of the 

flow coefficient of equations (7.1) to (7.4) with port opening is included according to 

reference 68. Finally, the servo-valve displacement, xS' is augmented at small values 

of drive current in accordance with reference 68. 

An additional element that has been included in the model as shown in Figure 7.6 

is the software rate limiting of the input demand signal. It is common practice to 

include a rate limiter on the demand signal within the flight control system in order to 

protect the actuation system from potentially damaging inputs. This has been included 

within the actuation system model in order to retain all nonlinear elements of the 

system within a single system element. 
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Figure 7.6 - Jaguar FBW taileron actuator system model- Overview 
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7.3 Comparison of actuation system model with 
experimental results 

7.3.1 Introduction 

In order to assess the validity of the actuation system model, comparison was 

made with results obtained from testing a Jaguar FBW taileron actuator. The 

following section describes the test rig in some detail and presents results of model 

validation tests carried out on the rig. 

7.3.2 Description of experimental rig 

The test rig consisted of the Jaguar FBW Taileron actuator itself, with the 

necessary electrical drive amplifiers and feedback controller that would be present 

within the aircraft. The electrical test set69 provides all of the necessary electrical 

requirements of the actuator such as servo-valve drive current and the main-valve and 

main-ram control loops as shown in Figure 7.2. In addition to this equipment, the test 

rig also consisted of a transfer function analyser and personal computer, which 

performed frequency response analysis as well as logging time response data. The 

personal computer also introduced a rate limiting function between the transfer 

function analyser and actuator itself by means of a suitable ND-D/A card and 

software. A schematic diagram of the test rig is shown in Figure 7.8. 

Servo-valve drive 

~~~~~~ ~~ 
.t r-L 

I I 

Actuator 

~~D II 

• RamLVDT 

Electrical Test Set Ram deflection 

Rate limiter 
.. 

D 
Transfer function analyser 

~ 

Ram demand Input demand ,( ):, - • / 
I " I 

Figure 7.8· Schematic diagram of actuator test rig 

From the figure, the transfer function analyser provides the input demand signal 

which is sampled by the personal computer. This signal is then rate limited by the 

computer before being output to the test set. This signal thus represents the rate­

limited ram demand signal. The electrical test set derives the required servo-valve 
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drive signal to the actuator itself according to the main-valve and main-ram feedback 

signals and the demanded ram displacement. The output signal from the actuator 

representing ram displacement is then passed back to the transfer function analyser for 

calculation of the frequency response. 

As mentioned earlier, the personal computer is also responsible for data logging of 

both input and output signals, enabling time response comparisons to be made with 

the simulated results. It should be noted that initially at least, the sample time of the 

personal computer was small enough to neglect digital effects. It will be demonstrated 

later however that the sample time can be set so as to represent the Case of a digital 

implementation of the flight control laws. For initial model validation however, such a 

digital input case will not be examined. 

7.3.3 Comparison of test results with predicted frequency response 

In order to validate the analytical model of the actuator, frequency response testing 

was completed over a wide range of input amplitudes. The need to consider such a 

range of amplitudes results from the highly nonlinear nature of the actuator. It should 

be noted that in performing these frequency response tests, the actuator was under no 

static load, and variations in hydraulic supply pressure and fluid temperature were 

assumed to be negligible. 

Frequency response results for both analytical model and test rig are included as 

Figure 7.9 to Figure 7.12. 

Experimental (~) ~ j 
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Frequency (Hz) 

Figure 7.9· Frequency response comparison, input amplitude = 0.13 mm 
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Figure 7.11 - Frequency response comparison, input amplitude = 5.0 mm 
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From the results, it can be seen that the analytical model is a good representation 

of the actual actuator available for test. As a result, the nonlinear actuator model can 

be applied in the later sections with sufficient confidence in the models fidelity. 

7.4 Effect of structural-mode feedback signals on 
actuator performance 

704.1 Introduction 

The role of the actuation system in the attenuation of structural-mode signals can 

be easily appreciated from the magnitude of the frequency response of a linearised 

actuator model as shown in Figure 7.13. The attenuation produced at high frequencies 

by the actuation system will have a crucial effect on the propagation of these high­

frequency structural-mode signals around the closed loop. Obviously, if the actuator 

provides a high degree of attenuation, then the aeroservoelastic problem will be 

reduced. This however implies a lower bandwidth resulting in reQuced performance. 

Relying on the attenuation of the actuators in solving the aeroservoelastic problem can 

also introduce serious effects on the stability of the rigid-body aircraft as a result of 

structural-modes falling within the bandwidth of the system. 

In the following sections, it is intended to investigate the effect of high-frequency 

signals on this Iow-frequency performance, and also on the attenuation effect of the 

actuator at structural frequencies. 

704.2 Linearity boundary for non-linear actuation system model 

The effect of the system's non-linearities on actuator performance is important in 

the analysis of the total aircraft system's stability. If the non-linearities were not 

present, or the system was operating at such a point as to make their effect negligible, 

then the system stability can be readily assessed using classical linear theory.The 

importance of being able to predict the region of linear behaviour for an actuation 

system is therefore apparent, and this can be accomplished using simple linear 

theory29. Consider the block diagram of the actuation system for the actuator shown in 

Figure 7.14, where the main-valve flow equations have been linearised resulting in a 

linear transfer function between main-valve position and main-ram position. In 

addition, the software rate limiter at the input is neglected initially. This process 

results in a model consisting entirely of linear elements and saturations. 

138 



°1--t-t-7-~4-·= .. ·", .. .::: .. ·t:: .. · 

-10 ............. ," 

iD 
~_20 
.~ 

Cl 

............. "-

::~:~::_::_:::~:_::~:~::~:_::~.~:~~.~ ... _ .. _::~:._:._:.~.~ .. _ .. ~ .. ~. ~~:~::_:·_:::~I_::_:::~I:_:i~r:~f~!~·'~L~ 
10-1 100 101 1011 

Frequency (Hz) 

Figure 7.13 - Linearised actuator magnitude frequency response 
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Figure 7.14 - Simplified actuator block diagram 

For the output of ram position. xp(t). as a function of demanded ram position. the 

closed-loop error transfer function can be produced for an operating point within the 

linear region. such that the saturation non-linearities (NI.N2 .... N6) can be assumed to 

be simply equivalent to unity gain. Assuming this to be the case. the closed-loop error 

transfer function can be seen to be 

E(,) _ K _ F(,) 

Xd (,) - ( HI (,) ) 6 -
1+ H2 (S)-G G (,) IIGn (,) (7.10) 

5 6 D= t 

Therefore. for example. the transfer function of servo-valve current, rl (t). to 

demanded main-ram displacement. xd(t) 

can be obtained. The above transfer function only holds provided that none of the 

saturation limits are exceedecL Considering the servo-valve current, rl (t) for example. 

this signal must not exceed the level set by the non-linearity NI in Figure 7.14. The 
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, 
magnitude of the input signal at which this level will be exceeded can be obtained 

from equation (7.11). For example, in the frequency domain 

(7.12) 

which represents a frequency dependent linearity boundary for the system 

assuming saturation will occur at NI first, and that all other saturation levels have not 

been reached. Repeating the above steps for each non-linearity in turn, will build up a 

series of linearity boundaries for the system. 

This procedure has been completed for the Jaguar taileron actuator model as 

shown in Figure 7.14, with the resultant linearity boundary being as shown in Figure 

7.15. 

10" . ! ! ;: :.. .. 
. : : :.; : 

: .. : : ' , , . : : : : : : 

! 1 ' .. 
i; ! 

.. . 
!; .. i·;" " 
i •• :~···:::······ 

" 

Figure 7.15· Single input linearity boundaries for simplified actuator model 

The figure demonstrates that there exists a region in which the actuator will 

behave in a linear manner; the region being bounded by several curves depending on 

which of the component saturations of the actuation system is critical at the particular 

input frequency. For example, from Figure 7.15, at low frequencies the critical limit is 

given by main-ram travel, as would be expected. As the input frequency reaches 

approximately 0.4 Hz however, the dominant limit becomes that of main-ram rate! 

main-valve travel up to a frequency of approximately 10 Hz where the limits of the 

servo-valve become dominant. 

When the actuator is subjected to a high-frequency input signal superimposed over 

a low-frequency signal, the performance of the actuator in terms of linear behaviour 

would be reduced, since the presence of the high-frequency signal causes the margins 

from the linearity boundaries to be reduced. For example, suppose that the actuator 

was subjected to a high-frequency sinusoidal signal of a certain amplitude. In 

responding to this signal, the actuator servo current for example might reach 50% of 
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its limiting value. This would leave only the remaining 50% available for response to 

a lower frequency FCS signal before signal clipping would take place as a result of the 

saturation non-linearity. The system would operate in a nonlinear manner from this 

point on. The same reasoning applies to all of the saturations within the system model. 

As a numerical example, for a high-frequency excitation signal of typical 

structural-mode frequency 50 Hz and amplitude at actuator input of 1.5 mm, the 

linearity boundary for a second superimposed signal is as shown in Figure 7.16, along 

with the original single-input linearity boundary. The linearity boundary for the case 

with the high-frequency excitation signal was produced by considering the reduction 

in the saturation limits available in response to the primary signal as a result of the 

presence of the high-frequency signal. As expected, the linearity boundary is lowered 

by the presence of the high-frequency signal, but only by very small amounts in the 

low-frequency ranges, where the main-ram and main-valve travel limits dominate. 

This effect is a result of the low-pass characteristics of the main-valve and main-ram. 

The problem then lies in the high-frequency ranges, where the high-frequency 

excitation signal reduced the linearity boundary significantly, and where a further 

high-frequency input signal could easily cause the servo-valve limits to be reached 

and the region of non-linear actuator behaviour to be entered. 
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Figure 7.16 - Linearity boundaries for Jaguar FBW taileron actuator model with 
and without 50 Hz, 1.5 mm excitation signal 

7.4.3 Effect of structural-mode signals on low-frequency actuator per­
formance 

The above analysis seems to indicate that the effect of the structural-mode signals 

on the low-frequency performance of the actuator will be small, since the linearity 

boundary at low frequencies is changed little by the addition of the structural-mode 

feedback signal. The effect of structural-mode signals on the performance of the 

actuator at low frequencies can be demonstrated by calculating the frequency response 
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of the full nonlinear actuator model to low-frequency demand signals, when subjected 

to an additional high-frequency structural-mode signal29• 
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Figure 7.17 - Frequency response for nonlinear model with and without a 50 Hz, 
1.5 mm excitation signal 

As a specific example, the frequency response of the nonlinear actuator model 

subjected to the earlier structural signal of frequency 50 Hz and amplitude 1.5 mm is 

shown as Figure 7.17. In this case, the frequency response corresponds to a demanded 

actuator displacement of 1.0 mm which is a typical demand amplitude for aircraft 

stabilisation by the FCS. The frequency response was calculated from the time 

response of the nonlinear actuator model to the combined input signals. The two input 

signals were generated with zero phase angle such that reinforcement of the demand 

signal by the structural signal would occur for a demand signal of 50 Hz frequency. 

It is clear from Figure 7.17. that the structural signal did not greatly affect the gain 

of the actuator at low frequencies verifying the expectation from earlier calculations. 

It is also clear, however. that the phase response at low frequencies has been affected. 

The presence of the structural signal induces extra phase lag into the system even 
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though Figure 7.16 predicts that none of the valve saturations will be reached under 

these operating conditions. This extra phase lag would be detrimental to flight control 

system performance as a whole, although the magnitude of the effect will obviously be 

dependent on the amplitude of the structural signal and its frequency. 
5r-~~~~~~~~~~--~~~~ 

illlli 11111 i Qf--+-.-..;.....;....;..-7 . .;. . ..,. ·;.;-·--;-L..-i .. d·; ..... ~·~.·l"1";.:··· .... i ..... ; ... ; 'i')'i'i'? 
.j 1 !/ .... 
~ -5 ::::: :.:,':::: :1",.[,1,1,1,1,1,1.,:::: :::~.I:: :,[.,I.", ... I,I.!,.I,.,.::: ::~i. r lllli 
§-10 !" :,,':, :.i,.l"l" a I I I I Ill!: I !lllllil 11 

-15 .... ·' .. ·, .. "·"", .... ,···, .. ,"'·",, .. ·,·, ':n ;"': 
! : I' Ill!! I i I',!'!! ! i ! i i , _201...--'--'--'-'-'-'-i..i.i._-'--'-'-.L1-'.i..il.._'---'-'--'..l...L.i.i.l 

0.1 1.0 10.0 
Structural signal amplitude (mm) 

100 

20r-~~~~r-~~~~--~~~~ 

~ o,IJllilllTI . ; ; ; ; 
~ -40 .... ,· .. l i

iJ:1111 

g -60 ::::::i"":::::::".,::':::.:",:.·::',.'"".':.",,"·:.i"':':':::",:·.-:"i:,, ::,'",.' 'IH'III! -80 ...... · ...... 
IOO 

.. ·IHI· .. · .. .... . 
-1 OO'----'-........ '-'-'-.......... --'--'--' ................. -~-'-'-........... '-'-'-' 

0.1 1.0 10.0 100 
Structural signal amplitude (mm) 

Figure 7.1S - Actuator gain and phase response changes for a 2 Hz demand 
'signal and 50 Hz structural signal ofvarying amplitude 

In order to demonstrate how the amplitude of the structural signal affects the 

above results, the gain and phase response of the actuator for a demand signal of 

amplitude 1.0 mm and frequency 2 Hz was calculated for the nonlinear model in the 

presence of a 50 Hz structural noise signal ofvarying amplitude. From Figure 7.18, as 

the amplitude of the structural signal is increased, the effect on the performance of the 

actuator becomes more pronounced as would be expected. It is worthwhile noting 

however, that it may be possible to specify a maximum level for the structural signal 

amplitude that could be tolerated for satisfactory aircraft control. This observation 

could in turn lead to a reduction in the attenuation requirements for the structural­

mode filters. A possible application of this result is discussed in Chapter 8. 
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Figure 7.19 - Actuator gain and phase response changes for a 2 Hz demand 
signal of varying amplitude and 50 Hz structural signal 

The previous analysis has been for a particular amplitude of actuator demand 

signal, 1.0 mm, and no account had been taken of how the amplitude of this signal 

affects the results. This effect can be demonstrated by examining the actuator 

frequency response when subjected to a 50 Hz structural signal of amplitude 1.5 mm 

for varying amplitudes of actuator demand signal. This amplitude and frequency is 

representative of a filtered high-frequency structural feedback signal at actuator input. 

The results included in Figure 7.22 demonstrate the changes in gain and phase for an 

actuator demand signal of frequency 2 Hz of varying amplitude as a result of the 

presence of a high-frequency structural-mode signal of constant amplitude. 

The results shown in Figure 7.22 indicate that the affect of the structural signal on 

the gain is more pronounced for input demands of small amplitude. For large 

magnitude demand signals leading to saturation of the valve in their own right, the 

effect of the structural signal is minimal in terms of gain change as would be expected. 

In terms of the effect of the structural signal on the phase response of the actuator, the 
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results demonstrate that the change in phase is more pronounced for larger input 

demand signals. Once saturation of the valve travel limits is reached due to the 

combined input signal however, the change in the phase response of the actuator as a 

result of the presence of the structural signal is minimal. 

The overall effect of the input signal amplitude on the results shown in Figure 7.18 

is small however, as the changes in gain and phase are only of the order of 0.4 dB and 

5 degrees respectively. This, however, will be dependent on the structural signal 

amplitude and frequency. 

Although the results presented are limited in that they have only considered a 

structural noise signal at a single frequency and a single phase relationship between 

the two input signal components, they still demonstrate some interesting points. 

Firstly, the addition of a significant phase lag to the actuator response as a result of the 

structural-mode signal demonstrates how the problem of aeroservoelasticity can result 

in a reduction in the ability to control the rigid-body aircraft itself. The effect of the 

amplitude of the structural signal on the results demonstrates however that a certain 

level of structural signal may be acceptable for satisfactory control of the aircraft. 

However, further investigation is required into the effect of multiple high-frequency 

signals on the performance of the actuator. 

7 AA Effect of structural feedback signals on software rate limiting 

In order to explain the reason behind the unexpected increase in the phase lag of 

the actuation system, consider the effect of a software rate limiter at actuator input30 •. 

Such a rate limiter is typically present within the digital flight control computer, its 

purpose being to protect the actuator itself from excessive demand signals. It is 

possible to include such a rate limiter in the production of the linearity boundary for 

the actuation system, the input amplitude at which the rate limit is exceeded being 

simply a function of the input frequency and the rate limit value. For example, for an 

input signal of the form 

x = Asinrot (7.13) 

The rate demand can be expressed as 

x = Arocosrot (7.14) 

Therefore, during anyone period, the maximum rate demand is Am. For a given rate 

limit value, xlmax , the input amplitude at which rate limiting will first occur is given by 

(7.15) 

The resulting linearity boundary for a rate limit of 60'/sec (0.234 mlsec ram 
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demand) is as shown in Figure 7.20, which includes the linearity boundary for the 

actuation system without rate limiting for comparison. This value of the rate limit 

corresponds with that used on the Jaguar FBW aircraft. 

From the figure, it is clear that the linearity boundary has reduced significantly at 

the higher frequencies. In fact, considering the 50 Hz structural noise signal, it is clear 

that the actuator will be rate limited for this signal alone. It can be deduced that the 

effect of the structural feedback signal is to cause premature rate limiting of the 

actuator input signal. 

Another point to note from the figure is that the rate Iimiter becomes the dominant 

limit for input frequencies greater than 3.5 Hz. Since structural-modes are generally of 

higher frequency than this, it can be deduced that the rate limiting function has an 

important role in the effect of structural feedback signals on actuator performance. 
10.
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Figure 7.20· Linearity boundary for Jaguar FBW Taileron actuator model 
including 60"'sec rate Iimiter 

The effect of rate limiting on actuator performance can be demonstrated by 

examining the input and output time responses of such a rate limiter in isolation. For 

example, consider a single input signal of frequency 50 Hz and amplitude 1.5 mm. 

The results of Figure 7.20 predict that such an input signal will result in the rate 

limiting of the input signal to the actuator by the flight control computer software. 

This will result in the actual input signal to the actuator being as shown in Figure 7.21. 

These results demonstrate how the presence of a structural signal of sufficient 

amplitude and frequency to cause rate limiting can result in a decrease in gain and 

increase in phase lag of the actuation system as a whole. 

Earlier results demonstrated that the effect of the structural feedback signal on 

actuator performance was dependent on the amplitude of the structural signal as would 

be expected. It is now clear that once the amplitude of the structural signal is sufficient 

to cause the onset of rate limiting, then the performance of the actuator will decrease 
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rapidly in response to a low-frequency pilot demand signal. 
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Figure 7.21 - Rate limiter input/output time response characteristics for 50 Hz, 
1.5 mm input signal 
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Figure 7.22 - Actuator linearity boundary in the presence of a 1.0 mm 2Hz pilot 
demand sigual. 

In fact, the amplitude of structural signal at which rate limiting will occur in the 

presence of a low-frequency pilot demand signal can be easily predicted. Assuming 

the presence of a 2 Hz pilot demand signal resulting in a actuator ram demand of 

amplitude 1.0 mm, the linearity limit for the actuator can be produced once again as 

shown in Figure 7.22. 

The first thing to note from the above results is that the linearity boundary is 

changed little by the presence of such a pilot demand signal. Such a demand signal 

would not be expected to result in a large change in the boundary however, since it 

would not require a large amount of valve displacement or a large demanded ram rate 

to follow the input signal. 

From the figure, it is possible to deduce the amplitude of the structural signal at 
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which the actuator performance would begin to deteriorate as a result of the onset of 

input signal rate limiting. For example, for a structural signal of frequency 50 Hz, the 

above results predict that the combined input signal would be rate limited once the 

amplitude of the structural feedback signal exceeded a ram demand of 0.7 mm. This 

amplitude matches well with the results of Figure 7.18 which show the onset of the 

increase in the phase lag of the system at this amplitude. 

To conclude, it can be seen that for a structural-mode of a particular frequency, 

there will exist an amplitude above which the input signal to the actuator is being rate 

limited by the flight control system. This has been shown to result in a decrease in the 

gain of the actuation system at high input frequencies. More importantly however, the 

presence of the structural signal can result in an increase in the phase lag of the 

actuation system at low frequencies which would have a detrimental effect on FCS 

performance. 

7.4.5 Dual input response of software rate Iimiter in isolation 

In order to examine the effect of structural feedback signals on the software rate 

limiter in more detail, consider the rate limiter in isolation once again. It is possible to 

produce frequency responses for the rate limiter alone in the presence of two 

sinusoidal input signals. As an example, consider the rate limiter subjected to a low­

frequency demand signal of frequency 3 Hz and amplitude 1 mm superimposed with a 

range of high-frequency signals. The resulting response of the rate limiter is as shown 

in Figure 7.23. 

The results demonstrate the effect of a particular frequency and amplitude of 

structural signal on the performance of the rate limiter. Naturally, these results only 

apply to this particular low-frequency demand amplitude and frequency. Although 

these results are limited in this way, they still demonstrate a very useful point. From 

the figure, it can be seen that it may be possible to specify a maximum allowable level 

of structural noise at a particular frequency. For example, suppose that it was decided 

that a phase lag of up to 10 degrees at 3 Hz could be tolerated in terms of satisfactory 

rigid-body stability-margins. From the figure, it would be possible to specify a 

maximum boundary for the structural noise amplitude at actuator input. 
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Figure 7.23 - Response of rate limiter in the presence of a 1.0 mm 3 Hz demand 
signal and structural signals of varying amplitude and frequency 

7.4.6 Effect of main-valve port profile on actuator performance in the 
presence of structural feedback signals 

The above discussion has centred on the effects of structural signals on actuator 

performance once the rate limiting function of the flight control system has been 

exceeded. If the structural feedback signal is not of sufficient frequency or amplitude 

to cause this however, the use of the linearity boundary of Figure 7.20 would seem to 

indicate that the actuator performance would not be effected. This is not necessarily 

the case however as wiII be shown in the following section. 

Consider the case of a structural signal of frequency 7 Hz and amplitude 3 mm 

superimposed on a pilot demand signal of amplitude 1 mm. Although in this case the 

structural signal is of larger amplitude than in the earlier case, the combined signal 

wiII not violate the linearity boundary at typical pilot demand frequencies. As a result, 
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it would be expected from the earlier analysis that the performance of the actuator in 

response to the pilot demand signal would be unchanged at these frequencies. Figure 

7.24 shows the frequency response of the actuation system in response to the pilot 

demand signal under such input conditions. 
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Figure 7.24 - Actuator frequency response with 7 1Iz, 3 mm structural noise 
signal 

From the figure, it is clear that the addition of the structural noise in this case has 

actually improved the performance of the actuator in response to the pilot demand 

signal. The effect of the structural noise signal has been to give an small increase in 

gain and significant decrease in phase lag of the system up to an input frequency of 

approximately 20 Hz. This frequency corresponds with the onset of rate limiting of the 

combined input signal, reSUlting in the increase in phase lag and decrease in gain 

associated with this occurrence. 

These results demonstrate that under certain input conditions, the presence of a 

structural-mode feedback signal could actually be beneficial to the performance of the 

actuator. It should be noted however that such a decrease in phase lag and increase in 
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gain could also result in an unsatisfactory rigid-body response. In addition, the 

presence of the structural signal will result in a reduction in the effective rate limit 

boundary in response to the pilot demand signal. 

In order to explain the cause of such a performance improvement in the presence 

of a structural noise signal, consider the effect of the main-valve port profile on 

actuator response30• In most case, the main-valve ports are trapezoidal in shape as 

shown in Figure 7.25. The effect of this shaping of the main-valve ports is that the 

main-ram rate as a function of main-valve displacement is of the form shown in 

Figure 7.26. If the main-valve ports were rectangular in profile, then the relationship 

between main-valve displacement and main-ram rate would be as shown in Figure 

7.26. 

--.. 
Main-valve travel 

Figure 7.25 - Main-valve port profile for FBW Taileron actuator 
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Figure 7.26 - Main-ram rate as a function of main-valve displacement 

The importance of this shaping of the main-valve port is that the rate of change of 

main-ram rate with respect to main-valve displacement increases with main-valve 

displacement. This results in the increase in actuator performance in the presence of 

suitable structural-mode feedback signals. Consider the case of the pilot demand 

signal alone, which for a low-frequency input would result in only a small 

displacement of the main-valve, where the gradient of the function in Figure 7.26 is 

small. In the presence of a suitable structural-mode signal however, the main-valve 

displacement may be high as the actuator attempts to follow the structural feedback 

signal. As a result, any motion of the main-valve in response to the pilot demand 
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signal can be reasonably assumed to result in a higher ram rate than for the case of the 

pilot demand signal alone. Such a higher ram rate would result in a decrease in the 

phase lag of the system in response to the pilot demand signal as has been 

demonstrated . 
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Figure 7.27 - Actuator frequency response with 7 Hz, 3 mm structural noise 
sigual when main-valve ports are rectangular in profile 

In order to demonstrate that it is indeed the main-valve profile that is responsible 

for the results of Figure 7,24, the results were repeated for an actuator whose main­

valve port was of rectangular profile, If the above reasoning were correct, then the 

frequency response with and without the 7 Hz structural signal should be identical, as 

is the case as can be seen in Figure 7,27, The slight differences in the two sets of the 

results at high frequencies is simply due to the earlier onset of rate limiting when the 

structural signal is present It is clear therefore that it is indeed the shaping of the 

main-valve ports that is responsible for the actuator performance improvement in the 

presence of certain structural feedback signals, 

In order for the actuator performance to be improved by the presence of the 
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structural-mode signal, the above reasoning demonstrates that the structural signal 

must result in a significant displacement of the main-valve in comparison with the 

effect of the pilot demand signal alone. As a result, it would be expected that the effect 

of the shaping of the main-valve ports would be more prominent for small pilot 

demand amplitudes. In addition, the combined signal must not exceed the rate limit, as 

once this occurs, the actuator's ability to follow the pilots demand input has been 

shown to reduce rapidly. 

7.4.7 Conclusion 

1\vo mechanisms which result in actuator perfonnance changes in the presence of 

structural feedback signals have been identified and demonstrated. Firstly, the 

software rate limiter which is generally adopted within the flight control system can 

result in a reduction in the gain and increase in the phase lag of the actuation system as 

a whole. This is as a result of the combined input signal exceeding the rate limit. 

Examination of a rate limiter in isolation has demonstrated however that a certain 

level of high-frequency rate limiting may be acceptable before the perfonnance of the 

actuator at low-frequencies is seriously affected. This indicates that a certain level of 

structural feedback may be acceptable in tenns of rigid-body stability-margins. 

The second mechanism through which the feedback of high-frequency structural 

signals can affect actuator perfonnance has been identified as the shaping of the main­

valve ports. It has been shown that this subtle effect can actually result in an increase 

in the gain and a decrease in the phase lag of the actuation system. This mechanism 

therefore opposes the effect of the rate limiter. It should be noted however that the 

beneficial effect of the port shaping in very reliant on the ratio of the demanded rates 

by both low-frequency demand and high-frequency signal. In addition, the effect of 

the rate limiting is more pronounced, resulting in rapid cancellation of the beneficial 

effect once rate limiting has occurred. 

7.5 Prediction of actuator performance changes in the 
presence of structural feedback signals 

7.5.1 Introduction 

The above section has demonstrated that the presence of a structural-mode 

feedback signal at the input to the actuator can effect its perfonnance in two main 

ways. Firstly, the combination of the structural signal with a low-frequency pilot 

demand signal may exceed the software rate limit. This results in a decrease in gain 

and an increase in the phase lag of the actuator. Opposing this increase in phase lag 

however is the secondary effect of the structural signal brought about by the shaping 
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of the main-valve ports. In some circumstances, this shaping of the main-valve port 

can lead to an actual improvement in actuator performance in the presence of 

structural feedback signals. 

Applying this knowledge of the effect of structural signals on actuator 

performance may now allow the prediction of actuator performance under such 

circumstances. 

7.5.2 Prediction of actuator performance changes in the presence of struc­
tural feedback signals 

To predict the performance changes of the actuator in the presence of structural 

feedback signals, consider the linearity boundary of Figure 7.20, and the component 

boundaries from which it is generated as shown in Figure 7.28 below . 
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Figure 7.28· Component linearity boundaries for FBW taileron actuator 
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Figure 7.29· Actuator linearity boundary in the presence of a 7 Hz, 3 mm 

structural feedback sigual 

Of particular interest are the two boundaries representing the main-valve travel 

limit and the rate limit. The rate limit is the lower boundary in this case for input 
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signals of frequency greater than 3.5 Hz. Consider the previous example of a structural 

signal of frequency 7 Hz and amplitude 3 mm. From Figure 7.28, such a signal will 

result in approximately 40% of the maximum main-valve displacement, and 60% of 

the rate limit. As a comparison the effect of a 1 Hz pilot demand signal of amplitude 1 

mm is approximately 4% of maximum main-valve displacement and 3% of the rate 

limit. 

As a result, it would be expected from the earlier discussion that the actuator 

performance would be improved under these input conditions, since the rate limit is 

not being exceeded, and the structural signal would result in significant main-valve 

displacement in comparison with the pilot demand signal. Production of the linearity 

boundary for the actuator in the presence of the structural signal results in the 

boundary as shown in Figure 7.29. From the figure, it is possible to predict that the 

actuator performance will be improved up to an input frequency of approximately 17 

Hz, from where the combined input signal will be rate limited. This compares well 

with the frequency response results as shown in Figure 7.24. 
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For other combinations of structural signal and pilot demand, it is possible to 

judge what effect the structural signal will have on actuator performance based on the 

production of linearity boundaries such as those shown in Figure 7.29. One point to 

note is that in order for the rate limit not to be violated, the amplitude of the structural 

signal must decrease with increasing frequency. However, consideration of the 

boundary for main-valve travel limit in Figure 7.28 shows that the amplitude ofthe 

motion of the main-valve in response to the structural signal will decrease rapidly as a 

result. For example a structural signal of frequency 50 Hz and amplitude 0.5 mm will 

only result in a main-valve motion of amplitude 3% of the maximum value. As a 

result, the effect of such a signal on the performance of the actuator to the 1 mm pilot 

demand signal will be negligible in terms of low-frequency response. One effect that 

such a structural signal will have however, is that it will encourage the onset of rate 

limiting; the effective rate limit being reduced to 33% of its original value. The 

frequency response of the actuator in such conditions is shown in Figure 7.30. 

The results of Figure 7.30 confirm the predictions, with the two responses being 

identical up to approximately 20 Hz, where the presence of the structural signal results 

in the input signal being rate limited for a lower pilot demand frequency than for the 

single input case. 

It has been shown that the change in actuator performance is related to the 

amplitude of main-valve displacement in response to the structural signal. To 

demonstrate this further, reconsider the linearity boundaries of Figure 7.28. For any 

given structural frequency, it is possible from Figure 7.28, to specify a structural 

signal amplitude that results in a particular percentage of the maximum main-valve 

displacement. For example, for a structural frequency of 20 Hz, a signal of amplitude 

1 mm would result in a main-valve deflection of 25% the maximum value. Using this 

approach, it is possible to select a range of structural signal frequencies and 

amplitudes that all result in the same main-valve displacement, and hence will result 

in the same change in actuator performance up to the onset of rate limiting. This 

process has been completed for a range of structural signals resulting in a 20% main­

valve displacement, with the resulting frequency response for the actuator shown in 

Figure 7.31. 

Figure 7.31 demonstrates that it is indeed the amplitude of displacement of the 

main-valve in response to the structural signal that dictates the changes in actuator 

performance up to the onset of rate limiting. In the above cases, the rate limiting of the 

input signal was disabled, resulting in the identical responses for high input 

frequencies. If the rate limiting was included in the analysis, the frequency responses 

would alter depending on the input frequency at which the combined signal would 

exceed the rate limit. In the case of the 50 Hz structural signal for example, the rate 
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limit would be exceeded for this signal alone . 
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Figure 7.31 - Actuator frequency response in the presence of structural signals 
that result in a 20% main-valve displacement 

The advantage of this approach is that it allows the performance of the actuator in 

the presence of a structural signal to be predicted from the frequency response of the 

actuator in the presence of a comparable (i.e. giving the same main-valve 

displacement amplitude) structural signal, and the frequency response of the rate 

limiter to the combined input signal. As an example, consider the case of a structural 

signal of frequency 7 Hz and amplitude 3 mm superimposed on a pilot demand signal 

of amplitude 1 mm as in Figure 7.24. Using frequency response results for a structural 

signal giving comparable main-valve deflection and the frequency response of the rate 

limiter in isolation, the results are as shown in Figure 7.32. 

The results demonstrate that the performance of the actuator in response to a pilot 

demand signal in the presence of an additional structural feedback signal can be 

predicted30• This prediction requires response data for the actuator subjected to the 

same pilot demand signal and a comparable structural feedback signal, but such 
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results could be simply produced for a set of percentage main-valve displacements. In 

addition, the performance of the rate limiting function in response to the actual 

combined input signal is required. It should be noted however, that additional limits 

exist within the actuator that have not been taken into consideration here. The effect of 

the travel limit for the servo-valve should be considered in particular, although the 

linearity boundaries of Figure 7.28 indicate that this limit should not be encountered 

when the rate-limiting function is operational. 
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Figure 7.32· Predicted and actual actuator frequency response in the presence of 
a 7 Hz, 3 mm structural feedback signal 

7.5.3 Conclusion 

The highly nonlinear nature of the actuation system has been shown to result in 

performance changes in the presence of structural feedback signals. Such performance 

changes have been shown to be predictable from a consideration of the two 

mechanisms involved. 
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7.6 Comparison of actuator model with experimental 
results in the presence of structural feedback signals 

7.6.1 Introduction 

In order to increase confidence in the modelling of the actuator, experimental 

verification of some of the previous results was carried out. The test rig as shown in 

Figure 7.8 was modified to include a signal generator as a source of the required 

structural-mode feedback signal. A schematic diagram of the resulting test rig is 

included as Figure 7.33. 

Electrical Test Set 

Rate limiter 

Servo-valve drive 

Actuator 

Ram LVDT 

Ram deflection 

'-
__ -I D Input deman, ... dl-_T_r_anfs~fe=r=fu=n=c=ti=o~n:-;an;-al!.ys_e_r--.-J 

I- ( ): 
Ram demand + + . . 

I 
/ " 1 ·-0-

Signal Generator 

Figure 7.33· Schematic diagram of test rig for dual input response tests 

The testing procedure was identical to that described in section 7.3, except that the 

required structural feedback signal was generated by means of a signal generator. This 

signal was then summed with the demand signal from the transfer function analyser to 

form the total actuator demand signal. This summation of the two signals was 

completed within the computer, which also performed the rate limiting and data 

logging as before. 

7.6.2 Actuator performance changes in the presence of a 50 Hz structural 
feedback signal 

To demonstrate the effects of a high-frequency structural feedback signal on 

actuator performance, the frequency response of the actuator was obtained in the 

presence of a 50 Hz noise signal. As a comparison with the modelled results of Figure 

7.17, the pilot demand amplitude was 1.0 mm, and the amplitude of the 50 Hz noise 

signal was 1.5 mm. The resulting frequency response is shown in Figure 7.34. 
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Figure 7.34 - Frequency response for Jaguar FBW taileron actuator with and 
without a 50 Hz, 1.5 mm noise signal 

The above results confirm that for such a noise signal, the phase lag of the actuator 

is increased due to the rate limiting of the combined input signal. A good match 

between the experimental and simulation results is also demonstrated, leading to 

further confidence in the modelling of the actuation system. 

These results are limited in that they consider only one noise signal amplitude. To 

demonstrate how the amplitude of the 50 Hz signal effects the response of the 

actuator, frequency response tests were carried out for a range of structural feedback 

amplitudes for comparison with the results from simulation as shown in Figure 7.18. 

The corresponding results are included as Figure 7.35. 
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Figure 7.35· Actuator gain and phase response changes for a 2 Hz demand 
signal and 50 Hz structural signal of varying amplitude 

The modelled frequency response changes can be seen to represent well those 

changes experienced on the actual actuator. As expected from the modelled results, the 

phase lag and reduction in gain of the system increases rapidly once the rate limit has 

been exceeded. In this case, such a violation of the rate limit occurs for a ~tructural 

amplitude of 0.7 mm which corresponds well with the actual results. 

To demonstrate how the amplitude of the pilot demand signal influences the 

results, the frequency response of the actuator was produced with varying input 

demand amplitudes in the presence of a structural signal. The results are included as 

Figure 7.36. 
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Figure 7.36· Actuator gain and phase response changes for a 2 Hz demand 
signal of varying amplitude and 50 Hz structural signal 

Although the previous comparisons between experimental and simulation results 

have shown a good match, the above results demonstrate a significant difference for 

very small amplitudes. The most likely cause of this difference in the results is due to 

un-modelled nonlinearities within the actuator itself. The presence of friction and 

deadzones in particular would result in such changes in performance in the presence of 

a high-frequency signal. In such a case, the high-frequency signal results in the 

actuator breaking-free of these effects. In fact, it is common practice to incorporate a 

high-frequency dither signal at the input to the actuator to achieve exactly this effect 

In the case of the simulated results, these nonIinearities were not represented which 

resulted in the small change in actuator performance in the presence of the structural 

feedback signal. 
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7.6.3 Actuator perfonnance changes in the presence of a 7 Hz structural 
feedback signal 

In order to demonstrate the effect of the shaping of the main-valve ports, 

experimental frequency response results were obtained for a pilot demand signal of 

amplitUde 1.0 mm in the presence of a structural signal of frequency 7 Hz and 

amplitude 3.0 mm. For these input conditions, the software rate lirniter will not be 

exceeded for up to an input frequency of 16 Hz. These results are compared with the 

simulation results in Figure 7.37. 
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Figure 7.37· Actuator frequency response with 7 Hz, 3 mm structural noise 
signal 

The results confirm an increase in the performance of the actuator due to the 

presence of the structural signal. These effects, in terms of an increase in gain and 

decrease in phase lag, are particularly evident for demand frequencies of up to 5 Hz. 
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7.6.4 Conclusions 

Although limited in scope to the effects of only particular structural feedback 

signals, the experimental results confirm the findings of the model analysis. In 

particular, the experimental results demonstrate that a certain level of structural noise 

may be acceptable for ensuring satisfactory rigid-body control. 

7.7 Effect Of subharmonic generation on aircraft 
response 

7.7.1 Introduction 

One aspect of the nonlinear nature of the actuation system which has not yet been 

addressed is that of subharmonic generation on the aircraft response29• It is well 

documented that certain nonlinear elements when subjected to two input signals will 

result in an output signal with component frequencies below either of the two input 

signal frequencies27,70. If this is the case with aircraft actuation systems, then it is 

clear that problems involving the control of the aircraft could result. If for example, a 

structural-mode signal interacted with a flight control system demand signal to 

produce a control surface motion at a low-frequency, then undesirable aircraft 

response could be induced. 

7.7.2 Use of the dual input describing function to predict subharmonic 
generation 

The use of the single input describing function (SIDF) and dual input describing 

function (DIDF) is well documented in the analysis of nonlinear systems. In particular, 

the SIDF and DIDF methods have been successful in the analysis of the stability of 

nonlinear systerns27 and in the prediction of limit cycling28• Methods also exist for the' 

calculation of the closed-loop frequency response of nonlinear systems 71, The use of 

these techniques is limited however to simple systems of a low-pass nature, where the 

component signals generated by the nonlinearity can be neglected. In the case of the 

model of this actuation system however, there are multiple nonlinearities as can be 

seen from the block diagram of Figure 7.14. As a result, the input signal to a particular 

nonlinearity may well have many component sinusoids. It is still possible however to 

use the DIDF to predict the generation of component frequencies for the output signal 

for the nonlinear actuation system model. 

According to the theory relating to the dual-input describing function27, the 

autocorrelation function for the output for a general nonlinearity n(x,y) subjected to 

two sinusoidal inputs can be expressed as 
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RO (t) = L L a~kESEkCOSSCl)a tcoskrob t 
s=Ok_O 

where En is the Neumann factor; En=1 for n=O. and En=2 for n=I.2 .... 

For an input of the form x+y where. 

x (t) = ,cosm.t 

yet) = bcos (CI\t +<1» 

the coefficient Clsk can be expressed as 

~ 

ask = 2'"f NUm)js+kJ,(.m)Jk(bm)dm 

(7.16) 

(7.17) 

(7.18) 

(7.19) 

where In is the Bessel function of order n. and NOm) is bilateral Laplace transform 

of the nonlinear characteristics27. 

The importance of the derivation in this case is that it allows prediction of the 

component frequencies of the output. In the case of the actuator model. the multitude 

of nonlinearities make it difficult to predict the amplitude of the output signal 

components. but it can be seen from equation (7.16) that the output signal will contain 

frequencies dictated by the expression cos sm. cos k~ for all integer combinations of 

s and k between zero and infinity. 

Simple trigonometrical identities thus reveal that the output signal will contain 

components of frequency (sm. ± kmb) • 

It is possible therefore to predict the component frequencies in the output from a 

nonlinear system such as the actuation system model used here. One point to note 

however. is that the coefficient Clsk. which governs the amplitude of the coinponent 

signals reduces to zero for saturation type nonlinearities when s+k is even27. Thus in 

this case the component frequencies can be predicted as being (sm, ± kmb) for all 

integer s and k between zero and infinity provided that s+k is odd. 

As an example. consider the nonlinear actuation model subjected to two sinusoidal 

inputs of frequency 3.05 Hz and 7.1 Hz. the lower frequency being representative of a 

flight control system demand signal. and the upper frequency being representative of a 

low-frequency structural-mode such as the first wing bending mode. 

From the above analysis. some of the lower frequency output signal components 

can be predicted as shown in Table 7.1. 
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s k 
Frequency (Hz) Frequency (Hz) 

s+k s-k 

1 0 3.05 3.05 

0 1 7.1 7.1 

2 1 13.2 1.0 

1 2 17.25 11.15 

4 1 19.3 5.1 

1 4 31.45 25.35 

Table 7.1 . Example actuator output component frequencies 

From the table it is clear that the nonlinear operation of the actuator will result in 

the production of an infinite number of output component signals at frequencies both 

above and below the input frequencies. 
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Figure 7.38· Nonlinear model example output power spectra 
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Applying such input signals to the actuator model, with demand amplitudes of 5.0 

mm at 3.05 Hz and 0.5 mm at 7.1 Hz, results in the power spectra of the output signal 

as shown in Figure 7.38, with some of the intermodulation components marked. As a 

comparison, the spectra of the output for a linearised model is given in Figure 7.39. 

Considering those component signals of high frequency the potential for excitation of 

the aircraft structural-modes is obvious. 

It is clear from this example that the highly nonlinear nature of the actuation 

system can result in subharmonic frequencies being generated as a result of the 

interaction between the flight control system demand signal and any structural-mode 

signal that is present at actuator input. 

7.7.3 Effect of subhannonic components on aircraft response 

As an example of how this might effect the aircraft system as a whole, consider the 

case where the model of the nonlinear actuator is incorporated into a fuH system 

model of the aircraft. In this case, the aircraft model is a rigid-body representation 

with three control surface modes. The structural-mode feedback is represented by a 

suitable signal injected as sensor noise. This approach to examining the effect of a 

structural-mode feedback signal will be examined in Chapter 8. 
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Figure 7.40· Incidence angle power spectra 

Applying equivalent inputs to the full system model results in a power spectra for 

the aircraft incidence as shown in Figure 7.40, where it is clear that the creation of a 

signal component in the actuator output at 1 Hz has resulted in aircraft response at this 

frequency. This can be seen in the incidence time response plot of Figure 7.41. 

Comparing the power spectra plots of Figures 7.38 and 7.40, demonstrates that the 

Iow-pass nature of the rigid-body aircraft attenuates significantly the higher-frequency 

components, whilst the 1 Hz intermodulation component is still clearly visible in the 

response. 
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Figure 7.41 - Incidence angle time response 

7.7.4 Effect of higher frequency structural-modes on subharmonic genera­
tion 

The above example concentrated on the effect of a low-frequency structural-mode 

signal on the aircraft response. Supposing now that the structural-mode frequency was 

at a frequency of 31.5 Hz, whilst the flight control system demand signal remained at 

3.05 Hz. From the above analysis, it would be expected that a component would again 

exist at 1 Hz as a result of s=10 and k=1 in the term (SOl. ± kOl
b
). If the power spectra 

for the output of the actuator is produced for these input conditions, the component 

that exists at 1 Hz is negligible, and as a result, the effect on the aircraft's response is 

also negligible. 

The reason for this effect lies in the amplitude coefficient Usk of equation (7.19). 

From equation (7.19), it can be seen that the component amplitude is a function of the 

values of s and k through the order of the Bessel functions. Evaluating integrals of the 

form of equation (7.19) for increasing values of s and k for a saturation nonlinearity, 

for example, results in Figure 7.42. The figure demonstrates that as the order of the 

Bessel functions is increased, the magnitUde of the component will decrease 

significantly. For the numerical example, it can be seen from Figure 7.42 that the 1 Hz 

component generated for input signal frequencies of 3.05 Hz and 7.1 Hz (s=2, k=l) 

would have an amplitude approximately 40 times greater than the same component 

generated by input signals offrequency 3.05 Hz and 31.5 Hz (s=IO,k=I). 

Hence it is clear that significant subharmonic components will only be generated 

when the structural-mode frequency is relatively Iow. This obviously depends 

however on the amplitude of the two input signals. In addition, input signals that are 

commensurate (Le. ro.!oot, is a ratio of integers) cause further problems as different 
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combinations of sand k result in the same frequency component at output. 
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Figure 7.42 - Relative component amplitudes with increasing Bessel function 
order 

7.7.5 Subhannonic generation in a digital system 

The presence of two or more input signals to the actuator is not restricted to the 

existence of an unstable structural-mode and pilot demand signal. If the flight control 

system were digital as is usually the case, then aliases of the fundamental frequency 

will exist at the actuator input. 

In the case of a typical frequency for a pilot demand signal, such an alias will be of 

a value close to the sampling frequency. As a result, subharmonic generation within 

the rate Iimiter and actuation system is unlikely. Suppose however that a structural 

oscillation with a frequency of 25 Hz existed within the system. The digital nature of 

the control system would result in an alias with a frequency of 55 Hz also existing at 

output from the flight control system. The combination of these two signals within the 

rate Iimiter and actuator could then lead to an output component with a frequency of 5 

Hz. Such a situation will be discussed in section 7.8. 

7.7.6 Conclusion 

The theoretical background to the generation of harmonics and SUb-harmonics by 

a nonIinear system has been outlined. It has been demonstrated that low-frequency 

structural-modes may result in significant sub-harmonic aircraft response as a result of 

interactions between the structural feedback and pilot demand signals. In addition, the 

possible generation of subharmonic response in the presence of structural feedback as 

a result of the digital nature of the control system has been highlighted. 
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7.8 Performance boundary for nonlinear actuation 
system 

7.8.1 Introduction 

As has been discussed, until recently any analysis of an aeroservoelastic system 

involved only linear actuation system models. One consequence of this would be that 

the amplitude of any unstable structural-mode would be unbounded, with obvious 

catastrophic results. In reality, servo-hydraulic actuation systems are nonlinear in 

nature, there being limits to serve-valve displacement, main-valve displacement and 

main-ram travel in particular. These limits can be interpreted as constraints on the 

main-ram acceleration, velocity and displacement respectively. Naturally, for any 

given actuator demand frequency, there will exist a demand amplitude at which the 

actuator performance is being limited in terms of these constraints 72,73. The following 

section investigates the existence of such a performance boundary and its possible 

effects on the nature ofthe aeroservoelastic interaction. 

7.8.2 Actuator performance boundary for analogue system 

Consider the case of a very low-frequency demand signal. In such a situation, the 

actuator will be limited only by the limit on ram travel. Once this limit has been 

exceeded any increase in demand amplitude will not be met. For a higher frequency 

demand signal, a point exists where the main-valve becomes fully open, equating to 

the main-ram travelling at its maximum rate. Thus ram displacement would be limited 

by this maximum rate and the time period of the demand signal. 

In addition to these performance limits which are determined by the hardware, it is 

common practice to incorporate rate limits in the software within the FCS so as to 

protect the actuator from potentially damaging demands. The effect of such rate 

limiting on actuator performance can be demonstrated by examining the input and 

output time responses of such a rate limiter in isolation as shown in Figure 7.21. From 

the figure, any subsequent increase in the amplitude of the input signal to the rate 

limiter will not result in an increase in the amplitUde of the output waveform which of 

course forms the demand signal for the actuator. Consequently, the rate-limiting in the 

software is responsible in part for limiting the performance of the actuator. 

The performance limit for a taileron actuator model is shown in Figure 7.43. This 

figure represents output amplitudes obtained from a nonlinear actuation system model 

for increasing demand amplitude. From the figure it is clear that the responses for 

increasing input amplitudes converge on a single boundary representing the 

performance limit for the actuator. In this case, the digital nature of the flight control 

system was neglected. This means that the input signal to the actuator itself will not be 
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of the "stepped" form typical of the output signals from a zero-order-hold. 

Figure 7.43· Jaguar FBW taileron actuator performance limit for nonlinear 
model 

The contribution of the differing hardware and software limits to this performance 

boundary can be demonstrated as shown in Figure 7.44. These results represent the 

performance boundary for the nonlinear actuation system model as each of the 

hardware and software limits is introduced into the model. 

From the above results, the major cause of the performance limit of the actuation 

system is the software rate limiting of the input signal. This is to be expected as the 

purpose of the software rate limiting is to prevent main-valve saturation. Considering 

the boundary for travel limit of the main-ram alone, the results show that there is no 

change in the boundary with input frequency. As the servo-valve and main-valve 

limits are introduced, the results demonstrate that the performance limit is lowered 

from the simple travel limit case, as would be expected. 

Frequency (Hz) 

Figure 7.44· Performance limit of actuation system model 

Experimental single-input frequency response tests on the Jaguar FBW taileron 
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actuator have confinned the results obtained from simulation as shown in Figure 7.45, 

where the output amplitudes for the main-ram have been obtained for increasing 

demand frequency and amplitude. In addition, the perfonnance boundary as predicted 

from simulation, is included in Figure 7.45. It can be seen that there is good 

correlation between the experimental and simulated results. 

Figure 7.45 - Jaguar FBW taileron actuator performance limit. 

7.8.3 Actuator performance boundary for a digital system 

In the case of a fully digital system, the input signal to the actuator comes from a 

zero-order-hold. The consequence of this is that the fundamental frequency of such a 

signal cannot be higher than the Nyquist frequency of the digital system. In addition, 

the presence of high-frequency hannonics within the input signal will effect the 

actuator's perfonnance in response to the fundamental frequency in the same way as 

the structural feedback signals can affect its perfonnance14• As a result of these 

effects, the performance boundary for the actuator within a digital system may be 

different from that for the actuator within an analogue system. 

To demonstrate this, the performance boundary for the actuator model subjected to 

an output signal from a zero-order-hold is included as Figure 7.46. The production of 

this boundary involved the actuator model being subjected to a large amplitude 

demand signal. Prior to reaching the actuator however, the demand signal was passed 

through a zero-order-hold and digital rate limiter. From previous discussions of the 

digital nature of the control system, the sampling frequency for both zero-order -hold 

and rate limiter was 80 Hz. 
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Figure 7.46 - Actuator model performance boundary for digital input signal 

The results demonstrate that there are small differences in the performance 

boundary between the two cases. These differences exists at high input frequencies, 

where the performance boundary for the digital system is slightly higher than for the 

analogue input case. This difference in the two responses can be attributed to the 

generation of harmonics and subharmonics by the sample-and-hold and rate limiting 

processes. To demonstrate this, consider the case of an input signal of frequency 25 

Hz. From Figure 7.46 there is a distinct difference in the performance boundary at this 

frequency. The time responses for both the analogue and digital cases showing the 

output from the rate limiter are shown in 7.47. 
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Figure 7.47 - Rate limiter output signal for digital system, 25 Hz input frequency 

The time response demonstrates that the digital nature of the rate limiter can 

introduce harmonics and subharmonics of the input signal. In this case, for an input 

signal of frequency 25 Hz, the sample-and-hold process will introduce a component of 

frequency 55 Hz. After rate limiting has occurred, these two components will create a 
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5 Hz subharmonic component as can be seen from Figure 7.47. As a result, the 

actuator response to the original 25 Hz signal is increased due to the effect of the 

shaping of the main-valve ports as has been discussed earlier. This effect is more 

prominent for input frequencies of around 25 Hz, because it is these frequencies which 

generate the lowest frequency subharmonic components after sampling and rate 

limiting has occurred. 

For input frequencies greater than the Nyquist frequency, the initial sampling 

results in aliasing of the input signal_ As a result, the rate limiter performs its operation 

on the low-frequency alias of the input signal. For example an input signal of 

frequency 60 Hz will result in an output signal from the rate limiter with a 

fundamental frequency of 20 Hz. In addition to this fundamental frequency, this 

output signal will also contain a component at a frequency of 60 Hz due to the sample­

and-hold process. The time response for the rate limiter is given in Figure 7.48. 
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Figure 7.48· Rate limiter output signal for digital system, 60 Hz input frequency 

As a comparison to the digital response, the response for the analogue rate limiter 

to a 20 Hz input frequency is also included in Figure 7.48. The results demonstrate 

that the rate Jimiter in the digital case is responding to the 20 Hz fundamental 

frequency once sampling has occurred. The output signal may therefore contain a 

higher amplitude component at the original 60 Hz input frequency than would be the 

case for the analogue system. In addition to this effect, the shaping of the main-valve 

ports may result in a higher gain in response to the 60 Hz component signal. 

Experimental results demonstrating the performance boundary for the Jaguar 

FBW taileron actuator for digital input signals are given in Figure 7.49. As for the 

analogue system, the match between experimental and simulation is good. 
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Figure 7.49 - Performance boundary for Jaguar FBW taileron actuator for 
digital input signals 

7.8.4 Conclusion 

The existence of a performance boundary for the actuation system has been 

demonstrated. The fact that the actuator ram has an upper limit on its displacement at 

any given input frequency indicates that an unstable structural-mode could not result 

in an unbounded response and catastrophic failure. Instead, it would seem that there 

would exists an upper limit to this structural excitation as a result of control surface . 

motion. 

7.9 Conclusions 

The nonlinear nature of the actuation system has been shown to introduce several 

new elements to the aeroservoelastic problem. Firstly, the performance of the 

actuation system has been shown to change in the presence of structural feedback 

signals. The main cause for such performance changes being the software rate limiting 

and shaping of the main-valve ports. Although the profile of the main-valve ports can 

result in improved performance in the presence of structural feedback signals, it is the 

phase lag introduced by the software rate limiting that is of most concern. 

A method of predicting response of the actuator in the presence of high-frequency 

noise has been demonstrated, although a pessimistic analysis can be obtained from a 

consideration of the software rate limiter in isolation. Such analysis has been 

completed for a rate Iimiter for a range of structural frequencies and amplitudes. These 

results indicate primarily that a certain level of structural noise may be acceptable at 

the input to the actuator before performance becomes unsatisfactory. 
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A secondary effect of the nonlinear nature of the actuation system has also been 

demonstrated. This effect involves the possible generation of subharmonic response in 

the presence of structural feedback. It has been shown that such subharmonic 

generation is limited to low-frequency structural feedback signals. Alternatively, 

however, the digital nature of the control system can result in subharmonic generation 

for structural frequencies of approximately 25 Hz as a result of interactions between 

such frequencies and their aliases. 

Finally, the nonlinearities inherent within the actuation system have been shown to 

result in a performance limit for the actuator. The importance of such a performance 

limit is that there is a physical constraint on the excitation of the aircraft structure as a 

result of the control surface motion. The consequence of this is that an unstable 

structural response cannot result in an unbounded oscillation. 
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Chapter 8 

Limit-cycle Prediction and 
Specification of Alternative 

Clearance Requirements 
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8.1 Introduction 

The previous chapter has discussed the effect of the nonIinear nature of the 

actuation system on the aeroservoelastic problem. It has been shown that the presence 

of structural-mode feedback signals can result in a reduction of actuator performance. 

Naturally, such a reduction would be detrimental to satisfactory rigid-body control of 

the aircraft. Importantly however, the results of Chapter 7 demonstrate that a certain 

level of structural noise may be tolerated before it creates an unacceptable decrease in 

the actuator's performance72,73. 

In order for these results to be of use, a method of predicting the amplitude of 

structural signals within a system must be devised. For an unstable linear system, the 

amplitude of the resultant oscillation is unbounded. As a result, examination of the 

effects of a particular structural signal amplitude is meaningless in that there is no 

upper limit on this amplitude. In the real system however, where the actuation system 

is highly nonlinear, this chapter will show that such an unbounded oscillation will not 

occur. Instead, any resultant oscillation will have an upper limit to its amplitude. 

Chapter 7 introduced the concept of the actuator performance boundary, which 

represents the maximum output of the actuator at any particular input frequency. This 

boundary is as a result of the nonlinearities inherent within the actuator itself, and the 

software rate limit within the FCS. As a result of this performance boundary, it would 

seem sensible to expect that the structural excitation as a result of actuator motion 

would also be limited in amplitude. 

This chapter investigates the result of a structural-mode that is unstable in the 

closed-loop through an application of nonlinear system theory to both a simple 

example system, and the aircraft system model developed in earlier chapters. The 

possible advantage of such a consideration in terms of an alternative structural-mode 

clearance procedure will then be considered. 

8.2 Description of limit-cycle prediction technique 

8.2.1 Introduction 

It has been shown that the nonlinear nature of the actuation system plays a vital 

role in the propagation of aeroservoelastic signals around the aircraft closed-loop. The 

existence of a performance boundary for the actuator, and the nonIinear nature of the 

actuation system in general, indicates that an unstable aeroservoelastic interaction 

would result in a limit cycling condition rather than a divergent instability. If such a 

limit cycling condition could be predicted then its effect on the aircraft system as a 

whole could be assessed. 
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8.2.2 Limit-cycle criteria and prediction 

The existence of limit-cycles in a nonlinear system can be predicted from a 

solution of its characteristic equation, with the nonlinear elements replaced by their 

describing functions 71. In order to simplify the analysis, the only nonlinearity that will 

be considered is the software rate limit function. As a result, the actuator itself is 

assumed to behave linearly downstream of the rate limiter. As discussed in Chapter 7, 

the purpose of the rate limiter within the control software is to prevent saturation of 

the actuator main valve and as such, the rate limiter is the main nonlinearity which 

limits the performance of the actuator. 

Consider the system as shown in Figure 8.1 in which an actuator is used in a 

position control system in which the load exhibits a structural-mode within the 

bandwidth of the closed-loop system. 

r(t) + e(t) y(t) x(t) c(t) 

y GnGro,E) GIGro) G2Gro) 

-
Rate limit Actuator Load 

GpGro) 

Structural Filters 

Figure 8.1- System Block Diagram 

In this case, the characteristic equation for the system can be written as 

(8.1) 

The solution of the characteristic equation gives the limit-cycle condition, which 

can be predicted from a re-arrangement of Equation (8.1) 

(8.2) 

Provided that the describing function for the rate limiter can be derived, and that 

the linear components within the system can be adequately modelled, it will be 

possible to predict the existence of limit cycling conditions within the system. 

8.2.3 Derivation of describing function for rate limit function 

In order to derive a describing function for the rate limiter, consider the input! 

output characteristics of such a rate limiter as shown in Figure 8.2. In this case, the 
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characteristics are shown after a length of time sufficient for a steady relationship to 

be achieved. In addition it is assumed that the input signal is a pure sinusoid which 

triggers the rate limiter to an output waveform which is triangular73• 

o 

Input = ESinoot 

Il 
(j) 

Time (secs) 

Figure 8.2- Input/Output characteristics of rate limit function 

From Figure 8.2, the amplitude of the triangular output waveform can be derived 

as 

y = Il~ 
200 

where ~ is the maximum rate as shown in Figure 8.2. 

(8.3) 

Fourier analysis of such a triangular waveform of amplitude Y, reveals that the 

amplitude of the fundamental is 

YI = 4~ 
CD OOIl 

(8.4) 

with an infinite number of harmonics. Neglecting these higher-order harmonics, the 

gain of the rate limiter can be expressed as 

(8.5) 

for an input sinusoid of the form as shown in Figure 8.2. (The generation of higher 

harmonic components in the actuator output signal, along with the possible generation 

of low-frequency sub-harmonic components has been discussed in detail in Chapter 

7.) 

In order to derive the phase response of the rate limiter, consider the input/output 

relationship of Figure 8.2 once again. From the figure, it can be seen that the phase lag 

between the two signals can be represented by the time delay, 'to In order to obtain an 

expression for this time delay, it is necessary to locate the time at which the input 
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signal is equal to the output signal, such that 

E sin oot = ItI3 
m 200 

(8.6) 

Considering that tm occurs after t = ;CJ)' the above equation can be solved for tm 
such that 

It 1 . ItI3 t = ---asm-
m 00 00 2Eoo 

Therefore, the time delay, 't, can be expressed as 

1 (It . 1t13) 't' = - --asm-
00 2 2Eoo 

(8.7) 

(8.8) 

Finally, since the phase lag between the input and output signals can be expressed 

as 

LGn (ioo, E) = -100 (8.9) 

the describing function of the rate limiter under the assumptions applied earlier is 

therefore 

IG. (joo, E) I = 00~1t (8.10) 

LG (J·oo E) = -(~ - asin ItI3 ) 
n' 2 2Eoo (8.11) 

Since the gain of the rate limiter will never be greater than unity, and the phase of 

the rate limiter will never be greater than zero, limitations can be applied to the above 

expressions. This results in the requirement that 

Eoo~ 413-
It 

for the gain expression to be valid, and 

for the phase expression to be valid. 

Eoo ~ ItI3 
2 

(8.12) 

(8.13) 

In order to verify the above derivation, the frequency response for such a rate 

limiter was obtained from time domain simulation. In this case, the rate limit was set 

such that ~=1.0, and the input signal was of amplitude, E= 0.1. The resulting 

frequency response compared with that predicted from the above describing function 
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is as shown in Figure 8.3. 
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Figure 8.3· Example rate limit frequency response 

From the figure, the describing function for the rate limiter can be seen to give a 

good match to the results obtained from simulation. As expected, there are slight 

discrepancies between the two sets of results at approximately 2 Hz. This corresponds 

with the region in which the value for the rate limit has been exceeded, but the 

condition corresponding to the triangular waveform of Figure 8.2 has not been 

reached. Since the describing function was derived assuming this output waveform, 

the results are slightly in error. It should be noted that the discrepancies between the 

phase responses at high frequencies is due to errors in the calculation of the phase 

response from the simulated results. 

The above expressions therefore allow the prediction of the existence of the limit 

cycling condition from the solution of the characteristic equation for the system as 

given in Equation (8.2). This is provided that the linear elements of the system can be 

accurately modelled, or a frequency response obtained from suitable testing. 
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8.2.4 Prediction of limit-cycles in an example system 

In order to demonstrate the use of the describing function in the prediction of 

limit-cycles, consider the system as shown in Figure 8.1, whose characteristic 

equation is as given in equation (8.2). Suppose now that the linear elements of the 

system could be represented by the transfer functions 

1 
GI (s) = -------=--.-----

(0.026s + I) (0.OOOO5917l + 0.007693s + I) 
(8.14) 

4000 GI (s) = ........ ...:..::.::.::.....-
SI + s +4000 

(8.15) 

(8.16) 

where the element G1 (s) represents a typical servo-hydraulic actuator, and G2(s) 

represents a lightly damped modal system. 

In the absence of the rate limiter, the system is unstable in the closed-loop 

resulting in an unbounded oscillatory response in the presence of an initial 

disturbance. For the system including the rate limiter however, the characteristic 

equation can be solved in order to predict any resulting limit-cycle. One method of 

solution of the resulting characteristic equation is to plot both sides of equation (8.2) 

on a Nyquist diagram and find the intersection of the two loci. Unfortunately, the 

describing function for the rate limiter is both frequency and input amplitude 

dependent, resulting in an infinite number of loci. However, solutions of the 

characteristic equation can still be located through suitable iterative techniques. 
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Figure 8.4 - Nyquist diagram showing limit-cycle solution 

The corresponding Nyquist diagram for the example system is shown in Figure 

8.4. In this case, the nonlinear characteristics have been plotted for a single frequency, 

col, which intersects the locus for GIG2Gp(jco) at G1G2Gp(jcol)' This point represents 
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the solution of the characteristic equation, and therefore predicts the frequency and 

amplitude of the resulting limit-cycle. From Figure 8.4, the value of the frequency at 

which the two loci intersect is 9.6 Hz, and the corresponding limit-cycle amplitude, E, 

is 0.04. Figure 8.5 shows the intersection of the two loci in more detail. 
15r-~r--'--~--~---r---r~-r--'---'---, 
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. . .. ;.... ·'········r········]········]··························· 

5 ·······:··················1········[····· ··~········f··················i ......... ~ .. . 

I 0 ·· .. ···~l··· .... ·f .. · .. ···+ .. · .. ·rf· ...... ··: ....... : ......... ; ........ + ....... ; ....... . 
-5 ~~9.fo.J~~) ........... ; ... ~i.J ....... 1 ...... ..1 ........ !. ........ !. ........ : ....... . 

~ : i ! : i ~ i i . 

-10 ~ ......... 1-~ ............... . 
[ i [ Solution !it rol~9.6 Hz, E=;O.04 

-2 -1 o 
Real 

2 3 4 5 

Figure 8.5 - Nyquist diagram showing limit-cycle solution 

A simulation of the system results in the limit-cycle shown in Figure 8.6. From the 

figure, the limit-cycle frequency is 9.64 Hz with an amplitude of E=0.038. These 

results match well those predicted by the describing function technique. 

0.5 1.5 2 3 3.5 4.5 
Time (secs) 

Figure 8.6 - Time domain simulation results of example system 

From this simple example at least, the prediction of limit-cycles within a system 

involving a rate limiter seems feasible. The following section extends this analysis to 

consider a system based on the aircraft system model developed earlier. 

8.2.5 Limit-cycle prediction in an aircraft system 

The previous section demonstrated an application of describing function theory to 

the prediction of limit-cycles. However, the example system used was relatively 
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simple compared with the aircraft system model developed earlier. Assuming the 

aircraft flight control system to be analogue, and that the sensor dynamics can be 

neglected at present, the block diagram for the aircraft system can be considered as 

shown in Figure 8.7. The three control-surface actuators are assumed to be identical as 

before, and have been linearised in order to make use of the earlier describing function 

analysis. 
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Figure 8.7 - Aircraft system block diagram 

The derivation of the characteristic equation for the system is straightforward, and 

results in the equation 

where 

GTGOJ, ai' a2, a3) = GAel (jOJ) GI (jOJ) GN GOJ, a l) + 
GAe2 (jOJ) G2 GOJ) GN GOJ, a2) + GAe3 (jOJ) G3 (jOJ) GN (jOJ, a3) 

(8.17) 

(8.18) 

Now, the amplitude of the input signals to the rate limiters (6.106.2,6.3) can be 

derived from the error signal and the particular FCS path transfer function, such that 

for example 

(8.19) 

This enables the characteristic equation for the system to be expressed as a. 

function of co and E only, as was the case for the earlier example. Although the 

resulting equation is more complex than for the earlier example, the principle is 

exactly the same in that a solution of the characteristic equation will predict the 

existence of limit-cycles within the system. The characteristic equation is therefore 

(SS 



where 

and 

0T (j0l, E) = 0ACI (j0l) 0djOl) 0NI (j0l, E) + 
° AC2 (j0l) 02 (j0l) 0N2 (jm, E) + ° AC3 (j0l) 0 3 (j0l) 0N3 (jm, E) 

10 Coo E)I - 4fJ 
N. J, - 001°. (j0l) I Elt 

LON• (j0l, E) = -(2!! - asin I ~fJ I ) 
2 0. (JOl) EOl 

(8.20) 

(8.21) 

(8.22) 

(8.23) 

The solutions of this characteristic equation for a reduced-order model of the 

flexible aircraft with 10 modes are as shown in Table 8.1. These solutions were 

obtained using the same principal as shown in Figure 8.4. The results therefore predict 

that there exist five possible operating points for the system, each point representing a 

limit-cycle of differing amplitude and frequency. 

Cl) (Hz) E 

16.0 0.0142 

16.4 0.0332 

24.0 0.0371 

66.0 0.0040 

73.6 0.0106 

Table S.l - Predicted aircraft system limit-cycles 

A time domain simulation of the system for an arbitrary initial disturbance, results 

in a limit-cycle as shown in Figure 8.8. The amplitude and frequency of the actual 

limit-cycle is 0.035 and 16.4 Hz respectively. This compares well with the second of 

the predicted limit-cycles in Table 8.1. 

The above results demonstrate that it is possible to predict the existence of limit­

cycles even in a complex system such as the aircraft model shown in Figure 8.7. In 

this case, the theoretical analysis predicted the existence of five possible limit-cycle 

conditions. In reality, the system will operate at only a single limit-cycle condition. 

The actual limit-cycle that occurs in practice can vary between the five possible 

conditions of Table 8.1. 
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Figure 8.8 -Limit·cycle condition for reduced order aircraft model 

8.2.6 Conclusions 

In conclusion, it is possible to predict the existence of limit-cycles within a typical 

aeroservoelastic system from a consideration of the describing function of the 

software rate limiter. Such an application of the describing function allows the 

characteristic equation of the system to be solved to predict the system's limit-cycles. 

This prediction is reliant however on the accurate linearisation and modelling of the 

remaining elements of the system. 

8.3 Prediction of limit-cycles in the presence of phase 
uncertainty 

8.3.1 Introduction 

The above section has described a method for predicting the existence of limit­

cycles in a nonlinear system. In this case the only nonlinear element that has been 

considered is the software rate limiter. Comparison of the predicted limit-cycles with 

those obtained from time domain simulation has shown that such a simplification of 

the nonlinearities still produces a good estimate of the limit-cycle frequency and 

amplitude. 

Unfortunately, this procedure relies on the existence of reliable frequency response 

data for all the linear elements of the system. In the case of the real aircraft system, 

this is not the case as has been discussed in Chapter 2. Although ground vibration tests 

provide reliable measurements of the open-loop gain of the aircraft system, there 

exists a large degree of uncertainty in the phase response of the system. This is due in 

part to uncertainties in the modelling of the unsteady aerodynamics and also in the 

187 



phase relationships between the many possible signal paths that exist within a typical 

flight control system. At present, clearance procedures allow for this uncertainty in the 

phase by neglecting its influence on the stability of the system and by assuming in­

phase addition of all the signal paths. 

If the phase response of the system cannot be relied upon, then the use of these 

limit-cycle prediction techniques is restricted. The following section discusses to what 

extent the limit-cycle condition can be analysed in the presence of such uncertainties. 

8.3.2 Limit-cycle prediction in the presence of phase uncertainty 

Consider the characteristic equation of the aircraft system as given in Equation 

(8.20). If no phase information is available, then the solution of the characteristic 

equation becomes one of gains only, such that 

(8.24) 

where 

IGTUm, E)I = IGACI Um)I!G I (jm)IIGNI (jm, E)I + 
IG AC2 (jm) IIG2 (jm) IIGN2 (jm, E) 1+ IG AC3 (jm) IIG3 (jm) IIGN3 (jm, E) I (8.25) 

and 

I
G (·m E)I _ 4~ 

Nx J, - mlG
x 

(jm) IEIt 
(8.26) 

Whereas in the earlier case there was a single solution, there now becomes an 

infinite number of possible solutions. In reality, the actual solution that exists is 

dependent on the phase response. Since this phase response is not reliably known, 

then it has to be assumed that a limit-cycle could occur at all frequencies 

Substituting for equation (8.26) into equation (8.25) where appropriate, the 

characteristic equation can be expressed as 

(8.27) 

which can be re-arranged to result in an equation for the amplitude of the limit­

cycle in terms of the error signal, such that 

Consideration of equation (8.28) reveals that the limit-cycle amplitude at any 

given frequency is simply the maximum output of the rate limiter multiplied by the 
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loop gain between this point and the point at which the limit-cycle amplitude is 

desired. In this case, where the limit-cycle amplitude is given in terms of the error 

signal, the amplitude is as given by equation (8.28). In addition, the worst case is 

assumed where the three signal paths are assumed to act in accordance with current 

design methodology. It would also be possible to account for changes in flight 

condition within the form of equation (8.28) by augmenting the aircraft gain terms 

accordingly. 

Now, consider that 

(8.29) 

where X(jro) is the maximum output of the linear actuator and rate limiter 

combination at any given frequency. It is therefore possible to apply the actuator 

performance boundary as demonstrated in Chapter 7 to the prediction of the limit­

cycle amplitudes by substituting the envelope for X(jro) in Equation (8.28). This 

enables the amplitudes of the limit-cycles to be predicted from the performance limit 

of the actuator and the gain response of the remaining linear elements of the system. In 

addition, the linearisation of the actuator is no longer necessary in order to predict 

such limit-cycle amplitudes. The presence of uncertainty in the phase response has 

therefore restricted the prediction of the limit-cycles within a system to the estimation 

of only the limit-cycle amplitudes. 

8.3.3 Application of the prediction oflimit-cyc1e amplitude to an aircraft 
system 

In order to demonstrate the prediction of the maximum limit-cycle amplitudes in a 

typical system, consider the aircraft system model as shown in Figure 8.7. In this case 

however, the model will contain the nonlinear actuation system model developed in 

Chapter 7 as opposed to the linear model used earlier. In addition, all of the structural­

modes will be included in the analysis. 

From equations (8.28) and (8.29), the elements required to calculate the limit­

cycle amplitudes at the error signal position are as shown in Figure 8.9 and 8.10. 

189 



10-' r'"''"''''''=======''''''''"=="''=======-= ", ... ..... ..... :YH.::: .WF!::::·!m:.!!!!: .. 
~ ~ ~ ~!! if f f f f f iff! f f fIir f [f if!'! f! f!~ if!! f if! i f f if f f f f f! fff §i f f f if f! f if f~f if i i i f f f f ~ 

:::::::::::;:::::::::::r:::::::::: :::::::::::r::::::::::~::::::::::: 

i ,04
:::. U:, .. :'''':: ;::,.;;;,[;;;i·:·i··;;··;::;;;;: :;!;!··;;;;bi;:;;:di;:··,;;:: I :::::::::: :;::::::::::::;:::::::::::!::::::::::::i::::::::::: ::::::::::: 1:::::::::::;::::::::::: 

~ 10~ :!:: T! !!!~!!!!:T Ti!!!!!!!! :::j!!!: /: :,,: H n:::: ::: T:T !T!' !!!!!!! ,!, 'iT! 'H!:!· 
............ ~ ............ ~ .......... . 

10-1 : l 11 lllllll il j llllllllll~ 1111111111111111111111! l~lllll m l! 1 j 1111;;;;;; ;~;;;:;~;;;;; ;l; ;;;;;;; ;;; 
:::::::::::~::::::::::::~:::::::::::~::::::::::::;:::::::::::l:::::::::::~::::::::::::~::::::::::: 
........... ~ ............ ~ ........... :, ........... ~ ........... !, .......... ~ ............ ~ .......... . 
···········~············1···········r···········;············l···········~············r··········· 

10~~--~~--~=---~~--~=---~~--~~--~~----J. o 10 ~ ~ ~ w ~ ro ~ 
Frequency (Hz) 

Figure 8.9· Actuator performance limit, X(jro) 
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Figure 8.10· Loop gain, <iGACI (j0)1 + IGAC2 (j0) 1 + IGAC3 (j0) P IH (j0) I 
Combining the above two figures according to equation (8.28) along with the 

necessary scaling between ram extension and control surface motion results in a 

maximum boundary for the limit-cycle amplitude at the error signallocation72,73. This 

boundary is as shown in Figure 8.11. 
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Figure 8.11 - Maximum limit-cycle amplitude at error signal, E 

The above theory has demonstrated that the maximum amplitude of the limit­

cycles within the system can be quickly defined using the performance boundary of 

the actuation systems and the gain response of the aircraft structure and flight control 

system. The ability to predict such amplitudes enables their effect on the control of the 

aircraft's rigid-body motion to be assessed. In reality, the existence of limit-cycles 

within the system would not be tolerated for long periods of time. Such conditions 

would have serious consequences both in terms of the fatigue life of the aircraft 

structure and in terms of the wear of actuator components. In addition, were a limit- . 

cycling condition to arise, a large amount of power would be dissipated within the 

flight control system in responding to it. As a result, it is desirable to ensure that such 

limit cycling conditions do not arise under normal circumstances. 

8.3.4 Conclusions 

The existence of uncertainty in the phase in the modelling of the aircraft structure 

has been shown to result in a restriction in the solution of the characteristic equation. 

Fortunately, this uncertainty in phase does allow for the prediction of the maximum 

amplitude of the limit-cycles however. In addition, the solution of the characteristic 

equation in the presence of this uncertainty allows the application of the actuator 

performance boundary as obtained in Chapter 7. The consequence of this is that any 

errors introduced by the linearisation of the actuator can be avoided. 

8.4 Prevention of limit-cycles 

8.4.1 Introduction 

Sections 8.2 and 8.3 have discussed in some detail the prediction of limit-cycles 
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within nonlinear systems. In particular, systems where the phase response of the 

system is unreliable have been considered. In the case of the aircraft system however, 

limit-cycling conditions must be avoided. The effects of a limit-cycling condition 

existing within the aircraft system are many. Firstly, the results of Chapter 7 have 

demonstrated that actuator performance can be affected as a result of the existence of 

high-frequency signals at its input. Even if it were shown that the amplitude of the 

limit-cycle was not sufficient to cause unsatisfactory rigid-body response, high­

frequency inputs to the actuator could result in significant wear. In addition, the power 

consumption of the actuator in terms of electrical power required to move the servo 

valves and in producing the required hydraulic flow would be significantly increased. 

Persistent limit-cycling would have the potential to create an oscillatory loading of the 

aircraft's structure with a consequent reduction in fatigue life. 

The following section describes how limit-cycles can be prevented in the case of 

the aircraft system under consideration, where the phase response is not known. 

8.4.2 Criteria for the prevention of limit-cycles 

Returning to the system of section 8.2.4, the system as shown in Figure 8.1 has the 

characteristic equation 

(8.30) 

Consider now that the gain of the rate limiter, Gn(jro,E), which can never be greater 

than unity by definition. As a result, the magnitude of the right hand side of equation 

(8.30) can never be less than unity. The result of this in terms of the Nyquist diagram 

is that the locus of the right hand side of equation (8.30) originates from the (-1,0) 

point and never enters the unit circle. In order to prevent a possible limit-cycle 

condition, it is therefore adequate to ensure that the locus of the left hand side of 

equation (8.30) remains within the unit circle. If this is achieved, then the two loci 

cannot intersect and no limit-cycle can occur. This can be demonstrated graphically as 

shown on the Nyquist diagram of Figure 8.12. 
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Figure 8.12 - Nyquist diagram for arbitrary system 

In this contrived example, the linear elements of the example system considered in 

section 8.2.4 have been attenuated by a gain sufficient to bring the response within the 

unit circle. Although the inclusion of such a gain in the system may not result in the 

required closed-loop response, it will ensure that a limit-cycling condition may not 

occur. 

Such a criteria may be satisfied in the case of the aircraft system even in the 

presence of phase uncertainty. Since the criteria only depend on the open-loop gain of 

the system, phase effects are unimportant. If phase information were available at 

certain structural frequencies, it may be possible to relax this requirement. For 

example, if reliable phase information was available for the 7 Hz structural-mode, and 

it was found that it did not cross the locus of the rate limiter describing function, then 

a limit-cycle could not result. 

In summary, provided that the open-loop gain of the system is less than unity, the 

Nyquist plot for the linear system cannot intersect the rate limit describing function at 

any point. As a result, the existence of a limit-cycle is not possible given the nature of 

this particular nonlinearity. 

As with the current clearance procedure, suitable filters introduced into the 

feedback path may be used to reduce the open-loop gain to the required level. It is 

important to note that, should the model of the aircraft be in error, then the nature of 

the any potential limit-cycle is predictable. In addition, the results of Chapter 7 have 

demonstrated that if a limit-cycle does occur, its effect in terms of rigid aircraft 

response can be quantified. 
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8.5 Specification of an alternative clearance 
procedure 

8.5.1 Introduction 

The previous sections have introduced the concept of limit-cycle prediction and 

prevention within an aeroservoelastic system. The ability to prevent the occurrence of 

limit-cycles under nominal conditions, and predict their effect in the case of their 

existence, allows an alternative clearance procedure to be suggested. The following 

section discusses such an alternative procedure 

8.5.2 Specification of an alternative clearance procedure 

The current clearance procedure as discussed and demonstrated in Chapters 2 and 

4 respectively, assumes that the aircraft system can be considered to be linear. The 

result of this is that feedback filters are designed so as to ensure closed-loop stability 

by ensuring a maximum open-loop gain of -9 dB. This safety margin of 9 dB ensures 

that even in the presence of significant modelling errors, closed-loop stability will be 

assured. This large safety margin was applied due to uncertainty in the effect of an 

unstable structural-mode on the aircraft as a whole. 

The previous sections have discussed in some detail the effect of the nonlinear 

nature of the actuation system on the aeroservoelastic problem. In particular, it has 

been demonstrated that due to the existence of the rate limiting function within the 

FCS, an unstable structural response may only result in a limit cycling condition. The 

criteria for the existence of such a limit-cycle have been introduced earlier. In the 

presence of uncertainty of the phase response however, it has been shown that limit 

cycling conditions may arise wherever the open-loop gain of the system exceeds 0 dB. 

The affect of allowing limit-cycles to exist in the nominal case has been discussed 

earlier, and as a result suitable filters should be incorporated into the system to give a 

maximum open-loop gain of less than 0 dB. The question that remains however is to 

what extent should the open-loop gain be attenuated below this level in order take 

account of possible modelling errors. 

Fortunately, in the event of modelling errors causing the open-loop gain to become 

greater than unity, any resulting limit-cycle can be predicted. For example, for the case 

of the system model being in error, any frequency at which the open-loop gain exceeds 

o dB may result in a limit-cycle. Importantly however, the amplitude of such a limit­

cycle can be predicted and its effect on the satisfactory control of the rigid-body 

aircraft assessed. 

Suppose that the structural filters were designed so as to give a maximum open-
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loop gain of -1 dB. As a result, the phase lag introduced by these filters will be 

significantly less than that introduced by the - 9dB filters developed in Chapter 4. In 

the nominal case, these filters will ensure that a limit cycling condition could not arise. 

Omc consequence of this action however, would be that any error in the modelling of 

the system could result in a limit cycling condition occurring. 

Consider a situation where an error in the modelling has indeed resulted in an in­

flight limit-cycle condition. Such a condition would be more likely at high aircraft 

incidence where the FCS gains are highest. Provided that such a possibility has been 

imrestigated in terms of the limit-cyc1e amplitude and its effect on the actuator 

pcfonnance, rigid-body stability will be maintained. The aircraft incidence could then 

be safely reduced, whereupon the limit-cycle would dissipate as a result of the 

reduction in FCS gain73• If such an in-flight interaction were encountered, then it 

would be possible to correct the flexible aircraft model accordingly, redesigning the 

smactura1-mode filters so as to maintain the -1 dB maximum open-loop gain for the 

nominal case. Provided that a suitable safety margin has been explored in terms of 

limit-cyc1e amplitude and its effects, the implementation of structural filters giving a-

1 dB open-loop gain should be free of risk to the aircraft. 

TIle proposed alternative design procedure can be represented by the flow diagram 

given in Figure 8.13. The initial stages of the design process are identical to that 

currently employed. Firstly, a flexible aircraft model is developed, which when 

combined with a model of the flight control system allows the production of an 

ellVelope showing maximum open-loop gain versus frequency. These results can be 

modified by actual ground test data when available. As for the current design method, 

it is assumed that all the signal paths act in-phase. The next stage in the design process 

is to design suitable structural-mode filters to meet the -1 dB maximum open-loop 

gain requirement. 

In parallel with this work. the performance limit of the actuation systems is 

derived both from modelling and bench tests of the actual hardware. Once this has 

been obtained, it can be combined with the model of the remaining elements within 

the system. This results in a specification of the maximum filtered system response, 

assuming the system model to be correct. As a check that all is well at this stage, if the 

amplitude of the structural feedback signals at the rate limiter are calculated under 

these conditions, the rate limit should not be exceeded. 
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The next stage in the design process is to consider the effect of any errors within 

the modelling of the system. This could be expressed in terms of an overall increase in 

gain, or a more specific gain increase for each structural-mode. For example, it may be 

felt that the system model might be in error by a certain factor. Alternatively, results 

from ground test and where possible in-flight tests, might lead to a greater confidence 

in the gain of particular structural-modes. Once obtained, such an "error" model may 

be used to predict the maximum possible filtered system response. This envelope will 

therefore permit the prediction of the amplitude of any limit-cycle that may exist 

within the system. Assuming such a situation to be the case, the effect of these limit­

cycles on rigid-body performance can be assessed from a consideration of their effects 

on actuator performance. 

If it were found that none of the predicted limit-cycles caused unsatisfactory rigid­

body response, then it would be safe to proceed to flight testing. Alternatively, if it 

were found that a particular limit-cycle had the potential for causing unsatisfactory 

rigid-body response, then the structural-mode filters should be compensated 

accordingly. 

Although in the presence of modelling errors, the potential for limit-cycles may 

exist, it is still not certain that they will occur. The discussion of the criteria for Iimit­

cycles made earlier in the chapter has highlighted the need for the correct phase 

response before a limit-cycle occurs. Combining this requirement with the fact that the 

separate control paths will almost certainly not act in-phase as is assumed, makes the· 

existence of an in-flight limit-cycle a remote possibility. Such conditions for the actual 

occurrence of a limit-cycle are highlighted within Figure 8. 14. 

In the following section, the alternative design procedure is demonstrated using 

the aircraft model developed in Chapter 4. 

8.6 Demonstration of alternative clearance procedure 
on analogue aircraft system 

8.6.1 Introduction 

The above section has described an alternative procedure for aeroservoelastic 

design and clearance. This alternative procedure is based on the prevention of limit­

cycles within the nominal aircraft system, and the prediction ofIimit-cycIe amplitudes 

should the system model be in error. The following section describes such a design 

procedure for the aircraft system model developed in Chapter 4. Initially, the digital 

nature of the control system will be neglected. 
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Figure 8.14 - Conditions for limit-cycle oscillation and implications 
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8.6.2 Design of structural-mode filters 

In order to design suitable structural-mode filters under the alternative design 

procedure, it is necessary to produce a model of the aircraft system as for the current 

design procedure. Such a model has been developed in Chapters 3 and 4. In order to 

prevent a limit-cycle condition arising, it has been discussed that it is sufficient to 

ensure that the open-loop gain of the system is less than unity. In order to achieve this, 

filters can be designed for implementation within the feedback path of the aircraft. 

Although this is identical to the current design procedure, it is important to note that in 

this case, filters are designed to give a maximum open-loop gain of -1 dB. This is in 

contrast to the current design procedure which results in a maximum open-loop gain 

of -9 dB. 

Producing the maximum open-loop gain for the earlier aircraft model for all flight 

conditions results in a specification of the structural-mode filter attenuation as shown 

in Figure 8.15. 
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Figure 8.15 - Maximum open-loop modal response envelope for full flexible 
aircraft system model. 

If suitable structural-mode filters are designed so as to meet the attenuation 

requirements defined in Figure 8.15, the resultant filters are 

2 
G () _ 8 +0.908+2018 

5n S -2 
8 + 2.78 + 1968 

2 

G () 
_ 8 +1.625+10250 

sf2 S - 2 
8 +25 +9990 

2 
G () _ 5 + 1.495+8636 

sf3 S - 2 
5 +75 + 8420 

1.648e-1 x (52 + 5.38545 + 113290) (52 + 2.23075 + 19437) 

- 52+2745+29821 (82+505+ 13131e4) 
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where, 

Gsf1(s) is a notch filter centred on 7.15 Hz 

Gsf2(s) is a notch filter centred on 16.1 Hz 

Gsf3(s) is a notch filter centred on 14.8 Hz 

Gsf4(s) is a low-pass filter designed to attenuate the high-frequency modes 

The procedure used in the calculation of the above filters is described in Chapter 4. 

Applying these filters to the maximum open-loop gain as shown in Figure 8.15 

results in the maximum open-loop gain for the filtered system as shown in Figure 

8.16. 

.~ 
C)-10 

-20 

........ , ......... ) ..... Aftbrfilterlng.':·i ........ ; ........... L ...... . 
. . .., .......... :.. ..............: .... .. ... ;. .. ....; .. . 

-WO~--~1~O--~2~0--~3~O--~4~0--~W~--~6~O--~7~0--~8·0 
Frequency (Hz) 

Figure 8.16· Maximum open.loop gain for aircraft system after filtering 

The above figure demonstrates that the required level of attenuation has been 

achieved resulting in the maximum open-loop gain of the system being less than -1 

dB. As a result, inclusion of such filters into the aircraft system will ensure that a limit 

cycling condition cannot arise. 

Examining the differences in frequency response between these filters and those 

designed to achieve a maximum open-loop gain of -9 dB reveals the advantage of 

adopting such an alternative clearance procedure. The frequency responses as shown 

in Figure 8.17 demonstrate that there is a significant reduction in the phase lag of the 

filters at rigid-body frequencies. This fact can be clearly seen from the phase response 

of the filters at rigid-body frequencies as shown in Figure 8.18. 
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Figure 8.17 - Structural-mode filter frequency response for both -1 dB and -9 dB 
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Figure 8.18- Structural·mode filter phase response for both -1 dB and -9 dB 
clearance requirements 

As a numerical comparison, the phase lag of the -1 dB filters at a frequency of 3Hz 

is -18.0 degrees. This compares very favourably to a phase lag of -32.4 degrees for the 

current -9 dB filters at the same frequency. It can be seen that there is a significant 

advantage to be gained in applying a clearance requirement of -1 dB for the structural­

modes. Such an advantage has been achieved at the expense of the system robustness 

to modelling errors however. 

The ability of the -I dB filters to prevent a limit-cycle condition relies on the 

actual aircraft response being accurately modelled. Any increase in the system gain 

above that represented in Figure 8.15 may result in the open·loop gain of the filtered 

system exceeding 0 dB. This could in turn result in a limit cycling condition. It is 

important therefore to assess what impact such a situation would have on rigid-body 

control. 
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The ability to predict the possible outcome of an error in the modelling of the 

system is crucial to this alternative clearance procedure. For the linear system, it must 

be assumed that a structural-mode whose open-loop gain is greater than 0 dB would 

result in an unbounded structural oscillation in the closed-loop. The nonlinear nature 

of the system allows the prediction of any resulting limit-cycle and its effects, 

allowing a confident reduction in the structural-mode clearance requirements. 

It should be noted that even if the gain of the open-loop system were to exceed 0 

dB, the existence of a limit-cycle is by no means certain. As has been discussed 

earlier, the existence of a limit-cycle is governed by consideration of both gain and 

phase. The consequence of this is, if the gain is greater than 0 dB, a limit-cycle will 

only occur if the phase response of the system is appropriate. In terms of a Nyquist 

diagram, even though the response of the linear elements may exceed the unit circle, it 

may still not cross the locus of the rate limiter describing function at a compatible 

frequency. 

8.6.3 Limit-cycle prediction in the presence of system modelling errors 

The results of earlier sections have shown how it is possible to predict the 

maximum amplitude of any possible limit-cycles within a system. In this case, 

provided that the system gain is as modelled, then no limit-cycles will occur due to the 

presence of correctly designed structural-mode filters. In the presence of modelling 

errors however, the amplitude of any limit-cycle can be obtained and its effect on the 

rigid-body control assessed. 

Consider the nominal system model as developed in Chapter 4, with no structural­

mode filters in the feedback path. The resulting maximum amplitude of any limit­

cycle oscillation can be predicted as in section 8.3. This results in the maximum 

amplitude envelope as shown in Figure 8.11. If the -1 dB structural filters were now 

incorporated into the system, then the maximum amplitude of any resultant limit-cycle 

can be predicted as shown in Figure 8.19. 
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Production of such an envelope in the case of the nominal model is purely an 

academic exercise. In reality, provided that the system gain is as modelled, then the -I 

dB filters will prevent limit cycling. Production of the maximum amplitude envelope 

for the nominal model does allow the effect of modelling errors to be quickly assessed 

however. 

Suppose for example that the open-loop gain of the system was in error by a factor 

of 2. From Figure 8,19, the amplitude of any possible limit-cycle can be easily. 

obtained. The resulting amplitude envelope is as shown in Figure 8,20, 
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Figure 8.20 - Maximum limit-cycle amplitude at error signal- 2* nominal model, 
-I dB filters 

Even though the system model is in error to such a degree however, it is still only 

possible for limit-cycles to occur where the open-loop gain of the system exceeds ° 
dB. 
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Figure 8.21- Maximum open-loop gain for system with 2*nominal gain and-l 
dB filters in place 

The open-loop gain response of such a system is as shown in Figure 8.21 where 

the it is possible to identify those frequencies at which a limit-cycle may occur as 

those at which the open-loop gain is greater than OdB. Incorporating these results on to 

the specification of the maximum limit-cycle amplitude results in a prediction of the 

possible limit-cycle frequencies and amplitudes when the system gain is twice that of 

the nominal model. Such a prediction is shown in Figure 8.22. 
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Figure 8.22 - Predicted limit-cycle frequencies and amplitudes for system with 
2*nominal gain and -1 dB filters 

It can be seen therefore that it is possible to predict both the frequency and 

amplitude of limit-cycles that may exist within the system given a particular level of 

error in the modelling of the system. In this case, this error was chosen as being a 

twofold increase in the open-loop gain of the structural-modes. 

It is important to be able to assess the effect, if any, of such limit cycling 
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conditions on the satisfactory rigid-body control of the aircraft. If it can be shown that 

satisfactory rigid-body control is maintained then the -1 dB filters can be applied as 

designed. In this way, the condition where the system model is significantly in error 

can be explored and the safety of the system ensured. 

8.6.4 Estimation of the effect of a limit cycling condition on rigid aircraft 
stability 

The previous section has demonstrated how the frequency and amplitude of any 

possible limit-cycle within the system may be calculated for the case where the system 

model is in error. From Figure 8.22, the potential limit-cycles for the situation where 

the system gain is twice that modelled are given in Table 8.2. 

The impact of such limit-cycles on the rigid-body control of the aircraft can be 

assessed using several methods. The effect of limit-cycles on the performance of the 

actuators alone can be assessed from a consideration of the results of Chapter 7, or 

from rig testing. These results can then be applied to the whole aircraft system in order 

to determine the effect of the limit-cycle on rigid-body stability-margins. A second 

method of assessing the effect of such limit-cycles on aircraft stability is to inject a 

signal of suitable amplitude and frequency into a simulation of the whole aircraft 

system. This method will be discussed in more detail later. 

Frequency 
Amplitude 

at error 
(Hz) 

signal 

7.1 0.16 

15.1 0.055 

20.9 0.035 

28.6 0.028 

44.0 0.019 

72.2 0.013 

Table 8.2 - Limit-cycle amplitude and frequencies 

Considering the first method, the analysis of Chapter 7 has shown how the effect 

of structural feedback signals on actuator performance is due to two main 

mechanisms. These mechanisms are as a result of the software rate limiter and 

mainvalve port profile. It has been shown that the presence of the software rate limiter 

can result in a decrease in gain and increase in the phase lag of the system in the 

presence of structural noise. Opposing this effect to a certain extent, the effect of the 

mainvalve port profile is to cause a decrease in the phase lag of the system and a slight 

increase in gain in the presence of structural noise. If the effect of the mainvalve port 
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shaping is neglected initially, then the effect of the limit-cycle condition can be 

approximated from a consideration of the software rate limiter alone. 

Consider the system model as developed in Chapters 3 and 4, in particular the 

baseline system model developed in section 4.2.2. This consists of a linearised 

actuator and an aircraft model containing no structural-modes. If the open-loop 

frequency response of this system is produced, and the results plotted on a Nichols 

diagram, the rigid-body aircraft stability-margins can be assessed. Such a Nichols 

diagram is as shown in Figure 4.5. In this case however, the structural-mode filters 

need to be included in the analysis. The presence of the filters results in an 

introduction of a phase lag into the system as can be seen from Figure 8.23. 
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Figure 8.23 - Open-loop frequency response for baseline system model including 
-1 dB structural filters 

The advantage to be gained in applying the -1 dB filters can also be seen from the 

figure. The phase lag introduced by these filters is significantly less than that 

introduced by the -9 dB filters. 

In the presence of a limit cycling condition, it has been shown that there may be 

changes in the actuator response to low-frequency demand signals. Considering only 

the effect of the software rate limiting initially, it is possible to derive the gain and 

phase response of such a rate limiter in isolation. This response can then be 

incorporated in the above Nichols diagram to give a pessimistic assessment of the 

effect of a limit cycling condition on the control of the rigid-body aircraft. 

For example, consider the limit-cycle condition (Table 8.2) for a frequency of 7.1 

Hz. Such a limit-cycle would result in an actuator demand signal of frequency 7.1 Hz 

and amplitude 10.9 mm. This change in amplitude is as a result of the gain of the FCS 

between error signal and actuator demand signal (upstream of the software rate 

limiter). In addition, the lever arm scaling between actuator demand in terms of 

control surface angle and actual ram demand has been taken into consideration. Such a 
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procedure can be completed for all of the limit-cycles specified in Table 8.2 resulting 

in the limit-cycle amplitude and frequencies as specified in Table 8.2. 

Amplitude Amplitude 
of inboard! of 

Frequency outboard foreplane 
(Hz) ram ram 

demand demand 
(mm) (mm) 

7.1 10.9 10.7 

15.1 3.73 3.68 

20.9 2.38 234 

28.6 1.90 1.87 

44.0 1.29 1.27 

72.2 0.88 0.87 

Table 8.3 - Limit-cycle amplitude and frequencies 

The difference between the ram demand amplitudes at the fiaperon and foreplane 

inputs are due to the slight difference between the two control paths. Neglecting this 

difference, it is possible to approximate the impact of the limit-cycle on rigid-body 

control. Producing the frequency response of the rate limiter in isolation for an input 

consisting of a Imm Iow-frequency demand signal and the limit-cycles as defined in . 

Table 8.2 gives the results as shown in Figure 8.24. 
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Figure 8.24 - Rate Iimiter frequency response in the presence of various limit­
cycle oscillations - Imm low-frequency demand amplitude 

From the figure, it is clear that it is the limit-cycle at a frequency of 7.1 Hz that 

would have the greatest effect on the rigid-body stability-margins. Combining these 

results with the open-loop frequency response of the remainder of the system results 
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in the Nichols plot as shown in Figure 8.25. In this case, it is assumed that the effect of 

the rate limiter acts on all three signal paths equally. This enables its response to be 

simply added to that of the remainder of the system as shown in Figure 8.23. 
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Figure 8.25 - Approximate open-loop frequency response in the presence of 
limit-cycle oscillations 

The reduction in gain and increase in phase lag of the system at rigid-body 

frequencies due to the response of the rate limiter can clearly be seen from Figure 

8.25. Since the open-loop frequency response violates the rigid-body clearance 

boundary for the 7.1 Hz limit-cycle, it would be sensible to increase the attenuation of 

this structural-mode by the structural-mode filters. 

It is important to realise however that the results of Figure 8.25 are pessimistic in 

that they neglect the effect of the mainvalve port shaping. In addition, the results have 

been produced assuming an error in the system modelling resulting in an open-loop 

gain of two times the nominal value. Under nominal circumstances such limit-cycles 

would not occur as has been discussed earlier. Considering that increasing the 

attenuation of the 7.1 Hz structural-mode would not significantly alter the phase lag of 

the structural filters as a whole, such an increase in attenuation would seem to be 

prudent. The fact that it is the Iow-pass filter that contributes the majority of the phase 

lag inherent within the structural-mode filters has been discussed in Chapter 4. 

8.6.5 Use of time domain system simulations in the assessment of the 
effect of limit cycling oscillations 

The method used in the production of Figure 8.25 makes several assumptions 

regarding the effect of the limit-cycle oscillation on the rigid-body control of the 

aircraft. In order to assess the effect more accurately, consider a time domain 

simulation of the system. From such a simulation, it is possible to calculate the open­

loop frequency response in the presence of a limit-cycle. Unfortunately, simulation of 

the full flexible aircraft model may not demonstrate the required limit-cycle due to the 
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models particular phase response at that frequency. To evaluate the effect of a 

particular limit-cycle thus requires some means of artificially stimulating the required 

limit-cycle oscillation. Due to the low-pass nature of the rigid-body system, it is 

possible to represent the effect of a limit-cycle by injecting a signal of the required 

amplitude and frequency at a suitable point within the systemll ,12,72. 

.. Inboard Flaperon -Actuator 
+ 

®-- r- Outboard Flaperon ~ Flexible 
q(t) 

FCS --:: i- Actuator Aircraft + 

• Foreplane 
I-Actuator 

Feedback 
Filtering 

Figure 8.26 - Aircraft block diagram 

Consider the case shown in Figure 8.26, where, the aircraft's pitch rate, as sensed 

by the aircraft motion sensor unit (AMSU), can be expressed as 

where-

q(t) is the pitch rate as sensed by the AMSU 

qrp(t) is the rigid-body response due to the pilot demand signal 

qrs(t) is the rigid-body response due to the structural feedback signal 

qsp(t) is the structural response due to the pilot demand signal 

qss(t) is the structural response due to the structural feedback signal 

(9) 

In a limit cycling condition, the maximum amplitude of the limit-cycle is governed 

by the actuator performance limits such that qss(t) can be defined. If in addition, the 

structural response due to the pilot demand signal, qsp(t), can be assumed negligible 

when compared with that due to the structural feedback signal, the system block 

diagram can be redrawn as in Figure 8.27. 
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Foreplane 
Actl1ator 

Feedback 
Filtering 

q(t} 

Figure 8.27 - Aircraft block diagram showing limit-cycle signal represented by 
measurement noise 

As a result, the structural-mode can be represented by a signal of the equivalent 

amplitude and frequency injected into the system as measurement noise. The flexible 

aircraft is then replaced by a model of only its rigid-body dynamics as shown in 

Figure 8.27. 

This approach allows the frequency, amplitude and phase of the limit-cycle to be 

easily varied, whilst allowing the response of the rigid-body aircraft system to be 

quantified as the performance of the actuation system changes. 

In this case, the limit-cycle has been represented by a signal injected as 

measurement noise. There is no reason to prevent a suitable signal being injected at 

any point within the system however. In the case of the system under consideration, 

the possible limit-cycle amplitudes have been defined at the error signal. Their effect 

can therefore be assessed by injecting signals of the desired frequency and amplitUde 

into a suitable time domain simulation. 

Consider initially the case where there is no limit-cycle oscillation present. 

Calculating the frequency response of the system for a pilot demand signal equivalent 

to approximately 1.0 mm of actuator ram demand produces the results as shown in 

Figure 8.28. 
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Figure 8.28 - Open-loop frequency response as obtained from time domain 
simulation of nonlinear system 

The frequency response obtained from an actual time domain simulation of the 

system demonstrates the errors introduced by considering only a linearisation of the 

actuator dynamics. Since the performance of the actuator varies considerably as a 

function of demand amplitude, such a linearisation about a particular operating point 

will be prone to errors. In fact, the actuator performance can vary significantly for 

demand inputs of differing amplitude. This can be seen from the actuator frequency 

responses for the actuator included in Chapter 7. 

In order to assess fully the impact of a limit cycling condition, it is necessary to 

consider the effect of such a limit-cycle over a range of low-frequency demand 

amplitudes. It has been demonstrated in Chapter 7 that the effect of a high-frequency 

signal on actuator performance will be dictated in part by the amplitUde of the low­

frequency signal. 

Consider once again the aircraft system as shown in Figure 8.27 with a pilot 

demand signal equivalent to an actuator ram displacement of 1.0 mm. If the frequency 

response of the system is produced in the presence of the limit-cycles specified in 

Table 8.2, the results are as shown in Figure 8.29. 
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Figure 8.29 - Open-loop frequency response in presence of limit-cycles, pilot 
demand equivalent to 1.0 mm ram demand 
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The results demonstrate that the effect of the limit-cycles on system performance 

is similar to the approximate results of Figure 8.25. Once again, it is the possible limit­

cycle at a frequency of 7.1 Hz that has the potential for causing unsatisfactory system 

response. It should be stressed however that this is still assuming the gain of the 

structural-modes to be twice that originally designed for. Even if this were the case, it 

is by no means certain that such a limit-cycle would occur. Neglecting such 

considerations however, it can be seen that it would be wise to increase the attenuation 

of this mode. 

In the case of the 7.1 Hz limit-cycle, its effect in terms of additional phase lag is 

clear. As expected from the results of Chapter 7, the presence of such a limit-cycle has 

undoubtedly resulted in the demand signal to the actuator being rate limited. This in 

turn has led to the increase in the phase lag of the system. It is interesting to note that 

in the case of the 15.1 Hz, 20.9 Hz and 28.6 Hz limit-cycles, at low input demand 

frequencies there is actually a small decrease in the phase lag of the system. This can 

be attributed to the shaping of the main valve ports as has been discussed previously. 

As the input demand frequency increases, the combined signal begins to exceed the 

rate limit. Once this occurs, the increase in phase lag, characteristic of the onset of rate 

limiting, is evident. The fact that the higher frequency limit-cycles do not result in a 

vi?lation of the clearance boundary is due to the fact that their maximum amplitudes 

are less than a third of the maximum amplitude ofthe 7.1 Hz limit-cycle. This effect is 

even clearer in the case of the 44.0 Hz and 72.2 Hz limit-cycles which have very little 

effect on the rigid-body clearance requirements. In this case, their amplitudes are less 

than one eighth of the maximum amplitude of the 7.1 Hz limit-cycle. 

As mentioned previously, in order to fully assess the impact of such limit-cycles 

on rigid-body stability, it is necessary to consider a range of pilot demand amplitUdes. 

The results of Figure 8.29 were produced for a pilot demand amplitude equivalent to 

approxiIhately 1 mm of actuator ram demand. The results of Chapter 7 have 

demonstrated however that the effect of a high-frequency signal superimposed upon a 

low-frequency demand signal is dependent on the amplitude and frequency of both 

components. To demonstrate this, the frequency responses of the system were 

obtained for other pilot demand amplitudes. These results are included as Figure 8.30 

to 8.32 and demonstrate the effect of the limit-cycles on the control of the rigid-body 

aircraft for a range of pilot demand inputs. As for the 1.0 mm pilot demand, it is the 

potentiallirnit-cycle of frequency 7.1 Hz that has the ability to cause violation of the 

rigid-body clearance requirements. 

Consider the results of Figure 8.30 which show the effect of the rate limits on the 

rigid-body performance for a pilot demand equivalent to 0.1 mm of ram demand. 

Once again, it is the 7.1 Hz limit-cycle that has the potential for causing unsatisfactory 
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rigid-body response. In the case of this pilot demand amplitude, the effect of the 

shaping of the main valve port is more in evidence. This is particularly clear for the 

limit-cycles of frequency 15.1 Hz, 20.9 Hz and 28.6 Hz. In the case of such a small 

pilot demand amplitude, the shaping of the main valve ports has a greater effect since 

there is a larger difference in demanded rate between the low-frequency signal and 

limit-cycle. This effect has been discussed in detail in Chapter 7. For larger demand 

amplitudes, the effect of the shaping of the main valve port is not noticeable as can be 

seen from Figure 8.32. 

From Figure 8.32, the effect of the limit-cycles on rigid-body performance in the 

presence of large pilot demand amplitudes is not as pronounced as for the smaller 

amplitudes. This is particularly true for pilot demand frequencies greater than 2 Hz. 

The cause of this is that for a pilot demand amplitude of 20.0 mm, the rate limit is 

exceed by the pilot demand signal alone at a frequency of 1.9 Hz. Because of this, any 

further addition of a high-frequency limit-cycle signal will have little effect on the 

actuator performance. 

Another important factor that must be considered when assessing the impact of 

limit-cycles on rigid-body stability, is the tendency to generate subharmonic response. 

As has been discussed in Chapter 7, the existence of two input signals of different 

frequencies to the nonlinear actuator can result in the generation of subharmonic 

response. The production of the above results examines the response at the frequency 

of the primary input signal. As a result, no information is gained as to the effect of the 

limit-cycle in terms of subharmonic generation. 

The analysis of Chapter 7 reveals that it is the structural-modes of low-frequency 

which can create significant subharmonic generation. As an example, consider the 

time response for the system used in the production of Figure 8.31. In this case, the 

pilot demand signal is equivalent to a ram demand of 5.0 mm. Consider the case of the 

7.1 Hz limit-cycle and a pilot demand signal of frequency 3.5 Hz. From Figure 8.31, 

such conditions result in satisfactory rigid-body performance in terms of the stability­

margins. If however the pitch rate time response of the system is plotted for these 

conditions, the time response is clearly unsatisfactory as can be seen from Figure 8.33. 

21S 



3 ; ; ~ 'yit~ ~l~J!z ~ .. ~ 

2,·:· .... : ........ ; .. . . . .. ........ ~,: ........ 

" ~. " 
, , , , , , , 

" 
, , , , , , 

I I : . n: . , , , , , 
1 ., ., ., ., 

',I :11;/1 
, , , , " 

" " , ' 
" " 

, , , , 
" 

, " 1:- , , , 
, " , , , ' , , , " , , , , , , , , 

" ' I , , , , , , , , . , . , , , , " , , , , 
" 

, , , , , 
'" 

, 
to 

, , ' to, 
r :1 , , , ., ' " 

, , " 
, , ' , 

" 
, , 

-1 I:" ., . . "i .' ,. , , , I: , , , , , 
'~ " , , , , , 
t :. : , 

................ ~:, ....... 

-3 L N [) :-J 

2 3 4 5 6 7 • 9 10 11 12 
TIme (secs) 

Figure 8.33 - Aircraft time response in presence of 7.1 Hz limit-cycle 

The existence of the limit-cycle in this case has therefore resulted in the 

production of subharmonic aircraft motion. From the theory of Chapter 7, such a 

combination of pilot demand and limit-cycle frequencies could be expected to give a 

subharmonic response of frequency 0.1 Hz. This is the case as can be seen from 

Figure 8.33. In this example, even though the rigid-body clearance requirements were 

met in the presence of the limit-cycle, an unsatisfactory aircraft time response 

resulted. It is important therefore to assess the impact of the limit-cycle in both the 

frequency and time domains. 

8.6.6 Experimental verification of the effects of the limit-cycles on actua­
tor performance 

In order to verify these simulated results, it is possible to examine the actuator 

performance changes in the presence of the limit-cycles as defined in Table 8.2. As for 

the simulated results, it is necessary to consider a range of pilot demand amplitudes in 

order to assess the true effect of the limit cycling condition. 

Using the actuator test rig as described in section 7.6, it is possible to assess the 

performance of the actuator in the presence of the structural noise signals. Results 

comparing the performance changes as measured on the real actuator with those 

predicted from the system simulations are included as Figure 8.34 to Figure 8.41. 
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The results of Figure 8.34 to Figure 8.41 confirm the effects of the specified limit­

cycles on actuator performance. As can be seen from the response of the whole system 

as shown in Figure 8.29 to Figure 8.32, the changes in actuator performance as a result 

of the presence of a limit-cycle are predictable. One point to note however, is that the 

comparison for the smallest ram demand amplitude of 0.1 mm is not as good as for 

larger ram demand amplitudes. It is believed that this is due to the presence of un­

modelled nonlinearities within the actuator. For example, factors such as dead zone 

and frictional effects will be more relevant for small ram demand amplitudes. In the 

case of the simulated results, such affects are not modelled, and as a result, the change 

in actuator performance is not as large as for the experimental results. Considering the 

experimental results, the presence of the limit-cycle causes the actuator to break-free 

of these un-modelled nonlinear regions. Importantly however, the presence of the 

limit-cycle in this case has caused an improvement in actuator performance which is 

underestimated by the simulated results. 

Overall therefore, it can be seen that the modelling of the actuator has predicted 

the effects of the limit-cycles on actuator performance. An alternative method of 

assessing the effects of such limit-cycles on the performance of the overall system is 

to apply results from actuator testing to the full system. For example, if the frequency 

response of the actuator can be obtained in the presence of the limit-cycle, then it can 

be applied to a model of the remaining elements within the system. Such a method 

would then eliminate to some extent the need for time domain simulations of the full 

aircraft system. This method will be applied in the later consideration of the digital . 

nature of the control system. 

8.6.7 Conclusions 

To conclude, the ability to predict the frequency and amplitude of a potential limit­

cycle enables its affect on the rigid-body control of the aircraft to be assessed. This 

can be done in several ways, from an approximate analysis considering just the 

response of the rate limiter, to a time domain simulation of the whole system with the 

limit-cycle injected as measurement noise. An alternative approach has also been 

proposed whereby simulation or testing of the actuators in isolation could be applied 

to a linear model of the remaining elements of the system. The aim however is the 

same in all cases in that the effect of the predicted limit-cycles on the rigid-body 

stability of the system needs to be assessed. 

In the examples shown here, a twofold error in the gain of the system was assumed 

at all frequencies. The results demonstrate that in this case, such an error could lead to 

poor stability if the 7.1 Hz structural-mode resulted in a limit-cycle. If it could be 

shown however that such an error was unlikely in the gain of this mode, then there 

would be no need to increase the attenuation of the structural filters at this frequency. 
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Instead of assuming a particular level of error for all frequencies when 

investigating the effect of the limit-cycles, the likely error at each structural-mode 

could be assessed. For example, if it were felt that the gain of the 7.1 Hz structural­

mode was reliably modelled, then the -1 dB filters would ensure that a limit-cycle 

could never occur at this frequency. If however, it was felt that the modelling of the 

high-frequency modes was unreliable and could be subject to an error of IJP to (say) 

. 300%, then such a situation could be investigated using the earlier analysis. If it were 

found that a particular limit-cycle has the potential for causing violation of the 

clearance boundary or unsatisfactory time response, then the attenuation of this 

frequency by the structural-mode filters should be increased. For example, the above 

results demonstrated that the 7.1 Hz limit -cycle has the potential for causing 

unsatisfactory rigid-body response under the assumed conditions. If such an error in 

the gain of this mode was possible, then the attenuation of the structural filter at this 

frequency should be increased. 

Once a set of structural filters are devised in such a manner, they can be 

implemented on the aircraft. In doing so, satisfactory rigid-body control will be 

maintained even in the presence of the assumed modelling errors. As has been 

discussed earlier, if an in-flight limit-cycle condition was then encountered, rigid-body 

control would be maintained. Such an in-flight limit-cycle would pin-point an error in 

the modelling of the system. Such an error could then be corrected, and the structural 

filters modified to maintain the -1 dB maximum open-loop gain. 

8.7 Effect of digital representation 

8.7.1 Introduction 

In Chapter 5, the digital nature of the typical modem control system was 

investigated. As a result, its effect on the current aeroservoelastic design procedure 

was assessed and discussed in Chapter 6. The above sections have introduced an 

alteruative design procedure based on a knowledge of the nonlinear nature of the true 

aeroservoelastic system. In order to fully assess the alteruative design procedure, it is 

necessary to consider the effect of the digital nature of the control system. 

8.7.2 Limit-cycle prediction in digital system 

Consider the aircraft system block diagram shown in Figure 8.7. In the presence of 

phase uncertainty, it has been shown that the occurrence of limit-cycles can be 

predicted from a solution of equation (8.27). This equation therefore predicts the 

amplitude of any limit-cycle that may exist within the aircraft system. Consider now 
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Figure 8.42· Aircraft block diagram for digital system 

Since the solution of equation (8.27) for the analogue system relies purely on the 

gain response of the various elements, the same applies to the digital system case. 

Naturally, the aliasing effect of the flight control system sampler must be taken into 

account as has been discussed in Chapter 6. In addition, in the digital system, the input 

waveform to the actuators are generated by zero-order-holds as shown. This results in 

the input signals to the actuators containing high-frequency aliases of the primary 

signal. The maximum performance boundary for the actuator is therefore slightly 

different from that for the analogue system. Such a performance boundary for the 

actuator within a digital system has been discussed in Chapter 7. 

s.s Demonstration of alternative clearance procedure 
on digital aircraft system 

8.8.1 Introduction 

Consideration of the digital nature of the control system has been shown in 

Chapter 6 to be a vital element within the current aeroservoelastic design procedure. 

The aliasing of high-frequency modes, and the possibility of generating subharmonics 

as a result of the digital nature of the control system are of most concern14. The 

following section will examine the application of the proposed design procedure to a 

digital aircraft system. 

8.8.2 Design of structural-mode filters 

The design of structural-mode filters under the alternative design procedure 

requires the production of the filter attenuation requirements. In the case of the digital 
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system, the results presented in Chapter 6 have demonstrated the need to consider the 

aliasing of the high-frequency response in the production of these attenuation 

requirements. 

-50 o 5 10 15 20 25 
Frequency (Hz) 

30 35 40 

Figure 8.43 - Maximum open-loop gain envelope for digital aircraft system 
model 

Applying the analogue -1 dB filters, as defined in equations (8.31) to (8.34), within 

the sensor, results in the maximum open-loop gain response as shown in Figure 8.44. 

Clearly these filters, which were designed for application within the analogue system, 

still meet the -I dB clearance requirement when the control system is digital. In this 

case, the effect of the aliasing of the high-frequency modes is not sufficient to require 

a re-design of the structural-mode filters. In fact, the attenuation of the zero-order-hold 

and sensor dynamics has resulted in the maximum gain response for the digital system 

after filtering being lower than that for the analogue system. 
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Figure 8.44 - Maximum open-loop gain envelope for digital aircraft system after 
filtering 

8.8.3 Limit-cycle prediction for digital system in the presence of model­
ling errors 

As for the analogue case, provided the system has been accurately modelled, then 

no limit-cycles will occur within the digital system in the presence of the defined 

structural-mode filters. If the system model is in error however, the potential for limit­

cycles should be addressed. 
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Figure 8.45 - Maximum limit-cycle amplitude at error signal for digital system -
nominal model, -1 dB filters 

Consider the nominal model of the system. Disregarding the fact that limit-cycles 

cannot actually occur, the maximum amplitude of limit-cycle oscillation can be 

defined from a consideration of the actuator performance boundary and open-loop 

system gain. For the digital system, this results in the maximum amplitude of limit­

cycle being defined by Figure 8.45. 
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Suppose now that it was considered that the system model might be in error by a 

factor of two. To ensure that such a situation could not result in unsatisfactory rigid­

body response, the effect of any resulting limit-cycles must be considered. In such a 

situation, the maximum amplitude of the potential limit-cycles is as shown in Figure 

8.46 
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Figure 8.46 - Maximum limit-cycle amplitude at error signal for digital system -
2*nominal model gain, -1 dB filters 

It has been discussed previously that limit-cycles may only occur when the open­

loop gain of the system is greater than 0 dB due to the nature of the rate limiting 

nonlinearity. Production of the open-loop frequency response for the digital system 

assuming a twofold error in the gain results in the specification of potential limit­

cycles. Such an open-loop gain response is shown in Figure 8.47. 
10r----r----r----r----r---~----r_--~----, 

o ._-_.-:-

-10 .......... ~ .. .. ....... \ ........... ; ........... : ........ . 
. ................. ~ .......... : ........... ; ............. . 

5 10 15 20 25 30 35 40 
Frequency (Hz) 

Figure 8.47 - Maximum open-loop gain for digital system with 2*nominal gain 
and -1 dB filters in place . 

Combining the results of Figure 8.46 and Figure 8.47 produces a prediction of 

both the frequency and amplitude of the limit-cycles that may occur within the digital 
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system. (This assumes that there is a twofold error in the gain of the model.) For the 

model of the digital system, the potential limit-cycles are as shown in Figure 8.48 

Figure 8.48 - Predicted limit-cycle frequencies and amplitudes for digital system 
with 2*nominal gain and -I dB IDters 

8.8.4 Assessment ofthe effect oflimit-cyc1e oscillations within the digital 
system 

Once the frequencies of any potential limit-cycles have been identified and their 

maximum amplitudes calculated, their effect on the satisfactory control of the rigid­

body aircraft can be assessed. Three possible methods of accomplishing this have 

already been introduced. In this case, a method will be adopted whereby simulation or . 

experimental results examining the response of the actuators in isolation will be 

applied to a model of the remainder of the system. In this way, the effect of the Iimit­

cycles on rigid-body performance can be deduced without the need to resort to time 

domain simulations of the full system From Figure 8.48, suitable potential Iimit­

cycles for testing can be selected. In this case, those limit-cycles are as defined in 

Table 8.2. 

Testing of the Jaguar FBW actuator for a range ofIow-frequency ram demands in 

addition to the above limit-cycles was completed. In addition, the same tests were also 

completed for the actuator model. Both the actuator itself and model were subjected to 

the combined input signal after processing by a sample-and-hold and a rate Iimiter. In 

order to be representative of the digital system, the sampling frequency was set to 80 

Hz. A comparison of the experimental and simulated results are included as Figure 

8.49 to Figure 8.56. 

, 
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Amplitude Amplitude 

Amplitude 
ofinboardl of 

Frequency outboard foreplane at error 
(Hz) 

signal 
ram ram 

demand demand 
(mm) (mm) 

7.1 0.16 10.9 10.7 

15.1 0.055 3.73 3.68 

20.9 0.034 2.31 2.27 

28.6 0.023 1.56 1.54 

32.2 0.018 1.22 1.20 

35.9 0.013 0.88 0.87 

Table 8.4 - Limit-cycle amplitude and frequencies 

As for the analogue system, it can be seen that the simulated responses match weIl 

with the experimental results. Once again, the responses demonstrate the changes in 

gain and phase expected as a result of the presence of the limit-cycles. It is the 

potential limit-cycle at a frequency of 7.1 Hz that causes the greatest change in 

actuator performance as was the case for the analogue system. The relatively large 

difference between the experimental and simulated responses for the smallest pilot 

demand amplitude mirrors the results found for the analogue system. As discussed 

previously, it is believed that these differences originate from un-modeIled 

nonlinearities within the actuator. 

To examine how such changes in actuator performance will effect the rigid-body 

stability-margins, it is possible to apply the results of Figure 8.49 through Figure 8.56 

to an aircraft system model. Since actual actuator test data is available, it will be this 

that will be utilized. Producing the open-loop frequency response for the digital 

system by applying the actuator frequency responses which were obtained 

experimentally to a model of the remaining linear elements results in Figure 8.57 to 

Figure 8.60. 
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Figure 8.50 - Actuator phase response changes in the presence of limit-cycles, 0.1 
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Figure 8.60 - Open-loop frequency response in presence of limit-cycles, pilot 
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The above Nichols plots showing the open-loop frequency response for the digital 

system, demonstrate several interesting points. Firstly, as for the analogue system, it is 

the potentiallimit-cycle of frequency 7.1 Hz that causes the most serious change in 

stability-margins for the rigid-body aircraft. This is to be expected, since this limit­

cycle has the largest potential amplitude due to the actuator performance limit. In this 

case however, it can be seen that the all of the potential limit-cycles cause violation of 

the clearance boundary at large pilot-demand amplitudes, as can be seen from Figure 

8.60. This is due in the main, however, to the effect of the dynamics of the sample­

and-hold and sensor. The phase lags introduced by these two elements has resulted in 

only a very small margin between the clearance boundary and the frequency response 

in the absence of any limit-cycles. In fact, it can be seen from Figure 8.60 that this 

response just crosses the lower comer of the clearance boundary. 

In reality, the phase lags introduced by the sample-and-hold and sensor dynamics 

will be compensated for within the flight control system. Throughout this research, the 

flight control system has remained unchanged from that developed in Chapter 4 to 

allow comparisons to be made between the levels of structural excitation. In this case, 

this has resulted in the violation of the clearance boundary for the digital system for 

large pilot demand amplitudes. This would not be the case if the digital nature of the 

control system were taken into account initially. It is important to note however, that 

the inclusion of extra phase advance filtering within the flight control system would 

increase the gain of the structural-modes. As a result, the potential limit-cycle 

amplitudes will be higher than those examined here. 

However, this example demonstrates that it is possible to assess the effects of the 

predicted limit-cycles on the stability-margins of the rigid-body under digital control. 

8.8.5 Conclusions 

The inclusion of the digital nature of the control system within the alternative 

design procedure has been demonstrated. In this case, as for the analysis of Chapter 6, 

the aliasing of the high-frequency response did not result in the need to re-design the 

structural-mode filters. This does not indicate however that the digital nature of the 

control system can be neglected within the aeroservoelastic design procedure. As for 

the analysis of the current design procedure, the digital nature of the control system 

must be taken into account from the outset. 

8.9 Conclusions 

The nonlinear nature of the typical aeroservoelastic system has been shown to 

result in the potential for limit-cycle oscillations as opposed to an unbounded 

structural response as is currently assumed. From a consideration of the describing 
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function technique for nonlinear system, it has been shown that the nature of such 

limit-cycles can be predicted. In the presence of uncertain phase information however, 

this prediction is restricted to the amplitude of any potential limit-cycle and the 

frequency range over which they may occur. 

Consideration of the nature of the software rate limiting function has shown that in 

order to prevent unwanted limit-cycle oscillation, it is sufficient to ensure that the 

open-loop gain of the remaining linear elements of the system is less than 0 dB. This 

ability to predict and prevent limit-cycles in the nominal situation has led to the 

proposal of a reduction in the current structural-mode clearance requirement. Instead 

of the current -9 dB maximum open-loop gain at structural frequencies, it is proposed 

that a maximum open-loop gain of -1 dB be allowed. Such an approach will result in a 

significant reduction in the phase lag introduced by the required structural-mode 

filtering. 

Adopting this approach to aeroservoelastic clearance will result in poorer 

robustness to modelling errors than for the current design procedure. In this case 

however, the effect of modelling errors can be predicted. This will lead to a 

specification of the maximum limit-cycle amplitude in the presence of quantified 

modelling errors. In turn, the effect of such limit-cycles on rigid-body stability­

margins can be assessed. Provided that satisfactory rigid-body stability is maintained, 

the aircraft may be flown without risk. 

The alternative design procedure has been demonstrated for the aircraft system 

under consideration. The results of this analysis have demonstrated how it is possible 

to predict the potential for limit-cycles and to ensure that rigid-body stability is 

maintained even in the presence of modelling errors. 
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Experimental Evaluation of 
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9.1 Introduction 

The previous chapter has introduced an alternative aeroservoelastic design 

procedure based on a knowledge of any limit cycling condition that may arise within a 

system. The ability to predict such limit-cycles, assess their effect on rigid-body 

stability and define the attenuation necessary to prevent them provides a useful tool 

for the flight control system designer. 

Although the design procedure has been demonstrated as applied to an aircraft 

model, it is necessary to demonstrate its use on an actual test system73• Naturally, the 

availability of a complete aircraft system for test is limited. It is still possible however 

to demonstrate both current and alternative design procedures on a suitable test rig. 

The following chapter describes the test rig in detail, and presents the results of 

tests examining both the current and proposed design procedures. 

9.2 Description of the test rig 

Chapter 7 discussed in detail the form of the test rig used for the testing of the 

actuation system in isolation. In order to demonstrate a typical aeroservoelastic system 

however, the rig had to be modified so that the actuator was exciting a suitable 

structure. In addition, the motion of this structure then had to influence the demand 

signal to the actuator in order to promote a suitable interaction. A diagrammatic 

representation of the test rig is shown in Figure 9.l. 

Spring LVDT 

Actuator • 

Ram LVDT 
Spring 

Inertia 

Rig Controller Reference input --, 

-'---~:II~===j"']1--1 _ .. Ram Demand 

Spring deflection / " 

Ram deflection 

i 5 

Figure 9.1· Diagrammatic representation of test rig 

In this case, the transfer function analyser and electronic test set shown in Figure 

7.8 are omitted for simplicity. In the case of the test arrangement, the personal 

computer has a much larger role to play than in the testing of the actuator in isolation. 
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In this case, the computer acts as a control system, feeding back both ram position and 

spring deflection to the actuator input in addition to executing the rate limiting 

algorithm. A block diagram of the system is shown in Figure 9.2. 
1---------------------1 

r(t) , + e(t) y(t) x(t) c(t) , 
--Tt' ~ Gn(jro,E)' Gl(jm) G2(jm) /--.-

Rate limit Actuator Load 

+ 
Computer 
-----------------------------~ 

Figure 9.2· Block diagram or test rig 

The test rig consists of a Jaguar FBW taileron actuator driving a load made up of a 

pivoted mass-spring system as shown in Figure 9.1. The LVDT shown in Figure 9.1 

was arranged so as to measure the deflection of the spring, as signified by the signal 

/i(t). This signal was then combined with the actuator ram deflection, x(t) within the 

computer before feedback to the actuator input. The two gains in the feedback path, 

Kl and K2, were included so as to vary the characteristics of the system in order to 

generate a suitable structural interaction. 

Although the rig itself is simple in comparison with an entire aircraft system, it 

exhibits many characteristics of the full system. The nonlinear actuator is driving a 

load which exhibits a structural-mode. This structural-mode is sensed by the control 

system and fed back to the actuator input as in the aircraft. The purpose of the 

feedback loop for ram position was to represent the rigid-body dynamics of the 

system, such that if KI=O in Figure 9.2, then the controller would only be influenced 

by·the rigid-body dynamics. 

9.3 Derivation of a system model 

9.3.1 Introduction 

As with the aircraft system under consideration in the earlier chapters, one of the 

first steps in the design of suitable structural-mode filters, is the development of a 

representative system model. This model may be developed analytically at first, and 
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then updated when suitable testing of the system can be completed. Once such a 

system model is obtained, it is possible to design any necessary structural-mode filters 

in accordance with either the current or proposed alternative design procedure. 

9.3.2 Analytical derivation ofa system model 

In order to develop a suitable system model, consider the block diagram as shown 

in Figure 9.2. Assuming that the rate limiter can be neglected for now, and that the 

actuator can be represented by the linear model given in equation (4.1), the only 

system element that requires modelling is the load, G2(jm). 

Consider the load as shown in Figure 9.3. 

, --. 
x 

k 
,--+~ c 

Figure 9.3· Test rig loading system 

Neglecting any damping inherent within the system, the equation of motion of the 

load can be derived as 

I 
.1:c = k(x-c)a 
a 

for small e. This leads to the transfer function of the load, G2(jm), becoming 

ka2 

• C (s) 1;:-
G2 Gm) = X ( ) = 2 

S 2 ka 
• +­

IL 

(9.1) 

(9.2) 

In this case, the spring stiffness, k, can be calculated to be 640 kN m, and the 

inertia of the load, IL, can be calculated to be 2.01 Kgm2• Assuming an inherent 

damping of ~=0.01 as for the aircraft structure, the transfer function of the load can be 

derived as 

G G ) - 7161 
2 m - 2 

S + 1.6925. + 7161 
(9.3) 
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Combining this model of the load with the remaining system elements results in a 

linear model of the test rig. In order to validate the model, and update the load transfer 

function if required, it is necessary to perform open-loop frequency response tests for 

comparison with the simulated results. 

9.3.3 Comparison of simulated open-loop frequency response with test 
results 

Frequency response results for both the rig model and the rig itself are included as 

Figure 9.4. In this case, the two feedback gains, Kt and K2, are set at 5.0 and 0.1 

respectively. In addition, in order to represent the situation that would be found in a 

typical aircraft ground test, the direct feedback of x(t) to the gain K2 is disabled. This 

effectively switches the rigid-body dynamics out of the open-loop frequency response 

test, mimicking what occurs in the aircraft ground test situation. 
~r---~--~~.-r---~'-TO---..r---~---, 

: : : :Mode, resul~ : 
o .......... ,............. . .. .. : .. ~., ........... , ............ ~ ........ .. 

EO ; ::::: 

i: ~...L.::J~i~J~~:~t~I2....f.>i .. < 
5 10 15 20 25 30 35 

Frequency (Hz) 

Or---~--~----~--__ --~----~--~---, 

f: 3".· •• · •• rt.·.I ···••• •• F •• I ••• l ••••• r ••••••••• 
5 10 15 20 25 30 35 40 

Frequency (Hz) 

Figure 9.4 - Test rig open·loop frequency response comparison 

The results demonstrate that there is an error between the simulated results and the 

actual test rig results. There are many possible explanations for this, the most likely of 

them being that the assumptions made in calculating the transfer function of the load 

are not valid. These assumptions include the assumed value of structural damping, and 

assumptions in the calculation of the spring stiffness and load inertia. Naturally, 

changes in these three parameters wiII change the frequency and gain of the resonant 

peak of the system. The results demonstrate however that an approximation to the 

structural-mode can be obtained from simple theory. 

Compensating the dynamics of the load in terms of its inertia, stiffness and 

damping allows the simulated results to match more closely the results from the rig 

tests. The resulting load transfer function, G2Gro), is 

(9.4) 
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Recalculating the model frequency response for the updated load model produces 

the results as shown in Figure 9.5. 
20r---,----,"'--,----,---,----~--_,--_, 

. . Model resuits ' 

i: .:~=i::ri:f,im 
5 10 15 20 25 30 35 40 

Frequency (Hz) 

Figure 9.5 - Test rig open-loop frequency response comparison 

The results show that the revised load model produces a good representation of the 

actual rig results. 

Although the development of the system model to match the test results is not 

strictly necessary for the design of the structural-mode filters to take place, in this 

case, such a model will be used to demonstrate some of the results of Chapter 8. In the 

case of the aircraft system, once ground test results are available, the structural-model 

of the aircraft is not required. Instead, only the model of the unsteady aerodynamic 

effects is used to augment the results from the ground tests for the structural dynamics. 

Before the design of any structural-mode filters takes place, it is instructive to 

examine the unfiltered closed-loop system response. 

9.4 Limit-cycle prediction for the test system 

9.4.1 Introduction 

The possible existence of limit-cycles within nonlinear aeroservoelastic systems 

has been discussed in some detail in Chapter 8. The application of nonlinear theory 

has allowed the successful prediction of limit-cycles in both the simple system used in 

the example, and in the full aircraft system model. The existence of such limit-cycles 

has only been demonstrated within simulated systems however. In order to 

demonstrate that such a limit cycling condition does arise, it is useful to examine the 

closed-loop behaviour of the test rig before the application of any structural-mode 

filters. 
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9.4.2 Limit-cycle prediction for test system 

The prediction of limit-cycles within a nonlinear system has been discussed in 

Chapter 8. This procedure requires the derivation of the system's characteristic 

equation. Considering the block diagram for the test rig as shown in Figure 9.2, it is 

possible to derive the characteristic equation of the system to give 

The solution of the characteristic equation identifies a limit-cycle condition, which 

can be predicted from a re-arrangement of equation (9.5) giving 

(9.6) 

The describing function of the rate Iirniter, GnGro,E), has been derived in Chapter 

8. Since the left hand side of the above equation is simply a function of the linear 

elements of the test rig, the solution of the characteristic equation is relatively 

straightforward to obtain. However, since the describing function of the rate limiter is 

dependent on both input amplitude and frequency, there exists an infinite number of 

loci. However, only one loci for the nonlinearity intersects the frequency response at a 

compatible frequency, as in the Nyquist diagram of Figure 9.6. 

5r---~---'----'---~----~~~--~r---, 
. Linear elements 
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Real 

Figure 9.6 - Characteristic equation solution 

In this case, the nonlinear characteristics have been plotted for a single frequency, 

col, which intersects the response of the linear elements at col' This point represents the 

solution of the characteristic equation, and therefore predicts the frequency and 

amplitude of the resulting limit-cycle. From Figure 9.6, nonlinear theory predicts that 

a limit-cycle will occur on the test rig at a frequency of 10.9 Hz and of amplitude 

equivalent to 11.0 mm of demand at the error signal, e(t). Simulation of the test rig 

with the model of the linear actuator results in a limit-cycle of exactly the same 
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frequency and amplitude. 

If the linear actuator model is replaced by the nonlinear model developed in 

Chapter 7, the resulting limit-cycle is as shown in Figure 9.7. 
O.O·rrr--..---...---...,..----.---....... ----, 
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-0.008 ..........•.... ~ .. 
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llme(secs) 

Figure 9.7 - Simulated test rig limit-cycle 

From the figure, the frequency of the Iimit-cycle is 10.9 Hz with an amplitude of 

9.5 mm at the error signal, e(t). The error between the predicted amplitude and the 

amplitude seen in the simulation is due to the differences between the linear actuator 

model used in the prediction and the true non1inear actuator model used in the time 

domain simulation. The ability to predict the exact characteristics of the limit-cycle by 

solving the system characteristic equation is therefore limited by the accuracy of the 

linearisation of the actuator model 

To demonstrate that a limit-cycle does occur on the test rig in practice, the results 

from a closed-loop test are included as Figure 9.8. 
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Figure 9.8 - Test rig limit-cycle 

2.5 3 

The experimental results show a limit-cycle of frequency 10.8 Hz and amplitude 
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of 7.6 mm at the error signal, e(t). Clearly, their are slight differences between the 

simulated and experimental limit-cycles. In this case, the error is due to the 

inaccuracies in the modelling of both nonlinear actuator and load system. Although 

the load transfer function as given in equation (9.6) was matched to the open-loop test 

data, it is still only a second-order approximation to the actual load itself. 

It has already been noted that the accuracy of the limit-cycle prediction using the 

characteristic equation is limited by the accuracy of the actuator linearisation. In the 

case of the aircraft system however, the uncertainty in the phase response of the 

system leads to a restriction in the use of the characteristic equation. Chapter 8 has 

discussed this problem in some detail, leading to the fact that in the presence of phase 

uncertainty it is only possible to predict the amplitude of any potential limit-cycle. 

Instead of refining the model of the test system, it will be assumed that the phase 

response of the system is unreliable. As a result, only the amplitude of any possible 

limit-cycles can be predicted. 

Consider the solution of the characteristic equation for the test rig, (9.6), in the 

absence of phase information. The resulting equation is 

(9.7) 

Substituting for the magnitUde of the rate limit function, as given in equation (8.5), 

and solving for the amplitude of the error signal, E, gives 

(9.8) 

Consider now that 

(9.9) 

where, XGro) is the performance boundary of the actuator as shown in Figure 7.45. 

The gain response of the remaining elements, K2 {t - Kt + 102 (jw) IK t } ,can be 

obtained from experimental results. If such a procedure is completed, the predicted 

maximum amplitude of the limit-cycles that may exist within the system are as shown 

in Figure 9.9. 

245 



10-' =,."."c:-:-"-,==',.".":=:=-=-:.,.-,,..,...-..,.,.,..,,,-,,--,---,----, 

~ fTiS·01·1( .... !O .. (j'jpCj' · .. ··' ...... ·i ........ ·j ........ ·j ...... ·· 

i~Ti~'·;if·······lli 
': i I 11 :: 

10-'!:--:~~,--~----"~-~L-~--f?'--f:--"=--}. o 2 .. 6 8 10 12 14 18 18 20 
Frequency (Hz) 

Figure 9.9· Predicted limit.cycle amplitude for test rig 

The results demonstrate that it is possible to predict the amplitude of the limit· 

cycle that occurs on the test rig from a knowledge of the actuator performance 

boundary and the open-loop gain of the remaining linear elements. It is important to 

realise that since limit-cycles can only occur at frequencies where the open·loop gain 

is greater than 0 dB, it is possible to predict a frequency range over which a limit-cycle 

may arise. This frequency range has been obtained from Figure 9.5, and is included on 

Figure 9.9. In addition, the prediction of the potential limit-cycle amplitudes and 

frequency range over which they may occur can be accomplished without the use of 

any analytical models. Instead, test results for both actuator performance boundary 

and open-loop system gain provide a simpler, and more accurate alternative. 

Careful examination of the results of Figure 9.9 reveals that the amplitUde of the 

actual limit-cycle that occurred on the test rig is slightly higher than that predicted. 

Since the actuator performance boundary has been derived experimentally, this 

suggests that the load system itself is slightly nonlinear. The open-loop gain of the 

system was obtained for a ram deflection of lower amplitude than was achieved in the 

limit-cycle condition. If the load exhibits a higher gain under such circumstances than 

for a smaller ram displacement, the difference in predicted and actual limit-cycle 

amplitudes would be the results. Clearly. such a consideration would need to be taken 

into account on an aircraft, but variations such as this could be addressed within the 

predicted error margins. 
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9.5 Design of structural-mode filters 

9.5.1 Introduction 

The above section has demonstrated that it is possible to predict the amplitude of 

any potential limit-cycle within the system. Although this has proved useful in 

confirming the theory contained in Chapter 8, such a situation should be avoided on an 

aircraft. To prevent such an interaction, structural-mode filters need to be applied 

within the feedback path. These filters will be designed in the following section to 

meet both the current and proposed alternative clearance requirements. 

9.5.2 Design of structural-mode filters 

Since actual test data for the open-loop frequency response of the rig is available, 

the design of the filters will be based on this data as opposed to any analytical 

modelling of the system. This is representative of the real aircraft situation, where the 

structural-modelling is superseded by ground tests once a prototype aircraft is 

available. In this case, the response of the system that will be used in the design of the 

structural-mode filters is as shown in Figure 9.5. 

Since the system is relatively simple as there is only a single structural-mode, only 

one bandstop filter is required. Using the design procedure that was discussed in . 

Chapter 4, it is possible to design a filter to meet both current and alternative clearance 

requirements. 

The resulting filters, which meet the implementation limitations described in 

Chapter 4, are 

S2 + 0.9929s + 5030.0 
GSF1 (s) = 

i + 12.8s + 4929.4 

2 
G () _ s + 0.9929s + 5030.0 

SF9 s - 2 
S + 32.0s + 4929.4 

(9.10) 

(9.11) 

where, GSF1 is the notch filter designed to meet the proposed clearance requirement of 

a maximum open-loop gain of -1 dB, and GSF9 is the notch filter designed to meet the 

current clearance requirement which results in a maximum open-loop gain of -9 dB. 

To demonstrate that the above filters meet the respective clearance requirement, 

the open-loop gain response for system including the notch filters are included as 

Figure 9.10 and Figure 9.11. 
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Figure 9.10 - Test rig open-loop frequency response in the presence of -1 dB 
filtering 
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Figure 9.11 - Test rig open-loop frequency response in the presence of -9 dB 
filtering 

9.6 Implementation of structural-mode filtering 

It was shown in Chapter 8 that provided that the open-loop gain of the system is 

not greater than 0 dB then no limit-cycIe can occur. The results of Figure 9.10 and 

Figure 9.11 would predict therefore that the closed-loop system would show no limit­

cycling behaviour in the presence of either of the two structural-mode filters. When 

the filters were implemented within the digital computer as shown in Figure 9.12 this 

was found to be the case on the test rig itself for both filtering specifications. 
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Figure 9.12· Block diagram oC test rig 

To demonstrate this, the time response of the closed-loop system to a pilot demand 

signal of frequency 0.5 Hz and amplitude equivalent to 1.0 mm of ram deflection is as 

shown in Figure 9.13. In this case, the system contains the·l dB structural-mode filter 

in the feedback path. These results can be compared with the response of the system 

for the case where there is no filtering in the feedback path leading to a limit-cycle 

oscillation (Figure 9.14). 
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Figure 9.13· Test rig time response for 0.5 nz, 1.0 mm pilot demand signal with 
·1 dB filtering 
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Comparison of the results demonstrates that the filters designed to achieve a 

maximum open-loop gain of -1 dB prevent the occurrence of the predicted limit-cycle. 

Importantly, even in the presence of the limit-cycling condition, the actuator ram 

follows the desired demand input as can be seen from Figure 9.14, demonstrating that 

a certain level of structural noise may be acceptable for satisfactory actuator 

performance. 
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Time (secs) 

789 
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10 

Figure 9.14· Test rig time response for 0.5 Hz, 1.0 mm pilot demand signal with 
no feedback filtering 

9.7 Effect of structural-mode filters and limit-cycles 
on rigid-body performance 

Although the inclusion of the -1 dB structural-mode filter within the feedback path 

has eliminated the occurrence of the limit-cycle, it has been achieved with some 

reduction in the performance of the rigid-body system. For the aircraft, the inclusion 

of the structural-mode filters resulted in significant phase lag being introduced within 

the system. 

Consider the "rigid-body" for the test rig as shown in Figure 9.15. 

250 



,---------------------, 
r(t): + e(t) ~t) ,..--_--, x(t) 

Gn(jm,E) 

Rate limit 

1-'--.1 G1 (j m) 1---1-, , , 
, Actuator 
1 ______ ---, , , , , , 

,Computer ' ------------------------------_. 
Figure 9.15 - Block diagram of "rigid-body" test rig 

If the open-loop frequency response of the system is obtained, the results are as 

shown in Figure 9.16. This response represents the nominal open-loop response of the 

system. Inclusion of a structural-mode filter within the feedback path effects this 

response as shown in Figure 9.16. As expected, the filter designed to meet the -1 dB 

clearance requirement introduces less phase lag to the system than the filter design to 

meet the current clearance requirement Provided that the system remains as tested, 

and no errors are introduced, it can be seen that the filter designed to meet the 

proposed alternative clearance requirements prevents the occurrence of limit-cycles at 

a reduced cost when compared to the current design procedure. 
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Figure 9.16 - Test rig open-loop frequency response including structural-mode 
filters 

Suppose that it were felt that the limit-cycle predicted for the case of the closed­

loop system with no structural-mode filters could be tolerated in terms of system 

fatigue, wear, power consumption etc. It is instructive to examine how such a limit­

cycle effects the open-loop frequency response of the system. Initially, this can be 

estimated from a consideration of the rate limit function in isolation. If this analysis is 

completed for a limit-cycle of frequency 10.8 Hz and amplitude 7.6 mm, the predicted 
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open-loop frequency response is as shown in Figure 9.17. From the analysis of 

Chapter 7, it would be expected that the actual experimental results would match the 

predicted response reasonably well. This is the case as can be seen from Figure 9.17, 

where the actual open-loop frequency response of the test system in the presence of 

the limit-cycle is included for comparison. 
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Figure 9.17 - Test rig open-loop frequency response in presence of unfiItered 
limit-cycle 

The results demonstrate the large effect of the limit-cycle on the performance of 

the test rig as a whole. In particular, the significant phase lag introduced due to the 

limit-cycle can be seen from the results of Figure 9.17. Comparing these results with 

those of Figure 9.16 demonstrate that the cost of introducing structural-mode filters in 

terms of the induced phase lag is small when compared with the phase lag introduced 

as a result of the potentiallimit-cycle. 

9.7.1 Conclusions 

The above sections have demonstrated the prediction and prevention of limit­

cycles within a system typical of an aeroservoelastic system. In this case, reliable 

open-loop testing of the system has enabled the resulting filters to be designed with 

some confidence. Comparison of the phase lags introduced to the system by the 

different filtering strategies has demonstrated that the reduction in attenuation 

requirements of the structural-mode filters has resulted in an improvement in system 

performance when compared to the current clearance procedure. In addition, the effect 

of the predicted limit-cycle on system performance has been demonstrated. 

As has been discussed in previous chapters, in the case of a real aircraft, the 

modelling and testing of the system cannot be relied upon entirely. As a result, it is 

necessary to consider what effect an error in the modelling/testing of the system would 

have on the potential for limit-cycles. 
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9.8 Prediction of limit-cycles .in the presence of 
modelling error 

9.8.1 Introduction 

The previous sections have applied the analysis of Chapter 8 to a test rig which 

shows an interaction between control system and structure typical of an 

aeroservoelastic interaction. In this case, the simplicity of the system and reliability of 

the open-loop frequency response testing results in a prevention of the potential limit­

cycle. Unfortunately, the safety critical nature of an aircraft's flight control system 

combined with the uncertainty in the reliability of the system modelling results in the 

need to consider the situation where the system model is in error. 

9.8.2 Prediction of limit-cycles in the presence of modelling error 

Consider for example, that the test rig is representative of a real aircraft, and that 

the open-loop frequency response given in Figure 9.5 was obtained from ground 

testing of the aircraft itself. Assuming that there is only a single control path under 

consideration, then implementation of the -1 dB filter specified in (9.10) would 

prevent a limit-cycle oscillation occurring. 

Consider the situation where, in-flight, the aerodynamic effects result in the gain 

of the structural-mode exceeding that assumed in the design of the structural- mode 

filter. In the case of the -1 dB filtering, such an increase could well result in the . 

potential for limit-cycling. Naturally, in the real aircraft case, the aerodynamic effects 

are represented within the initial design of the structural-mode filters. There exists 

however, the potential for error in this aerodynamic modelling and it is this that must 

be taken into consideration along with any potential errors in the testing of the aircraft 

structure and variations between different aircraft 

Returning to the test rig, consider a situation where it was felt that a twofold 

increase in the open-loop gain of the system at the structural frequencies could occur 

whether it be due to a particular operating condition, or an error in the open-loop 

testing of the system. Such a situation could be represented by an increase in the value 

of K1 to 10.0. 

Assuming that the system can be adequately modelled using the transfer function 

of equation (9.4), it is possible to solve the characteristic equation for the case where 

the -1 dB filter is in the feedback path, and the value of K1 is set to 10.0. The 

characteristic equation is therefore given by 

(9.12) 
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whose solution can be represented on the Nyquist diagram of Figure 9.18. 
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Figure 9.18 - Characteristic equation solution, K1=IO, -I dB structural filters 

In reality, due to the assumed uncertainty in the phase response of the system, it is 

only possible to specify the amplitude and frequency range over which a limit-cycle 

may occur. Applying the performance limit of the actuator to the gain response of the 

remaining elements of the system results in the limit-cycle prediction as shown in 

Figure 9.19. As for the nominal situation represented by Figure 9.9, these results are 

based on the actual experimental open-loop frequency response of the system. 
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Figure 9.19 - Predicted limit-cycle amplitude for test rig with KI=IO.O, -1 dB 
filters . 

Comparison of the results of Figure 9.19 with those for the nominal unfiltered 

system shown in Figure 9.9 reveals the effect of both the increase in system gain and 

the structural filter on the maximum amplitude of the predicted limit-cycles. As 

expected, the maximum amplitude of the potential limit-cycles is significantly reduced 

by the presence of the filters. One interesting point to note is the relatively high 

potential amplitude for a limit-cycle of frequency 11.5 Hz. If such a situation were 
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considered a possibility, then it might be considered prudent to increase the width of 

the structural notch filter. This would reduce the potential amplitude at this frequency. 

It is possible therefore to predict the amplitude of limit-cycles that may occur 

within a typical system in the presence of an assumed modelling error. In this case, 

with the nominal -1 dB filters in the feedback path, a twofold error in the open-loop 

gain of the system has the potential for causing the limit-cycles as specified in Figure 

9.19. This prediction will, in turn, allow the effect of such a situation to be analysed in 

terms of satisfactory actuator performance. 

9.9 Effect of limit-cycle on system performance in the 
presence of modelling errors 

The ability to predict the amplitude and frequency range of any potential lirnit­

cycle within the test system even in the presence of modelling errors enables the safe 

application of the structural-mode filters to be assessed. Although the open-loop 

response of the test rig is reliably known, the previous section has demonstrated the 

prediction of the potential limit-cycle amplitude in the case of a twofold error in the 

gain of the structural-mode. 

In order to assess whether these limit-cycles would have a significant impact on 

the satisfactory control of the "rigid-body", it is possible to apply one of the methods 

described in Chapter 8. Initially, an estimation of the effect of the potential lirnit­

cycles on the performance of the system can be gained from an analysis of the rate 

lirniter in isolation. Taking the worst-case scenario, where the limit-cycle that actually 

occurs is assumed to be the one at 11.5 Hz in Figure 9.19, it is possible to predict the 

open-loop response as shown in Figure 9.20. 
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Figure 9.20 - Test rig open-loop frequency response including -1 dB filters and 
11.5 Hz limit-cycle 

255 



The results demonstrate the significant effect of such a limit-cycle on the 

performance of the system. It should be noted however that this disregards any 

alteration of the notch filter following the discussion of the previous section. 

In reality, the actual limit-cycle that occurred on the test rig for a value of gain, 

K2=10.0, and in the presence of the -1 dB structural filter, is as shown in Figure 9.19. 

Clearly, the limit-cycle that actually occurred is of significantly lower amplitude than 

the worst-case examined in Figure 9.20. Comparing the open-loop frequency response 

of the system in the presence of this 10.1 Hz limit-cycle (Figure 9.21) with that for the 

11.5 Hz liOOt -cycle demonstrates that the actual change in system performance is 
significantly less than that predicted for the worst-case analysis of Figure 9.20. 
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Figure 9.21- Test rig open-loop frequency response including -1 dB filters and 
10.1 H.z limit-cycle 

Estimating the change in the system gain and phase response from a consideration 

of the rate limiter alone is pessimistic as can be seen from Figure 9.21. In this case, the 

actual response seen on the test rig exhibits an increase in gain when compared with 

the nominal open-loop results. In addition, the extra phase lag predicted from the 

analysis of the rate limiter in isolation is not as evident in the actual response. These 

differences are almost certainly due to the shaping of the mainvalve ports and other 

un-modelled nonlinear effects. 

Instead of estimating the effect of the 10.1 Hz limit-cycle from a consideration of 

the software rate limiter alone, results from an analysis of the actuator model 

developed in Chapter 7 provide a better approximation to the test results in this case. 

Such a comparison is included as Figure 9.22. 

Clearly, in the case of an aircraft system, tIle best method for assessing the impact 

of a limit-cycle on the performance of the actuator and hence on 'the performance of 

the system, would be to test the actuator itself (as in Chapter 8). These results could 
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then be incorporated into an analysis of the aircraft as a whole. 
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Figure 9.22 - Test rig open-loop frequency response including -1 dB filters and 
10.1 Hz limit-cycle 

9.9.1 Conclusions 

These results have demonstrated several important points. Firstly, as for the 

nominal system, it is possible to predict the amplitude and frequency range for the 

potentiallimit-cyc1es in the presence of modelling errors. Unfortunately in this case, a 

·twofold increase in the open-loop gain results in the potential for a limit-cycle that 

causes a serious change in the system performance. The fact that this particular 

potential limit-cycle does not actually occur in practice is as a result of the phase 

response of the system. Clearly, for the aircraft, all potential limit-cycles must be 

considered in the presence of uncertainty in this phase response. It would be 

advantageous to be able to narrow down the region of potential limit-cycles from that 

shown in Figure 9.19. This would only be possible however given some estimate of 

the phase response. For example, in terms of the Nyquist plot showing the solution of 

the characteristic equation (Figure 9.6), provided that the phase response at a 

particular frequency could be guaranteed as not being in the same quadrant as the 

describing function for the rate limiter, then no limit-cycle would result at this 

frequency. 

In this case, where such an estimate of system phase response cannot be 

considered, an alternative approach was discussed earlier where a widening of the 

notch filter could be applied. This would reduce the amplitude of the potential limit­

cycle at a frequency of 11.5 Hz at the cost of an increase in the phase-lag of the filter 

itself. As a result, it might be considered that satisfactory rigid-body control of the rig 

could be maintained in the presence of the assumed level of modelling errors. This 

would lead to confidence in the use of the -1 dB filters in the nominal situation where 

modelling errors were possible. 
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Importantly, the results of the rig testing have demonstrated that the design and 

clearance procedure discussed in Chapter 8 can be applied to a real system. 

9.10 Inclusion of digital effects 

The importance of the inclusion of digital effects within aeroservoelastic analysis 

has been highlighted in Chapters 5, 6 and 8. In particular, where structural-modes exist 

at frequencies above the Nyquist frequency, the possibility of the digital system 

aIiasing the response to within the bandwidth of the flight control system needs to be 

investigated. In this case, the test rig contains only a single structural-mode below the 

Nyquist frequency when sampling at 80 Hz. As a result, the effect of the digital 

representation of the control system on the attenuation requirements for the test rig is 

negligible. 

In order to verify that this is the case, the structural filter designed to meet the -1 

dB attenuation requirements was applied within the control system for a sampling 

frequency of 80 Hz. As expected, the limit-cycle that had occurred for the system in 

the absence of any structural-mode filtering was prevented. 

9.11 Conclusions 

This chapter has demonstrated the proposed clearance procedure as applied to a 

representative test rig. The procedure for predicting the amplitude and frequency 

range of any potential limit-cycle has been verified, with the experimentally observed 

limit-cycle results matching those of the predictions. In addition, the predicted effect 

of the limit-cycle on the performance of the actuation system was confirmed by the 

experimental results. 

The implementation of suitable filtering to meet both the current and alternative 

clearance requirements resulted in the prevention of the potential limit-cycles. In the 

presence of significant modelling error however, which was artificially represented on 

the test rig, the presence of further potential limit-cycles was predicted and their 

effects assessed. These results were then confirmed from experimental results. Clearly, 

differences exist between the actuator performance changes predicted from the 

simulations, and those actually experienced from the rig testing. Naturally, this is due 

to inadequacies in the modelling of the actuator. These results demonstrate however 

that in the absence of a sufficiently accurate model, the actuator itself can be tes ted in 

the presence of any potential limit-cycle. These results can then be applied to 

modelling/simulation of the remainder of the system, enabling a prediction of the 

system performance changes in the presence of limit-cycles. In this way, the highly 

complex actuator is represented by actual test results, giving a form of hardware in-
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the-loop simulation of the whole system. 

Although the test rig used in this analysis is far simpler than the real aircraft 

system, its use has enabled verification of the procedures outlined in Chapter 8. In 

particular the prediction and prevention of limit-cycles, and the assessment of their 

effect on satisfactory actuation system performance has been confirmed. 
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Chapter 10 

Conclusions 
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10.1 Aeroservoelasticity 

The problem of an interaction between an aircraft's structural dynamics, flight 

control system and aerodynamics has been demonstrated. Although such interactions 

are rarely encountered in-flight, the fact that there is the potential for loss of aircraft 

control andlor structural failure results in the need for careful design of the flight 

control system. As the drive to produce lighter aircraft structures results in more 

structural flexibility, the potential for aeroservoelastic interactions will increase. This 

fact, coupled with the increasing use of high-authority digital flight control systems 

across a wider range of aircraft types means that the aeroservoelastic interaction may 

become as important as aeroelasticity in aircraft design. 

Although this research has concentrated on the negative consequences of 

aeroservoelasticity, the potential for a positive contribution exists. For example, the 

close link between the aeroservoelastic and aeroelastic phenomena may mean that in 

future, the use of so-called smart structures will allow aircraft operation beyond the 

currently accepted flutter speeds. 

One of the major problems that has been emphasised by this programme of 

research is the multi-disciplinary nature of the aeroservoelastic interaction. To the 

elements of structural dynamics and unsteady aerodynamics found in the study of 

aeroelasticity, is added the flight control system. This additional element introduces 

further complexity to the problem, involving consideration of nonlinear actuation and 

digital effects. Both of these additional elements have been of particular interest 

throughout this research. 

10.2 Discussion of the current design process 

Although both the current and proposed alternative design methods adopt a similar 

method of solution of the aeroservoelastic problem, their approach is considerably 

different. The current design procedure is based on a limited understanding of the 

interactions between the system elements. In particular, the uncertainty over the 

effects of an unstable structural-mode on the system dictates the need for conservative 

clearance requirements. This cautious approach is represented by the -9 dB maximum 

open-loop gain at structural frequencies. One of the major reasons for such 

conservatism is the fact that in most modem combat aircraft, the flight control system 

is safety critical. As a result, any factor which prejudices the safety of the aircraft must 

be carefully considered. 

An additional factor which influences the conservatism in the current design 

procedure is the uncertainty in the modelling of the flexible aircraft. Although ground 
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testing of the prototype aircraft allows verification of the structural model, the 

determination of the correct in-flight aerodynamic forces is more complex. In fact, the 

availability of ground structural tests eliminates to some extent the need for the 

structural model at all, but in-flight aeroservoelastic testing is still very limited. 

Uncertainty in the modelling of the aircraft introduces an additional element of 

conservatism to the current design process by assuming that the phase response of the 

system cannot be relied upon. This effects the analysis in several ways, the most 

important being the assumed in-phase addition of the signal paths within the flight 

control system.. In the case of the aircraft system considered throughout this research, 

there were three signal paths involved in the longitudinal control of the aircraft. 

Although the actual phasing of the response might result in cancellation between the 

individual signal paths, uncertainty forces the worst-case scenario to be examined. 

Clearly, the current design process is severely restricted by both uncertainty in the 

effects of an unstable structural response and in the reliability of the aircraft 

modelling. 

In the case of the current design procedure, the aircraft system, particularly the 

actuator, is assumed to be linear. Although this greatly simplifies both the system 

modelling and analysis, such an assumption can lead to a limited understanding of the 

true nature of the problem.. As was shown in the example of Chapter 4, if the linear 

nature of the system is assumed, then an "unstable" structural-mode must result in an 

unbounded oscillation. Clearly, if this were the case, then catastrophic structural 

failure would occur. The need in this case to ensure structural-mode stability in all 

circumstances is clear. This results in the large margin of safety employed within the 

current clearance requirements. The price that must be paid for this large safety 

margin is in the phase lag introduced by the structural-mode filtering. 

Although the filter design methods employed in Chapter 4 were simple, they 

demonstrated several important points. Firstly, iterations required in the design of 

these simple filters points to the need for an optimization of the filter design process. 

Such an optimization is generally adopted, the phase lag of the filters being minimised 

whilst ensuring that the attenuation requirements are met. This minimization of the 

phase lag introduced by the structural-mode filters is the driving force behind a 

relaxation of the current clearance requirements. In particular, since it has been 

demonstrated that the majority of the phase lag is introduced by the low-pass filter, it 

is desirable to reduce the attenuation requirements of this filter as much as possible. 
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10.3 Effect of digital nature of control system on the 
current design procedure 

In most modem flight control systems, the control algorithms are processed within 

a digital computer. In addition, the aircraft's motion sensor unit usually employs 

digital processing of the measured data. As a result, the need for a careful assessment 

of the sampled nature of the control system is evident. This was clear for the in-flight 

aeroservoelastic interaction on the X-29 aircraft15• The analysis of the digital nature of 

the typical aeroservoelastic system has demonstrated how the aliasing of high-. 

frequency structural response by the flight control computer can result in an unstable 

interaction. This is in contrast to the analogue situation, where no such unstable 

interaction would result The current design method takes such aliasing into account, 

folding back the high-frequency response to below the Nyquist frequency. 

It is important that the attenuation of the sample-and-hold and sensor dynamics are 

taken into consideration during the design process. These two elements provide a 

substantial attenuation of the high-frequency modes and therefore reduce the problem 

of aliasing significantly. In addition, the high attenuation of the sample-and-hold and 

sensor dynamics for frequencies above the sampling frequency would mean that in 

general, consideration need only be given to the aliasing of structural-modes below 

this frequency. 

The results of Chapter 6 demonstrate that in terms of the digital nature of the . 

control system, there is little advantage to be gained in refining the current design 

procedure. In particular, the assumed in-phase addition of both the signal paths and 

high-frequency aliases results in attenuation requirements that are only slightly 

different from those for the system whose phase response is taken into account. Such a 

result is dependent however on several factors. Firstly, for this aircraft model, none of 

the high-frequency modes aliased directly onto a low-frequency mode. As a result, the 

response at the high-frequency mode tended to swamp that at its low-frequency alias, 

making the phasing between the two components irrelevant. A similar effect was seen 

when taking the phasing for the signal paths into account. For most of the "critical" 

structural- modes such as the wing bending mode, excitation in the main by a single 

control surface makes the phasing of the response from the other control surfaces 

redundant. Such factors however may not be applicable for a different aircraft 

structure, where consideration of the phase response of the system as a whole may be 

beneficial, and worth the significant increase in the required analysis. Alternatively, 

phase information available on particular structural-modes may be applied in order to 

specify particular filter attenuation requirements at that frequency. 

An additional effect of the digital nature of the control system is the significant 
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phase lags and computational delays that can be incurred In the examples given 

throughout this research, the original controller designed for the analogue system was 

not modified in order to allow comparison between the attenuation requirements for 

analogue and digital systems. In reality, provided that the digital nature of the 

controller is taken into account from the initial design stages, the flight control system 

would compensate for these lags by virtue of a phase advance filter. The addition of 

such a filter would increase the gain of the structural-modes however, resulting in a 

higher attenuation requirement for the structural-mode filters. 

Although for this example aircraft, the digital nature of the control system did not 

result in an unstable interaction, the possibility of one occurring is clear. As a result, 

the digital nature of the control system must be considered from the initial stages of 

any design process. 

10.4 Actuator nonIinearities 

One of the major assumptions made in the current design process is the linear 

nature of the system as a whole. In reality, the aircraft system is highly nonlinear, and 

one of the main sources of these nonlinearities are the servo-hydraulic actuators. One 

consequence of the nonlinear nature of the actuation systems is that an unbounded 

structural oscillation cannot occur. This is as a result of the performance limitations 

inherent within the actuators themselves and within the flight control system by virtue 

of the software rate limiting This limit to the performance of the actuation system 

manifests as an upper limit on ram displacement for any particular input frequency. 

Since the aeroservoelastic interaction is driven by the flight control system through 

control surface motion, it would seem logical to assume that the resulting structural 

oscillation will also be bounded. 

A second effect of the nonlinear nature of the actuation systems is that the 

performance of the actuator in response to pilot demand or _stabilisation signals is 

affected by the presence of structural feedback signals. The importance of this is that 

during the design of the flight control system, a specific actuator performance is 

assumed. If this performance is not achieved due to the presence of structural 

feedback signals, then the satisfactory control of the rigid-body aircraft may not be 

maintained. Although the current design procedure ensures that the amplitude of such 

structural feedback signals will be negligible, it is important that such changes in 

performance be considered. This is particularly true for alternative design procedures 

which may allow a higher level of structural feedback under certain circumstances. 

The main mechanisms for these performance changes have been identified from both 

simulation and testing as being the software rate limiting and the profile of the main­

valve ports. 
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The effect of the software rate limiting is to introduce a possible reduction in gain 

and increase in phase lag at the frequency of the demand signal in the presence of 

high-frequency structural feedback. If the combination of the two input components 

results in a violation of the rate limit, then such an effect occurs. Importantly however, 

this increase in the phase lag of the actuation system at low-frequencies is dependent 

on the amplitude and frequency of both input components. The result of this is that 

even though the rate limiter may be exceeded, the phase lag introduced at low 

frequencies may be small. Clearly, a certain level of structural feedback may be 

acceptable before satisfactory performance of the actuation system is lost. 

The second mechanism through which the presence of structural feedback may 

effect actuator performance is as a result of the shaping of the main-valve ports. In the 

case of the actuator modelled and tested, these ports were trapezoidal. The result of 

this is that under certain circumstances, the performance of the actuator to low­

frequency demand signals may actually be improved in the presence of a high­

frequency structural feedback signal. The effect of the main~valve port shaping is 

therefore in opposition to that of the software rate limiting, although the latter is by far 

the most dominant. Simulation and test results have shown that the improvement in 

actuator performance as a result of the shaping of the main-valve port only occurs 

when there is a large difference between the demanded rate of the low-frequency and 

high-frequency signal. Such a situation may occur for a small amplitude pilot demand 

signal. Once the combined input exceeds the rate limit however, actuator performance 

quickly reduces to below that for the no-noise case. A pessimistic assessment of the 

effect of a structural signal on actuator performance may therefore be obtained from a 

consideration of the software rate limiting alone. Alternatively, a method whereby the 

performance of the actuator may be predicted from a consideration of these two 

mechanisms has been demonstrated. 

In addition to the effect of the structural-mode feedback on actuator performance 

in the frequency domain, it has been shown that undesired actuator response may 

result in the time domain. The generation of subharrnonic actuator response as a result 

of structural feedback has been demonstrated. In such a case, there may exist an 

output signal component of frequency below that of either of the two input 

components. In the case of an aircraft in-flight, this may at least lead to undesirable 

rigid-body motion, and at worse, excite one of the rigid-body modes of the aircraft. 

Clearly, in order to fully assess the impact of a particular structural feedback signal on 

rigid-body performance, it is necessary to consider both the time and frequency 

domain. Analysis of the generation of such a subharrnonic response has demonstrated 

that it is the low-frequency structural-modes that have the highest potential for 

causing such an effect. In the case of a digital system however, low-frequency 

subharrnonics may be generated by quite high structural-mode frequencies due to 
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interactions with their aliases. 

10.5 Discussion of the alternative design procedure 

The development of an alternative design and clearance procedure has been based 

on the fact that the true aeroservoe1astic interaction is not a linear phenomena as is 

currently assumed, but is highly nonlinear due in the main to the servo-hydraulic 

actuation systems and software rate limiting. The result of this is that 

aeroservoelasticity is not a problem involving potential divergent instability, but rather 

one involving the possible occurrence of limit-cycle oscillations at frequencies above 

typical rigid body frequencies. Consideration of the nonlinear nature of the system has 

demonstrated that the potential for limit-cycles can be recognized, the frequency range 

over which they may occur identified, and their amplitudes predicted even in the 

presence of phase uncertainty. The proposed alternative clearance procedure relies on 

these facts along with the assertion that the effect of such limit cycling conditions on 

rigid-body stability can be assessed from a consideration of changes in actuator 

performance in the presence of high-frequency feedback signals. The key elements of 

the aeroservoelastic problem are defined in Figure 10.1. 

Since it is desirable to avoid limit-cycle oscillations under normal circumstances, 

the proposed clearance requirements suggests that filters are introduced within the 

feedback path to attenuate the open-loop gain of the system to below -1 dB at 

structural frequencies. The actual design of these filters will be based on the current 

design procedure for the derivation of the flexible aircraft model. In this way, the 

current assumptions regarding signal path phase, digital effects and adoption of the 

worst-case flight condition will be maintained, preserving the conservatism inherent in 

such an approach. Under normal circumstances, limit-cycle oscillations will therefore 

not occur. In the presence of flexible aircraft modelling errors however, the potential 

for limit-cycles exists. 

It is possible to assess such a situation beforehand from a consideration of the 

confidence in the fidelity of the modelling process. Such a consideration could be used 

to denote confidence levels in terms of an incremental gain on a mode-by-mode basis, 

or, as was adopted in Chapters 8 and 9, in terms of an overall gain error margin. Such 

an assessment can be based on whether a particular mode is represented by modelled 

or test results, whether the gain associated with it is highest in-flight or on the ground 

and whether test results for the same mode for differing aircraft are well matched. In 

addition, it will be possible to predict the flight conditions at which the limit-cycle 

oscillations will occur from a consideration of the scheduling of the controller gains 

with Mach number, altitude and incidence. 
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Once this has been completed, the amplitude of any potential limit-cycle can be 

deduced and its effect on the rigid-body stability margins assessed. Provided 

satisfactory rigid-body control is maintained in the presence of such limit-cycles, the 

aircraft could be considered safe to fly for development work. 

The proposed alternative clearance procedure therefore utilises the nonlinear 

nature of the control system in reducing the attenuation requirements of the structural­

mode filters whilst ensuring satisfactory rigid-body control. The demonstration of the 

alternative clearance procedure on the test rig has validated its use, and shown 

considerable advantages over the current clearance requirement. 

10.6 Recommendations 

The main recommendation that has arisen from this programme of research is that 

a nonlinear assessment of the aeroservoelastic system will allow a reduction in the 

clearance requirements. Such a reduction will result in a significantly lower phase-lag 

being introduced by the structural-mode filters. As a consequence of this, the 

performance of the flight control system may be improved. Overall, the 

recommendations for an alternative clearance procedure can be summarized as 

follows 

• Maintain the current flexible aircraft modelling process, in particular, the 

assumptions regarding in-phase signal path addition, and the adoption of the 

worst-case flight condition/stores configuration. 

• Take account of the digital nature of the control system from the initial 

design stage. Preserve the current assumptions regarding the inclusion of 

sample-and-hold and sensor attenuation within the derivation of the maximum 

open-loop gain. 

• Include any aliasing of the response in the analysis, along with the correct 

interpretation of the positioning of any structural-mode filters within the flight 

control system. Neglect any structural-modes whose frequency is higher than 

the sampling frequency. 

• Design structural-mode filters so as to ensure a maximum open-loop gain of 

-1 dB, minimizing the induced phase lag by the use of suitable optimization. 

• Deduce confidence levels to the individual modes of the flexible aircraft in 

terms of an incremental gain. 

• Obtain actuator performance boundaries for the individual actuation system 

from simulation and bench tests. 

• Assuming the flexible aircraft model to be in error by the derived confidence 
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levels, predict the potential for limit-cycle oscillations in terms of frequency 

range and amplitude. In addition, predict the range of flight conditions over 

which the limit-cycle oscillations wiII occur. 

• Assess the impact of such limit-cycles on rigid-body stability margins 

through a combination of simulation, bench tests of the actuator and aircraft 

ground tests. 

• Consider the impact of the potential limit-cycles on the generation of sub­

harmonic aircraft response. In particular, careful consideration should be given 

to the effect of low-frequency structural-modes, which have been shown to 

have the greatest potential for sub-harmonic generation. In the case of a digital 

flight control system, structural-modes which combine with their high­

frequency aliases to produce low-frequency subharmonic response should also 

be considered. 

• Augment the attenuation of the structural-mode filters if necessary so as to 

ensure satisfactory rigid-body control even in the presence of the derived 

modelling errors. 

• Proceed to ground test of the aircraft, initially ensuring that the open-loop 

gain of the system with the filters in place is below the -1 B level. Check that 

the closure of the flight controIler loops does not result in a limit-cycle 

oscillation even during taxiing tests of the aircraft. 

• Proceed to flight-test, examining the areas of the flight envelope felt to be 

critical in terms of the potential for limit-cycle oscillations. 

10.7 Future Work 

The above recommendations are based on the results of this programme of 

research and as such are restricted by the scope of these results. In order to confirm 

these findings, and lend further support to the adoption of the proposed alternative 

clearance procedure, it is suggested that further work be completed. In particular, the 

progression of the results of Chapter 9 on to a more representative test rig would 

enable evaluation of the procedure on a more realistic structure. Ideally, such a test 

bed would make use an aircraft that was no longer cleared for flight, enabling testing 

of the structure without the fear of exceeding the fatigue loads. Such a test facility 

would enable confirmation of the prediction of the limit-cycle amplitudes, and the 

subsequent effect on actuator performance. 

In addition to such a test facility, other areas of future work exist. These areas 

concentrate in particular on areas of this research programme where it is felt that a 
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more thorough analysis would be beneficial. These areas are as follows: 

• Dual and multiple input testing of the rate limiter. Since it is apparent that it 

is this function that dominates both the actuator performance boundary and the 

effect of limit-cycles an actuator performance, a more thorough analysis of its 

function seems sensible. This could examine both experimentally and 

analytically, the effect of differing amplitude and frequency of both pilot 

demand and limit-cycle signals. In addition, the effect of multiple input signals 

on the rate limiter could be addressed. 

• A more complete analysis of the generation of subharmonic response as a 

result of the presence of two or more input signals to the actuator. This would 

enable better prediction of limit-cycles frequencies and amplitudes likely to 

cause such a response. In addition, subharmonic generation within a digital 

system should be examined in more detail. 

• Consideration of other system nonlinearities. The analysis in Chapter 8 was 

based on the assumption that the dominant nonlinearity of the system was the 

software rate limiter. Although this has been shown to be the case from the 

analysis of Chapter 7, it would be of use to investigate the effect of further 

system nonlinearities on the prediction of limit-cycles. 

• The effect of limit-cycles on other elements of the aircraft system should be 

considered as represented in Figure 10.1. In particular, the effect of a limit­

cycle on the fatigue life of the structure, the allowable life of the actuator and 

the hydraulic supply to the actuator itself. In addition, the effect of a limit-. 

cycle on the handling qualities of the aircraft should be considered. 

• Assessment of phase uncertainty. It has been discussed that the potential for 

limit-cycle may be reduced if a certain level of confidence in the phase 

modelling can be gained. For example, if the phase response of the system can 

be assured as being within a particular quadrant of the Nyquist diagram for a 

certain structural-mode, then it may be shown that a limit-cycle is not possible 

even if the open-loop gain is greater than 0 dB at that particular frequency. 

Such an assessment may form part of a wider consideration of the assignment 

of confidence factors to a particular structural-mode. 

• The implications of an increased open-loop gain at structural frequencies in 

terms of the closed-loop damping of the structure should be addressed. In 

particular, the likelihood of coupling between the flight control system and the 

flutter response of the aircraft, and the response of the structure in the presence 

of turbulence should be considered. 

• The effect of aerodynamic loading of the actuator on the system response 
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should be analysed. This research has assumed that the actuator is unloaded, 

but in the real case, it will be subjected to significant loading due to the 

aerodynamic forces on, and the inertia of, the control surfaces themselves. 

Consideration must be given as to how this would effect the performance 

boundary of the actuator, and the performance changes in the presence of a 

limit-cycle condition . 

• Finally, this research has demonstrated the role of the software rate limiter in 

the prediction and prevention of limit-cycle oscillations. Alternative forms of 

software limiting such as acceleration limits and amplitude dependent rate 

limits could prove useful in the prevention of unwanted aeroservoelastic 

interactions. 

Clearly, there exist several areas in which further investigation is required in order 

for the alternative design and clearance procedure to be adopted. Many of these areas 

would be examined in a specific aircraft design case however. hnportantly, this 

research has examined the true nature of the problem of aeroservoelasticity. Through 

better understanding of the interaction, it may be possible to improve the performance _ 

of the flight control system whilst ensuring aircraft safety. 
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Appendix A 

Structure of the Flexible 
Aircraft model 
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A.I Introduction 

The following appendix summarises the structure of the flexible aircraft model and 

actuator used throughout this research. Access to the actual numerical data for the 

models is restricted by British Aerospace Defence Ltd., and so cannot be inCluded 

here. Any organization wishing to obtain the model data should contact the Flight 

Control System Design Group, Aerodynamics Department (W31OP), British 

Aerospace Defence Ltd., Warton, Preston PR4 lAX. 

A.2 Structure of the Flexible Aircraft Model 

The state-space representation of the aircraft model is given by 

[

q ... so] 
y= :::: = 

where, 

x = [~ 

z. = [z· 0] 

Z .. = [0 zJ 
Se is a 40 by I vector such that Se(2p)=1 and all other elements are zero. 

Sz is a 40 by I vector such that SzC2p-1)=1 and all other elements are zero. 

p is the sensor location on the aircraft centre-line according to Figure 3.10. 

Z' is the reduced transformation matrix as supplied by British Aerospace. 

(A.!) 

(A.2) 

(A.3) 

(A.4) 

(A.S) 

(A.6) 

This reduced transformation matrix enables the displacements at twenty points 

along the aircraft centre-line, dc, to be deduced from the generalised coordinate vector, 
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q, so that 

ZI 

91 

ZI 

dF = 92 = Z'q (A.7) 

The remaining matrices of the model can be defined as 

A = ZTMZ (A.8) 

E = ZTKZ (A.9) 

C = ZTKAZ (A.IO) 

T 
B = Z DAZ (A.ll) 

0 0 0 
0 0 0 

0 0 0 
F= k 0 0 (A.12) 

Sib 

0 ks 0 0' 
0 0 ~ 
0 0 0 
0 0 0 

and the damping matrix, D, is a diagonal matrix where, 

(A. 13) 

and 

(A.14) 

~ = 0.Ql (A.15) 

The A,B,C,D,E and Z matrices were supplied by British Aerospace and corrected 

as part of this research as discussed in Chapter 3. 

The structural inertia matrix, A, is generalised according to equation (A.8), where 

the form of the real inertia matrix is given by 
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[
MS 0 0] 

M = 0 Mc 0 

o 0 MR 

(A.16) 

where, 

Ms is the inertia matrix for the structure 

Mc is the inertia matrix for the control surfaces 

MR is the inertia matrix for the rigid body dynamics 

Similarly, the matrices B,C,and E are generalized versions of the actual 

aerodynamic damping, aerodynamic stiffness and structural stiffness matrices 

respectively. 

Further details of the derivation of the flexible aircraft model are contained in 

Chapter 3. 

A.3 Structure of the actuation system model 

The structure of the actuation system model used throughout this research is 

shown in Figure A.I. and A.2. The calculation of hydraulic fluid flow through the 

main-valve is completed in the block titled "Mainvalve" in Figure A2 in accordance 

with equations (7.1) to (7.8). In addition, the scheduling of the flow coefficient, Cp. is 

made with port opening as can be seen in Figure A.2. Finally, the servo-valve . 

displacement is augmented at small values of servo-valve drive current in the block 

titled "sv pressure gain" in Figure AI. 

Further details of the derivation of the actuation system model are contained in 

Chapter 7. 
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Figure A.1 - Jaguar FBW taileron actuator system model- Overview 
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Figure A.2 - Jaguar FBW Taileron actuator system model- Main-ram dynamics 




