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Abstract

This paper formulates and studies a model of complex dynamical networks with switching topology
and coupling delays. Based on the hybrid control and Lyapunov function, the stability and robust H∞
control of such networks with impulsive and switching effects, which have not been studied before, are
addressed with some criteria derived. Examples are given to illustrate the effectiveness of the theoretical
results.
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1 Introduction

In recent years, research on complex networks has attracted increasing attention in many areas of science
and engineering [23, 26]. Basically, complex networks consist of nodes and links, where nodes may represent
routers in the Internet [4, 7, 21], document files in the World Wide Web [1, 4, 15], and individuals, orga-
nizations or countries in the social networks [25], etc., while links represent the connections or interactions
between any pair of the nodes within a network. These universal features in science and technology have
stimulated the current intensive studies of topologies (i.e., architectures) of complex networks and their
dynamical processes based on the network structures [2, 5].

In order to emulate different features of some real-world complex networks, several models have been
proposed in the literature. Network modeling goes back at least as far as the well-known random graph
theory, initiated by Erdös and Rényi (ER) [6]. Small-world networks, introduced recently [27], play the role
as the middle ground between regular and random networks. However, many large-scale complex networks
such as the World Wide Web, the Internet, various social networks, etc., belong to yet another large class of
inhomogeneous networks, called scale-free networks [24]. It has been shown that these structural properties
strongly influence the network dynamics [22, 23, 24].

Many complex networks are hybrid in the sense that they have both discrete-state and continuous-state
dynamics. In addition, these two aspects of the system behaviors often interact to a significant extent that
they cannot be decoupled and must be analyzed simultaneously. One example is a network of mobile agents
studied in [22], in which agents are communicating with each other and need to agree upon a certain objective
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†Corresponding author.Tel.:+86-27-8754 2145. E-mail address: zhguan@mail.hust.edu.cn(Z.-H. Guan).

1



of interest or to perform synchronously. Since the nodes of the network are moving around in space, some of
the existing links may fail to stay connected due to the existence of obstacles between two communicating
agents. On the other hand, new links between nearby agents may be created, when two agents come to
an effective range of signal detection with respect to each other. This means that a certain number of
links will be added or be removed from the graph at times. This is a typical scenario of a network with a
switching topology. Internet is also a typical hybrid switching network since it’s nodes and links are always
variable dynamically [4, 21]. Furthermore, some real-world complex dynamical networks commonly have
communication time-delays due to finite speed of information processing. They are commonly represented
by coupling delays in complex dynamical networks [16, 30]. Based on this observation, we propose a new
model of complex dynamical network with switching topology and time-varying coupling delays in this
paper, and then study its control and stability. Close to our work, Belykh etc. [3] considered a model
of small-world networks with a time-dependent on-off coupling between any other pair of cells. At each
moment, the coupling structure corresponds to a small-world graph, but the shortcuts randomly change
from time interval to time interval. The blinking model is indeed of practical importance in biology as well
as in technology. It is to be distinguished from networks whose topology changes according to a switching
function in this paper.

In the field of control systems, various control techniques based on hybrid impulses and switches have been
extensively studied in recent years [8, 10, 11, 12, 17, 19, 20, 28, 29], due to their theoretical and practical
importance. Compared to the continuous methods, hybrid impulsive control methods can increase the
efficiency of bandwidth usage, among other advantages such as it allows achieving stabilization of a complex
network by using only small control impulses acting at certain necessary instants. To our knowledge there
are very few reports [14] dealing with hybrid impulsive and switching complex dynamical networks and the
corresponding control problem.

This paper studies the stability and robust H∞ control problems of the complex network with switching
topology, by using hybrid impulsive control. A class of hybrid complex dynamical networks with coupling
delays is formulated, and a new hybrid impulsive and switching control strategy for complex network control
is developed. Based on the Lyapunov function and technique of average dwell-time for the impulsive and
switching interval, some criteria of exponential stability and robust H∞ control criteria of the resulting
closed-loop network are established. A typical example, using Lorenz chaotic system as the dynamical node
in networks, is given to visualize the satisfactory control performance.

The paper is organized as follows: In Section 2, an impulsively controlled complex dynamical network
model with switching topology is proposed. Section 3 presents some sufficient conditions for network stability.
Then, in Section 4, the theory and approach of H∞ control for the hybrid complex dynamical network with
coupling delays are investigated. Numerical results and conclusions are given in Section 5 and 6, respectively.

2 Problem Formulation

Let R+ = [0,+∞), and Rn denote the n-dimensional Euclidean space. For x = (x1, . . . , xn)
⊤ ∈ Rn, the

norm of x is ∥x∥:=
( n∑

i=1
x2i

) 1
2
, and | x | denotes the sup norm | x |= max{| x1 |, . . . , | xn |}. Correspondingly,

for A = (aij)n×n ∈ Rn×n, ∥A∥:=λ
1
2
max

(
ATA

)
. The identity matrix of order n is denoted as In (or simply I

if no confusion arises).
Notice that, most real-world complex dynamic networks have the following characteristics: different

nodes have different dynamic behavior, different edges have different and variable coupling strengths, as well
as the time delay connection between nodes, and so on. Consider a complex dynamical network consisting
of N coupled nodes, with each node being an different n−dimensional dynamical system

ẋi = Aixi + fi(t, xi).
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The coupled dynamical network with switching topology and time delay connections is described by

ẋi = Aixi + fi(t, xi) +
N∑
j=1

Dσ
ijΓxj(t− τ) +Biui, i = 1, 2, · · ·N, (2.1)

with initial value conditions

xi(t) = ϕi(t), t0 − τ ≤ t ≤ t0, i = 1, · · · , N, (2.2)

where t ∈ R+, t0 ≥ 0, xi = (xi1, xi2, · · · , xin)⊤ ∈ Rn are the state variables of node i, ϕi ∈ Rn, Φ(t) =
col(ϕ1(t), · · · , ϕn(t)) is continuous on [t0−τ, t0]. Ai and Bi are known matrices with appropriate dimensions,
fi : R+×Rn → Rn is the nonlinear vector-valued function with fi(t, 0) ≡ 0, t ∈ R+ , ui is the control input,
and τ ≥ 0 is the time delay. Switching signal σ : R+ → {1, 2, · · ·m}, which is represented by {σk} according
to (tk−1, tk] → σk ∈ {1, 2, · · ·m}, is a piecewise constant function, the time sequence {tk} satisfies

t1 < t2 < · · · < tk < · · · , lim
k→∞

tk = ∞, (2.3)

where t1 > t0 ≥ 0. Γ ∈ Rn×n is a constant inner coupling matrix between nodes and Dr = (Dr
ij)N×N

(r = 1, · · · ,m) are the switched coupling configuration matrices, where Dr
ij represents the coupling strength,

that is, if there is a connection from node i to node j (j ̸= i), then Dr
ij ̸= 0; otherwise, Dr

ij = 0 (j ̸= i), and
the diagonal elements of matrix Dr are defined by

Dr
ii = −

N∑
j=1
j ̸=i

Dr
ij , i = 1, 2, · · ·N, r = 1, 2, · · ·m. (2.4)

In this case, the system (2.1) can be rewritten as

ẋi = Aixi + fi(t, xi) +

N∑
j=1

Dσk
ij Γxj(t− τ) +Biui, t ∈ (tk−1, tk], k = 1, 2, · · · , i = 1, 2, · · ·N, (2.5)

which implies that the network is switching between m different coupling modes.
The set of candidate controllers ui = ui1 + ui2 for the network (2.1) are assumed to be of the form

ui1(t) =
∞∑
k=1

Eixi(t)lk(t),

ui2(t) =
∞∑
k=1

Cikxi(t)δ(t− tk),
i = 1, 2, · · ·N, (2.6)

where Ei and Cik are constant matrices with appropriate dimensions, δ(·) is the Dirac impulse function,
and lk(t) is given by

lk(t) =


1, tk−1 < t ≤ tk,

0, otherwise,

with discontinuity points (2.3).
Clearly, from (2.6) we have

ui1(t) = Eixi(t), t ∈ (tk−1, tk], k = 1, 2, · · · , i = 1, · · · , N.

On the other hand, ui2 = 0 as t ̸= tk, from (2.5) and (2.6) we have

xi(tk + h)− xi(tk) =

∫ tk+h

tk

[
Aixi(s) + fi(s, xi(s)) +Biui(s) +

N∑
j=1

Dσk
ij Γxj(s− τ)

]
ds,

i = 1, 2, · · ·N,
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where h > 0 is sufficiently small, as h→ 0+, which reduces to

△xi(t)|tk = xi(t
+
k )− xi(tk) = BiCikxi(tk), (2.7)

where xi(t
+
k ) = lim

h→0+
xi(tk + h), and, for simplicity, it is assumed that xi(tk) = xi(t

−
k ) = lim

h→0+
xi(tk − h).

This implies that the controller ui(t) has the effect of suddenly changing the state of system (2.1) at the
points tk.

From the hybrid impulsive and switching control (2.6), it can be seen that, one has more flexible design
strategy and more choices, such as the switching times tk, the impulsive gains Cik, the switching gains Ei, to
achieve control purpose than the single continuous control, discrete control, impulsive control, and switching
control does, separately.

Accordingly, under hybrid control (2.6), the closed-loop system of (2.1) becomes
ẋi = Ãixi(t) + fi(t, xi(t)) +

N∑
j=1

Dσk
ij Γxj(t− τ), t ∈ (tk−1, tk]

△xi = C̃ikxi, t = tk, k = 1, 2, · · · ,
xi(t

+
0 ) = xi0, i = 1, 2, · · ·N,

(2.8)

where Ãi = Ai + BiEi, C̃ik = BiCik, xi0 = ϕi(t0), {tk} satisfies (2.3), and △xi is given by (2.7). For
convenience, let t0 = 0.

3 Stability of Complex Dynamical Networks with Switching Topol-

ogy and Coupling Delays

The following lemmas are need to facilitate the development of the subsequent results of this paper.

Lemma 3.1 If x, y ∈ Rh, a > 0 is a constant, then

−ax⊤x+ x⊤y ≤ −a
2
x⊤x+

1

2a
y⊤y.

Lemma 3.2 If A = (aij)m×n ∈ Rm×n, x ∈ Rn, then

x⊤A⊤Ax ≤
∣∣∣∣A∣∣∣∣2

F
x⊤x ,

where ∣∣∣∣A∣∣∣∣
F
:=


m∑
i=1

n∑
j=1

a2ij


1
2

.

Lemma 3.3 [9] For any x ∈ Rn, if P ∈ Rn×n is a positive definite matrix, Q ∈ Rn×n is an symmetric
matrix, then

λmin(P
−1Q)x⊤Px ≤ x⊤Qx ≤ λmax(P

−1Q)x⊤Px.

Lemma 3.4 [13] Let v(t) be a continuous function with v(t) ≥ 0 for t ≥ t0. If

v′(t) ≤ −av(t) + bv(t− τ), t ≥ t0

with the initial condition v(t) = ϕ(t), t ∈ [t0 − τ, t0], where ϕ(t) is piecewise continuous, a and b are positive
constants with a > b > 0, then

v(t) ≤ v(t0)e
−λ(t−t0), t ≥ t0,

where λ is a positive solution of the equation λ− a+ beλτ ≤ 0.
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In the subsequent discussion, the concept of “average dwell-time” introduced by Hespanha and Morse
[8] will be used. That is, for each switching signal σ and each t ≥ t0 ≥ 0, let Nσ(t0, t) denote the number of
discontinuities of σ over the interval [t0, t). For given N0, τa > 0, let Sa[τa, N0] denote the set of all switching

signals satisfying Nσ(t0, t) ≤ N0 +
(t−t0)
τa

. The constant τa is called the “average dwell-time” and N0 the
“chatter bound”. This implies that, for a given switching signal σ ∈ Sa[τa, N0] over [t0, t), there may exist
some consecutive discontinuities with interval separated by less than τa, but the average interval between
consecutive discontinuities is no less than τa.

We now consider the asymptotic properties of the controlled hybrid complex dynamic network (2.8). For
system (2.8), assume that, for t ∈ R+, x ∈ Rn, i = 1, 2, · · · , N , there exist continuous functions φi(t) ≥ 0,
constants λi > 0, and positive definite matrices Pi, such that

f⊤i (t, x)Pi x ≤ φi(t)x
⊤Pix (3.1)

and
PiÃi + Ã⊤

i Pi + 2φi(t)Pi ≤ −λiIi. (3.2)

Remark 3.1 For nonlinear function fi(t, x), the inequality (3.1) is less conservative than the Lipschitz
condition, see Remark 3.1 in [12]. It is well known that if we assume that the matrix pair (Ai, Bi) (i =
1, 2, · · · , N) are controllable, then there exist gain matrices Ei such that Reλ(Ai −BiEi) < 0, which implies
that there must exist a unique symmetric positive definite matrix Pi subject to (3.2).

Furthermore, for convenience, define the following:

ar = max
1≤i≤N

{
1
2

(
− λi +

N∑
j=1

1

λ̃j
∥PiD

r
ijΓ∥2F

)}
,

br = max
1≤i≤N

{
1
2

(
N λ̃i +

N∑
j=1

1
λj
∥PjΓD

r
(j)∥

2
F

)}
,

λm = min
1≤i≤N

{
λmi(Pi)

} 1
2 , λM = max

1≤i≤N

{
λMi(Pi)

} 1
2 , ε = min

1≤r≤m

{
εr
}
,

βk = max
1≤i≤N

λmax[P
−1
i (I + C̃ik)

⊤Pi(I + C̃ik)] , D
r
(i) = (Dr

i1In, · · · , Dr
iNIn)

(3.3)

in which, r = 1, 2, · · · ,m, λmi(Pi) and λMi(Pi) are the minimum and maximum eigenvalues of the positive
definite matrix Pi, respectively, λ̃i and εr are to be determined in Theorem 3.1.

Theorem 3.1 Assume that (3.1) and (3.2) hold, and for r = 1, 2, · · · ,m, i = 1, 2, · · · , N , there exist
constants λ̃i > 0 and εr > 0 such that

ar + εr λ
2
m + br exp(εrτ) ≤ 0, (3.4)

where ar, br and λm are defined by (3.3).

(i) If βk ≤ 1, k = 1, 2, · · · , then the trivial solution of network (2.8) is globally exponentially stable, where
βk is given by (3.3).

(ii) If there exists a constant 0 < α < εr, r = 1, 2, · · · ,m, such that

lnβk − α(tk − tk−1) ≤ 0, k = 1, 2, · · · , (3.5)

then the conclusion of (i) holds.
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(iii) If βk ≤ β with β > 1, and
lnβ

τa
− ε < 0, (3.6)

then the conclusion of (i) holds for any switching signal σ = {σk} ∈ Sa[τa, N0], where N0, τa > 0 are
given constants satisfying k− 1 ≤ N0+

t−t0
τa

for any t ∈ (tk−1, tk], k = 1, 2, · · · , and ε is given by (3.3).
Specifically, if tk − tk−1 ≥ δ > 0, k = 1, 2, · · · , and the average dwell time τa in (3.6) is replaced with
δ, then the conclusion of (i) holds for arbitrary switching.

Proof. Construct the following Lyapunov function

v(x) =

N∑
i=1

x⊤i Pixi, (3.7)

where Pi are positive-definite matrices satisfying (3.1) and (3.2). Clearly,

λ2m
∣∣∣∣x∣∣∣∣2 ≤ v(x) ≤ λ2M

∣∣∣∣x∣∣∣∣2 , (3.8)

where x ∈ RnN , λm and λM are given by (3.3).
For t ∈ (tk−1, tk], the total derivative of v(x(t)) with respective to (2.8) is

v̇(x(t))
∣∣∣
(2.8)

=
N∑
i=1

{
ẋ⊤i Pixi + x⊤i Piẋi

}

=

N∑
i=1

{
x⊤i (Ã

⊤
i Pi + PiÃi)xi + 2f⊤i (t, xi)Pixi + x⊤i Pi

N∑
j=1

Dσk
ij Γxj(t− τ)

+

N∑
j=1

x⊤j (t− τ)Γ⊤Dσk
ij Pixi

}

≤
N∑
i=1

{
x⊤i

[
Ã⊤

i Pi + PiÃi + 2φi(t)Pi

]
xi + x⊤i Pi

N∑
j=1

Dσk
ij Γxj(t− τ)

+
N∑
j=1

x⊤j (t− τ)Γ⊤Dσk
ij Pixi

}

≤
N∑
i=1

{
− λix

⊤
i xi + x⊤i Pi

N∑
j=1

Dσk
ij Γxj(t− τ) +

N∑
j=1

[
x⊤j (t− τ)Γ⊤Dσk

ij Pixi

−λ̃jx⊤j (t− τ)xj(t− τ)
]
+

N∑
j=1

λ̃jx
⊤
j (t− τ)xj(t− τ)

}
,
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where constants λ̃j > 0 satisfy (3.4). It follows from Lemma 3.1 that

v̇(x(t))
∣∣∣
(2.8)

≤
N∑
i=1

{
− λi

2
x⊤i xi +

1

2λi

[
Pi

N∑
j=1

Dσk
ij Γxj(t− τ)

]⊤[
Pi

N∑
j=1

Dσk
ij Γxj(t− τ)

]

+

N∑
j=1

[
− λ̃j

2
x⊤j (t− τ)xj(t− τ) +

1

2λ̃j
(Γ⊤Dσk

ij Pixi)
⊤(Γ⊤Dσk

ij Pixi)
]

+
N∑
j=1

λ̃jx
⊤
j (t− τ)xj(t− τ)

}

=

N∑
i=1

{
− λi

2
x⊤i xi +

1

2λi
x⊤(t− τ)(Dσk

(i))
⊤Γ⊤PiPiΓD

σk

(i)x(t− τ)

+

N∑
j=1

[ λ̃j
2
x⊤j (t− τ)xj(t− τ) +

1

2λ̃j
x⊤i PiD

σk
ij ΓΓ

⊤Dσk
ij Pixi

]}
,

where x(t− τ) = (x⊤1 (t− τ), · · · , x⊤N (t− τ))⊤, Dσk

(i) = (Dσk
i1 In, · · · , D

σk
iNIn). By Lemma 3.2, it follows that

v̇(x(t))
∣∣∣
(2.8)

≤
N∑
i=1

{
− λi

2
x⊤i xi +

1

2λi
∥PiΓD

σk

(i)∥
2
Fx

⊤(t− τ)x(t− τ)

+

N∑
j=1

[ λ̃j
2
x⊤j (t− τ)xj(t− τ) +

1

2λ̃j
∥PiD

σk
ij Γ∥

2
Fx

⊤
i xi

]}

=

N∑
i=1

{
− λi

2
x⊤i xi +

1

2λi
∥PiΓD

σk

(i)∥
2
F

N∑
j=1

x⊤j (t− τ)xj(t− τ)

+

N∑
j=1

[ λ̃j
2
x⊤j (t− τ)xj(t− τ) +

1

2λ̃j
∥PiD

σk
ij Γ∥

2
Fx

⊤
i xi

]}

=
N∑
i=1

(
− λi

2
+

N∑
j=1

1

2λ̃j
∥PiD

σk
ij Γ∥

2
F

)
x⊤i xi +

N∑
i=1

(Nλ̃i
2

+
N∑
j=1

1

2λj
∥PjΓD

σk

(j)∥
2
F

)
x⊤i (t− τ)xi(t− τ)

≤ aσk
∥x(t)∥2 + bσk

∥x(t− τ)∥2, t ∈ (tk−1, tk],

where aσk
and bσk

are defined in (3.3), which yields from (3.8) that

v̇(x(t))
∣∣∣
(2.8)

≤ 1

λ2m

[
aσk

v(t) + bσk
v(t− τ)

]
, t ∈ (tk−1, tk] (3.9)

where v(t):=v(x(t)). Using comparison equation method Lemma 3.4, from (3.4), inequality (3.9) leads to

v̇(x(t))
∣∣∣
(2.8)

≤ v(t+k−1)e
−εσk (t−tk−1), t ∈ (tk−1, tk]. (3.10)
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On the other hand, it follows from (2.8), (3.7) and Lemma 3.3 that

v(t+k ) =
N∑
i=1

x⊤i (t
+
k )Pixi(t

+
k )

=

N∑
i=1

[(I + C̃ik)xi(tk)]
⊤Pi[(I + C̃ik)xi(tk)]

≤
N∑
i=1

λmax[P
−1
i (I + C̃ik)

⊤Pi(I + C̃ik)]x
⊤
i (tk)Pixi(tk)

≤ βkv(tk), k = 1, 2, . . . , (3.11)

where βk are defined by (3.3).
The following can be reduced from (3.10) and (3.11). For t ∈ (t0, t1],

v(t) ≤ v(t0)e
−εσ1 (t−t0),

which leads to
v(t1) ≤ v(t0)e

−εσ1 (t1−t0),

and
v(t+1 ) ≤ β1v(t1) ≤ β1v(t0)e

−εσ1 (t1−t0).

Similarly, for t ∈ (t1, t2],

v(t) ≤ v(t+1 )e
−εσ2 (t−t1) ≤ β1v(t0)e

−εσ1 (t1−t0)−εσ2 (t−t1).

In general, for t ∈ (tk−1, tk],

v(t) ≤ v(t0)β1 · · ·βk−1 exp
[
− εσ1(t1 − t0)− εσ2(t2 − t1)− · · · − εσk−1

(tk−1 − tk−2)− εσk
(t− tk−1)

]
≤ v(t0)β1 · · ·βk−1e

−ε(t−t0), t ∈ (tk−1, tk] (3.12)

where ε is defined by (3.3).

Case (i). Obviously, it is easy to get from (3.12) and βk ≤ 1 that

v(t) ≤ v(t0)e
−ε(t−t0), t ≥ t0.

Moreover, by (3.7) and (3.8), it leads to

∥x(t)∥ ≤ λM
λm

∥x(t0)∥ exp
[
− ε

2
(t− t0)

]
, t ≥ t0,

which immediately implies that the trivial solution of closed-loop network (2.8) is globally exponentially
stable.

Case (ii). Since 0 < α < εr, it follows from (3.12) and (3.5) that

v(t) ≤ v(t0)β1 · · ·βk−1e
−α(t−t0)e−(ε−α)(t−t0)

≤ v(t0)β1 · · ·βk−1e
−α(tk−1−t0)e−(ε−α)(t−t0)

= v(t0)β1e
−α(t1−t0) · · ·βk−1e

−α(tk−1−tk−2)e−(ε−α)(t−t0)

≤ v(t0)e
−(ε−α)(t−t0), t ∈ (tk−1, tk]

8



namely,
v(t) ≤ v(t0)e

−(ε−α)(t−t0), t ≥ t0,

furthermore,

∥x(t)∥ ≤ λM
λm

∥x(t0)∥ exp
[
− 1

2
(ε− α)(t− t0)

]
, t ≥ t0,

which implies the conclusion of (i) holds.

Case (iii). Since βk ≤ β, β > 1, and k − 1 ≤ N0 +
(t−t0)
τa

for t ∈ (tk−1, tk], by (3.12), it arrives at

v(t) ≤ v(t0)β
k−1e−ε(t−t0)

≤ v(t0)β
N0β

t−t0
τa e−ε(t−t0)

= v(t0)β
N0 exp

[
(
lnβ

τa
− ε)(t− t0)

]
, t ∈ (tk−1, tk]

that is,

v(t) ≤ v(t0)β
N0 exp

[
(
lnβ

τa
− ε)(t− t0)

]
, t ≥ t0

or

∥x(t)∥ ≤ λM
λm

β
N0
2 ∥x(t0)∥ exp

[1
2
(
lnβ

τa
− ε)(t− t0)

]
, t ≥ t0

which implies from (3.6) that the conclusion of (ii) holds.
For the special case, tk − tk−1 ≥ δ > 0, it follows from βk ≤ β, β > 1, and (3.12) that, for t ∈ (tk−1, tk],

v(t) ≤ v(t0)β1 · · ·βk−1e
−ε(t−t0)

≤ v(t0)e
ln β
δ

(t1−t0) · · · e
ln β
δ

(tk−1−tk−2)e−ε(t−t0)

= v(t0)e
ln β
δ

(tk−1−t0)e−ε(t−t0)

≤ v(t0) exp
[
(
lnβ

δ
− ε)(t− t0)

]
, t ∈ (tk−1, tk].

Namely,

v(t) ≤ v(t0) exp
[
(
lnβ

δ
− ε)(t− t0)

]
, t ≥ t0

which leads to

∥x(t)∥ ≤ λM
λm

∥x(t0)∥ exp
[1
2
(
lnβ

τa
− ε)(t− t0)

]
, t ≥ t0.

Accordingly, lnβ
δ − ε < 0 implies the conclusion holds. This completes the proof. ♢

4 Robust H∞ Control of Complex Dynamical Networks with Switch-
ing Topology and Coupling Delays

In this section, we discuss the robust H∞ control of hybrid dynamical networks with coupling delays.

Consider the following uncertain dynamical network with switching topology and coupling delays ẋi = Aixi(t) + fi(t, xi(t)) +
N∑
j=1

Dσ
ijΓxj(t− τ) +Biui +Giwi,

zi = Hixi, i = 1, 2, · · ·N,
(4.1)

9



with the initial value condition (2.2), where wi ∈ Rp is the disturbance input, zi ∈ Rq is the controlled
output, Gi and Hi are known matrices of appropriate dimensions. The rest of the notations are introduced
in Section 2.

For the disturbance signal wi(·) ∈ Rp, define

∥w∥T =

[∫ T

0
∥w(t)∥2dt

] 1
2

=

[∫ T

0

N∑
i=1

wi(t)
⊤wi(t)dt

] 1
2

, (4.2)

where T > 0 is an arbitrary constant and w = col(w1, w2, · · · , wN ). Then, wi is said to belong to L2[0, T ],
if ∥w∥T <∞. Throughout the paper, it is assumed that the disturbance input wi ∈ L2[0, T ].

Now, one is in a position to consider the robustH∞ control problem for system (4.1). When the controller
(2.6) is used, the closed-loop system of (4.1) becomes

ẋi = Ãixi(t) + fi(t, xi(t)) +
N∑
j=1

Dσk
ij Γxj(t− τ) +Giwi, t ∈ (tk−1, tk], k = 1, 2, · · · ,

zi = Hixi, i = 1, 2, · · ·N,
△xi = C̃ikxi, t = tk
xi(t

+
0 ) = xi0,

(4.3)

where Ãi = Ai + BiEi and C̃ik = BiCik, xi0 = ϕi(t0), {tk} satisfies (2.3), and △xi is given by (2.7). For
convenience, let t0 = 0.

With the above preliminaries, the robust H∞ control problem to be addressed here can be formulated
as a problem of using an impulsive controller to achieve the following objectives:

(i) The closed-loop system (4.3) is exponentially stable when w = 0.

(ii) Under the zero-initial condition, the controlled output z satisfies

∥z∥T ≤ γ∥w∥T ,

for any nonzero wi(·) ∈ L2[0, T ], where γ > 0 is a prescribed scalar and z = col(z1, z2, · · · , zN ).

The above conditions are also called robust H∞ criteria for the closed-loop system (4.3).
In the following discussion, define Φr(Pi, t) and Ψr(Pi, t) as

Φr(Pi, t) =


ψi(t) PiD

r
i1Γ · · · PiD

r
iNΓ

Γ⊤Dr
i1Pi 0 · · · 0

Γ⊤Dr
i2Pi 0 · · · 0
...

...
. . .

...
Γ⊤Dr

iNPi 0 · · · 0

 , (4.4)

Ψr(Pi, t) = Φr(Pi, t) + diag(prPi,−qrP1, · · · ,−qrPN ), (4.5)

Λr(Pi, t) =



ψi(t) +
1
γH

⊤
i Hi PiD

r
i1Γ · · · PiD

r
iNΓ PiGi

Γ⊤Dr
i1Pi 0 · · · 0 0

Γ⊤Dr
i2Pi 0 · · · 0 0
...

...
. . .

...
...

Γ⊤Dr
iNPi 0 · · · 0 0

G⊤
i Pi 0 · · · 0 −γI


, (4.6)

where pr and qr are constants to be determined,

ψi(t) = (Ãi)
⊤Pi + PiÃi + 2φi(t)Pi,

i = 1, 2, · · ·N, r = 1, 2, · · · ,m, Pi are positive definite matrices, φi(t) are continuous functions on R+, which
satisfy (3.1).
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Theorem 4.1 Assume that for r = 1, 2, · · · ,m and i = 1, 2, · · · , N , there exist positive-definite matrices Pi

and constants pr, qr > 0, such that (3.1) holds, and

Ψr(Pi, t) ≤ 0, Λr(Pi, t) ≤ 0, (4.7)

where Ψr(Pi, t) and Λr(Pi, t) are defined by (4.5) and (4.6), respectively.
If βk ≤ 1 and ϵr are positive solutions of the inequality ϵr − pr + qrN exp(ϵrτ) ≤ 0, then the closed-loop

system (4.3) has the property of robust H∞ criteria (i) and (ii).

Proof. Construct a Lyapunov function in the form of

v(x) =

N∑
i=1

x⊤i Pixi, (4.8)

where Pi are positive-definite matrices satisfying (3.1) and (4.7), and let v(t):=v(x(t)). For t ∈ (tk−1, tk],
the total derivative of v(x(t)) with respective to (4.3) is

v̇(x(t))
∣∣∣
(4.3)

=

N∑
i=1

{
ẋ⊤i Pixi + x⊤i Piẋi

}∣∣∣
(4.3)

=

N∑
i=1

{
x⊤i (Ã

⊤
i Pi + PiÃi)xi + 2f⊤i (t, xi)Pixi + w⊤

i G
⊤
i Pixi + x⊤i PiGiwi

+
N∑
j=1

[
x⊤i PiD

σk
ij Γxj(t− τ) + x⊤j (t− τ)Γ⊤Dσk

ij Pixi

]}

≤
N∑
i=1

{
x⊤i

[
Ã⊤

i Pi + PiÃi + 2φi(t)Pi

]
xi + w⊤

i G
⊤
i Pixi + x⊤i PiGiwi

+

N∑
j=1

[
x⊤i PiD

σk
ij Γxj(t− τ) + x⊤j (t− τ)Γ⊤Dσk

ij Pixi

]}

=

N∑
i=1

{
y⊤i Φσk

(Pi, t)yi + w⊤
i G

⊤
i Pixi + x⊤i PiGiwi

}
, t ∈ (tk−1, tk] (4.9)

where yi(t) = col(xi(t), x1(t− τ), · · · , xN (t− τ)), Φσk
(Pi, t) is given by (4.4).

When wi = 0, from (4.5) and (4.7), we obtain

v̇(x(t)) ≤
N∑
i=1

{
− pσk

x⊤i Pixi + qσk

N∑
j=1

[
x⊤j (t− τ)Pjxj(t− τ)

]}
= −pσk

v(t) + qσk
Nv(t− τ), t ∈ (tk−1, tk], k = 1, 2, · · · . (4.10)

Following a similar argument as that given in the proof of Theorem 3.1, one can further prove that the
closed-loop system (4.3) is globally exponentially asymptotically stable when w = 0.

Suppose that the initial condition is zero. For any given T ∈ (tk−1, tk], we introduce

J =

∫ T

0
(
1

γ
z⊤z − γw⊤w)dt. (4.11)
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Since ∫ T

0
v̇(t)dt =

∫ t1

0
v̇(t)dt+

∫ t2

t1

v̇(t)dt+ · · ·+
∫ tk−1

tk−2

v̇(t)dt+

∫ T

tk−1

v̇(t)dt

= v(t1)− v(0+) + v(t2)− v(t+1 ) + · · ·+ v(tk−1)− v(t+k−2) + v(T )− v(t+k−1)

= v(t1)− v(t+1 ) + · · ·+ v(tk−2)− v(t+k−2) + v(tk−1)− v(t+k−1) + v(T )

≥
k−1∑
i=1

(1− βi)v(ti) + v(T )

≥ 0,

for any nonzero wi(·) ∈ L2[0, T ],

J ≤
∫ T

0

[1
γ
z⊤z − γw⊤w + v̇

]
dt.

Following (4.9), we have

J ≤
N∑
i=1

∫ T

0

[1
γ
x⊤i (t)H

⊤
i Hixi(t)− γw⊤

i (t)wi(t) + w⊤
i (t)G

⊤
i Pixi(t)

+x⊤i (t)PiGiwi(t) + y⊤i (t)Φσk
(Pi, t)yi(t)

]
dt

=
N∑
i=1

∫ T

0
Yi(t)

⊤Λσk
(Pi, t)Yi(t)dt, T ∈ (tk−1, tk], (4.12)

where Yi(t) = col(xi(t), x1(t−τ), · · · , xN (t−τ), wi(t)), Λσk
(Pi, t) is given by (4.6). It follows from (4.7) that

J ≤ 0,

i.e.,
∥z∥2T − γ2∥w∥2T ≤ 0,

which immediately reduces to ∥z∥T ≤ γ∥w∥T . The proof is thus completed. ♢

In Theorem 4.1, the inequality (4.7) gives the connection between the network structure, parameters
and controllers, which guarantees the property of robust H∞ for the network with disturbance. Since there
are many parameter choices in (4.7), such as the switching times tk, the impulsive gains Cik, the switching
gains Ei, and matrices Pi, the inequality (4.7) can be easily satisfied.

5 Numerical Example

Example 1. In the following, Theorem 3.1 is illustrated by using Lorenz chaotic system as the dynamical
node in networks (2.1). Consider every network (2.1) with ten nodes as shown in Fig.1. The chaotic system
of node i is described by 

ẋi1 = a(xi2 − xi1)
ẋi2 = cxi1 − xi1xi3 − xi2
ẋi3 = xi1xi2 − bxi3,

(5.1)

where a, b and c are the parameters. If we choose a = 10, b = 8
3 , c = 28, it exhibits the chaotic behavior

[18].
There are three typical network structures shown in Fig.1. Network (2.1) periodically switches from

(a) to (b) then to (c) every 4 seconds, i.e. dwell-time τa = 4. Let time delay τ = 3, Bi = I, Γ =

12



Figure 1: (a)Simplest nearest-neighbor coupling network. (b) Small-world network. (c) Fully connected
network.

diag{0.88, 0.52, 0.65}. When there is a connection from node i to node j (j ̸= i), then Dr
ij = 1; otherwise,

Dr
ij = 0 (j ̸= i) (r = 1, 2, 3). Note that for system (4.1) if take Pi = I, then in (3.1), φi(t) = 0. We can find

control gain matrices as

E1 =

 −100 −2 0
1 −580 0
−1 0 −300

 , E2 =

 −180 0 0
0 −220 0
0 0 −100

 , E3 =

 −80 5 0
−28 −120 10
20 0 −120

 ,

E4 =

 −92 −1 0
−10 −135 8
−12 0 −90

 , E5 =

 −87 −41 0
0 −121 0
0 0 −99

 , E6 =

 −98 −21 0
15 −138 0
0 0 −110

 ,

E7 =

 −128 −20 0
0 −155 0
0 0 −101

 , E8 =

 −130 0 0
0 −119 0
0 0 −124

 , E9 =

 −102 −22 0
0 −125 0
8 0 −108

 ,

E10 =

 −113 −32 0
0 −129 0
0 0 −112

 ,

and

C1k = diag{0.02,−0.65,−0.75}, C2k = diag{−0.2,−0.52,−0.80}, C3k = diag{−0.91,−0.69, 0.01},

C4k = diag{−0.76,−0.62,−0.99}, C5k = diag{−0.48,−0.68,−0.33}, C6k = diag{−0.37,−0.91,−0.42},

C7k = diag{−0.55, 0.018, 0.01}, C8k = diag{−0.86, 0.02,−0.90}, C9k = diag{−0.6,−0.67,−0.47},

C10k = diag{0.01,−0.64, 0.01}.

Then, from (3.2) and (3.3), we have

λ1 = 150, λ2 = 162, λ3 = 170, λ4 = 178, λ5 = 185,

λ6 = 192, λ7 = 199, λ8 = 206, λ9 = 211, λ10 = 220.

βk = max
1≤i≤10

λmax[P
−1
i (I + C̃ik)

⊤Pi(I + C̃ik)] = 1.0404 = β > 1.

For r = 1, 2, 3, i = 1, 2, · · · , 10, and k = 1, 2, · · · , take λ̃i = 1, ε1 = 0.8, ε2 = 0.7, ε3 = 0.01. It is easy to
get that

a1 = −70.5981; b1 = 5.2382; a2 = −58.9905; b2 = 6.1066; a3 = −8.9715; b3 = 8.5733;

Moreover,
a1 + ε1 λ

2
m + b1 exp(ε1τ) = −12.0565 < 0,
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Figure 2: The states of each nodes in dynamical
network (2.1) when ui = 0
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Figure 3: The trajectories of hybrid impulsive
controlled network (2.8)

a2 + ε2 λ
2
m + b2 exp(ε2τ) = −8.4230 < 0,

a3 + ε3 λ
2
m + b3 exp(ε3τ) = −0.1271 < 0.

Since ε = min
1≤r≤3

{
εr
}
= 0.01, lnβ

τa
− ε = ln 1.0404

4 − 0.01 = −0.0001 < 0 implies from Theorem 3.1 that

the trivial solution of system (2.8) is globally exponentially asymptotically stable. Fig.2. shows that when
ui = 0, the hybrid complex dynamical network with coupling delays is unstable. The hybrid impulsive
controlled network is asymptotically stable in Fig.3.

Example 2. Consider the hybrid complex dynamical network in Example 1 with τa = 0.4, Γ = I,
Gi = diag{0.5, 0.5,−0.5} and

Hi =

 −12 5 0
0 1 −20
2 0 −10

 .

Other parameters are the same as Example 1. If we choose control gain matrices as

Ei =

 −900 −20 0
1 −2000 0
−1 0 −1000

 ,

and
Cik = diag{−0.58,−0.65,−0.75},

for r = 1, 2, 3, i = 1, 2, · · · , 10, and k = 1, 2, · · · , there exist positive definite matrices Pi = I and scalars
pr = 10.2, qr = 1 and γ = 10 such that inequalities (4.7) are satisfied. It is easy to verify that βk < 1 and
ϵr − pr + qrN exp(ϵrτ) = −0.1690 < 0. Then the closed-loop system (4.3) has the property of robust H∞
criteria (i) and (ii). Fig 4. and Fig 5. show the states and the controlled output of the closed-loop system
with wi = col(1/3sin(πt− 1), 1/2cos(2πt+ 2), 1/2sin(πt)).

It can be seen that the trajectories of the controlled switching complex dynamical network (2.8) and
(4.3) converge to zero after a very short period of time. And, if the impulsive switching interval is further
reduced, then even less time is required for suppressing the network chaos and disturbance. The design
process, and simulation results, indicate that, for the new complex dynamical networks with switching
topology and coupling delays, the new hybrid impulsive and switching control strategy has many possible
advantages, such as less time, less energy, and more flexible design, to achieve global stabilization and H∞
robust stability.
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Figure 4: States of the closed-loop system
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Figure 5: Controlled output of the closed-loop system

6 Conclusions

This paper has formulated a class of hybrid complex dynamical networks with coupling delays. The problem
of stability and robust H∞ control for the dynamical networks using hybrid impulsive control are taken into
account for the first time. Some criteria of exponential stability and H∞ criteria of the resulting closed-loop
system are obtained. The examples of the dynamical networks have been provided to verify the effectiveness
of the proposed approach.
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