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Abstract

Large search spaces as those of artificial neural networks are
difficult to search with machine learning techniques. The
large amount of parameters is the main challenge for search
techniques that do not exploit correlations expressed as pat-
terns in the parameter space. Evolutionary computation with
indirect genotype-phenotype mapping was proposed as a pos-
sible solution, but current methods often fail when the space
is fractured and presents irregularities. This study employs
an evolutionary indirect encoding inspired by developmental
biology. Cellular proliferations and deletions of variable size
allow for the definition of both regular large areas and small
detailed areas in the parameter space. The method is tested
on the search of the weights of a neural network for the clas-
sification of the MNIST dataset. The results demonstrate that
even large networks such as those required for image classi-
fication can be effectively automatically designed by the pro-
posed evolutionary developmental method. The combination
of real-world problems like vision and classification, evolu-
tion and development, endows the proposed method with as-
pects of particular relevance to artificial life.

Introduction
An important feature of artificial living systems is that of
learning from and computing with rich sensory information.
In biology, such feats are performed by large learning neural
structures capable of developing and learning during life-
time. Computational models of large neural networks, how-
ever, are difficult to design due to the large search space.
For example, artificial neural networks for image classifica-
tion require computationally intensive learning algorithms to
optimize large numbers of parameters (Bengio, 2009), and
evolutionary computation was not, so far, an efficient way to
do so (Koutnı́k et al., 2013). This is especially true for evo-
lutionary search with direct encodings, which ignore regu-
larities, repetitions and patterns in the desired solutions. In-
direct encodings (Lindenmayer, 1968; Stanley and Miikku-
lainen, 2003; Federici, 2004; Roggen and Federici, 2004;
Hornby, 2005) were proposed as a more suitable represen-
tation to help evolutionary search. Such encodings are in-
spired by biology, where compact genotypes encode com-
plex phenotypes such as the human body, a structure built of

a very large number of interacting cells (in the order of 1013;
Wolpert and Ticke, 2010; Bianconi et al., 2013).

Some models of direct encoding mimic biology by start-
ing from a single element, from which a final structure
grows, consisting of many such elements (Smith and Thelen,
1993; Bongard and Pfeifer, 2003; Kumar and Bentley, 2003;
Roggen and Federici, 2004). Others, notably HyperNEAT
(Stanley et al., 2009), produce a phenotype by means of a
single-step indirect mapping function of a compact geno-
type. Indirect encodings, whether they model development
or not, are characterized by compact representations of cor-
related parameters in the large phenotype space. Such com-
pact encoding, however, biases the search, sometimes with
detrimental effect, particularly in the presence of irregulari-
ties (Clune et al., 2009; van den Berg and Whiteson, 2013),
even though these findings have been later put in question
(Stanley et al., 2013). In short, while direct encodings are in-
efficient while searching regular patterns, indirect encodings
suffer from the opposite problem of struggling with irregular
and fractured search spaces.

The observation of the inefficiencies of both types of en-
coding inspired methods that can search both regularities as
well as particularities in the solution space (van den Berg
and Whiteson, 2013). The present study contributes to this
line of research by demonstrating the capabilities of an evo-
lutionary developmental method in searching large param-
eter space in a neural network for image classication. The
proposed method is inspired by biological development, and
based on gene expression mechanisms that can map genes
locally with variable intensity, affecting at times large, at
times small parts of the phenotype. For this reason, arbitrar-
ily large search spaces can be searched without losing the
ability to discover particularities.

The method proposed here introduces a novel parameter
search technique that makes use of a biologically-inspired
evolutionary developmental algorithm called ET (for Epi-
genetic Tracking). ET allows evolution and development
of very large complex artificial systems built from cells
with diverse cell types (Fontana, 2008), and modeling of
biologically-relevant phenomena (Fontana, 2009), such as
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Figure 1: Structure of a stem cell. A stem cell is composed
of one mobile code and several developmental genes. If the
regulatory set of the developmental gene matches the mo-
bile code of the cell and the timer matches the global clock,
that particular developmental gene is activated and a change
event (in this case a proliferation) is produced.

regeneration (Fontana and Wróbel, 2013a) and carcinogene-
sis (Fontana and Wróbel, 2013b) and the hypothetical trans-
fer of genetic elements from soma to germline (Fontana and
Wróbel, 2012). In the current study, cells are mapped to
neural network weights and the method is tested on an im-
age classification problem (hand-written images from the
MNIST dataset; LeCun and Cortes, 1998). The results
demonstrate, to the best of our knowledge, unmatched per-
formance on the MNIST dataset with purely evolutionary
methods.

The rest of the paper is organized as follows. We first de-
scribe ET as a model of developmental biology. We then
explain the new method proposed here, and its application
to searching weights in artificial neural networks. In Exper-
imental Results we show how the method can be used in an
image classification task. The final sections discuss the im-
plications of our results and draw the conclusions.

The cellular model of development
This section gives an overview of ET, a model of develop-
ment introduced in (Fontana, 2008), and belonging to the
field of Artificial Embryology (Stanley and Miikkulainen,
2003). Notable examples of Artificial Embryology models
are (Gruau et al., 1996; Eggenberger-Hotz, 1997; Cussat-
Blanc, 2008). In ET, artificial bodies are composed of two
categories of cells: stem cells and normal cells, placed on a
grid. Artificial development starts with the value of a global
clock set to 0, and with one or several stem cells on the grid.
Each stem cell (Fig. 1) has a unique mobile code, but all

Figure 2: Illustration of the ability of ET to develop cellular
structures similar to a target that contains regular patterns
and irregularities. Two developmental sequences are shown,
each in seven 1000 × 1000 frames (the frames with a red
border are the targets).

cells have the same genome, which consists of developmen-
tal genes. All cells have access to the same temporal infor-
mation provided by the global clock. As the clock advances,
developmental genes are activated.

When a developmental gene is activated in a stem cell,
the right part of the gene specifies a change event orches-
trated by the cell. Two types of change events, prolifera-
tion and apoptosis, result—respectively—in filling a volume
around the stem cell with new cells (displacing older cells if
present), or deleting the cells around this stem cell (leaving
an empty space). Where and when the change event occurs
is specified by the left part of the developmental gene, con-
sisting of a regulatory set and a timer. A gene is activated in
the stem cell whose mobile code matches the regulatory set,
and when the global clock matches the timer.

Thus, the mobile code corresponds in biology to reg-
ulators (such as transcription factors) specific for a given
cell; the global clock corresponds to regulators that provide
the temporal information in development (to which all cells
have access); the regulatory set and the timer correspond to
the regulatory sequences to which regulators can bind. In the
current software implementation, the clock and the timer are
integers, while the mobile code and the regulatory set are ar-
rays of integers (each number in the array can be interpreted
as a transcription factor or a regulatory locus, respectively).

After a proliferation, normal cells which are sufficiently
distant (the distance is a parameter of the system) from any
stem cell are turned into new stem cells. This process of
stem cell formation is inspired by the recently emerging
paradigm of dymanic stemness (Cruz et al., 2012; Roesch
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et al., 2010). In this novel view, stemness is considered as
a dynamic property: the stem-non stem conversion would
occur in both directions, triggered by genetic and epigenetic
factors, and influenced by the cellular microenvironment. In
the ET implementation used in this paper, the stem cell for-
mation mechanism results in stem cells evenly spaced in the
body (a simplification of the biological reality introduced for
computational reasons). Each new stem cell receives a new
and unique mobile code.

This developmental model can be evolved by means of a
genetic algorithm, and becomes an evo-devo process (exam-
ples of other evo-devo models are Joachimczak and Wróbel,
2009; Cheney et al., 2013). Briefly, in every generation a
fitness value is obtained for each genome in the population.
The fitness is computed by testing the network at the end of
the developmental process, i.e. when the value of the global
clock reaches a pre-specified value. The fitness may be de-
termined as the proximity to a predefined target structure, as
it was done in previous work (Fontana, 2008), or by other
measures, as it is described in the next section.

A peculiar feature in this implementation of the genetic
algorithm, called progressive freezing (Fontana, 2012), war-
rants a more detailed description. With progressive freez-
ing, the genomes are separated in sections of G (20 in the
current implementation) genes, each with the same timer
value. Sections are executed in a sequential order, as the
global clock advances. During simulated evolution, only one
section of all genomes evolves for a number of generations,
which means that mutations affect the regulatory sets and
right parts only of the genes in the section being currently
evolved. Development ends (and the fitness is calculated for
the genome) when the clock strikes the number correspond-
ing to the section under evolution. The other sections of the
genome remain unchanged (“frozen”). A parameter speci-
fies for how many generations a section evolves. More de-
tails of the genetic algorithm are provided in the Appendix.

From cell structures to neural networks
The coupling of the model of development and the genetic
algorithm, described in the previous section, gives origin to
an evo-devo process, which was proven capable to “devo-
evolve” structures of unprecedented complexity when prox-
imity of the developed cellular structure to a pre-specified
target was used as a fitness measure. Let us consider two
2-dimensional target structures that contain regularities and
particularities (Fig. 2). Although the search of genomes
regulating development of structures similar to a target is
not the purpose of this study, these two examples show the
capability of ET when dealing with search spaces with a
large number of parameters (in this case, colored pixels of
an image). In the present study, we build on this capability
and propose an extension of ET that creates a more gen-
eral method for parameter optimization. This new method is
called POET (for Parameter Optimization using Epigenetic

Tracking).
The following subsections describe how POET exploits

2-dimensional cellular structures to specify weights of a net-
work with arbitrary predefined topology. In this initial study,
the focus is limited to indirect developmental encoding of a
large number of static weights. Once the cellular structure
is interpreted as weights, they do not change during fitness
calculation for a particular genome. The task considered is
image classification. The fitness is computed on the per-
formance of the network on the classification of sets of im-
ages. Using a machine learning terminology, the set of im-
ages used during evolution is called “training set”. At the
end of evolution, the evolved networks are tested on a set of
images that was not seen during evolution. These additional
images are the “test set”.

Mapping the parameter space
Each weight of a neural network is associated with a pro-
gressive index i ∈ {0, N − 1} with N being the total num-
ber of weights. Each weight with index i is linked to k lo-
cations on the developmental grid—which may or may not
be the location of a cell—by means of a mapping function
f : i → {(m,n)1, (m,n)2...(m,n)k}, where m,n are co-
ordinates on the grid (Fig. 3). How do cells contribute to a
weight in the network? First, each cell has a real value in
the range [-1, 1], specified by the genetic material. Then,
the value of the weight i is derived by summing the k val-
ues of k cells specified by the mapping function f . The
function f is initialized randomly and can be modified by
a new change event called swap, orchestrated—in addition
to proliferation and apoptosis, taken from ET—by dynamic
stem cells during the growth of the cellular structure. Devel-
opment starts from a number of stem cells initially placed
on the grid (2500 evenly spaced stem cells in this study),
and proceeds through a number of developmental stages (50
in our simulations). In each stage a maximum number of
change events (20 proliferation, apoptosis and swap events
in total) was allowed to take place.

Swap During a swap event, an area around the stem cell
exchanges the values of the function f with another area
of the grid (Fig. 4). The swap area has the shape of an
ellipse whose size, elongation and orientation are specified
in the right part of the associated gene. The centers of the
two swapped areas are given by the location of the stem cell
which gives origin to the swap event and by another couple
of coordinates, also contained in the gene’s right part. The
swap event has the purpose to cluster in the same area of
the grid parameters which are correlated, so that they can be
optimized together by means of a proliferation or apoptosis
event.

Proliferation and apoptosis As in standard ET, when a
stem cell undergoes proliferation, the right part of the acti-
vated POET gene specifies the shape of the region filled by
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Figure 3: Parameter mapping in POET. To each cell two
numbers are associated: a real valued number, represented
by the intensity of shading, and an integer value (shown in-
side the cell). The value of parameter whose index value
is i is calculated by adding all real valued numbers of cells
whose integer value is i.

Figure 4: Swap event in POET. Two elliptical regions are
selected in the grid and the values contained therein are
swapped. This operation leaves the values associated with
each cell in the grid (represented by the intensity of shad-
ing) unaffected.

new cells in the same way as the swap area, and the same
goes for the area emptied during apoptosis (Fig. 5). The
activated gene specifies also the differentiation state of the
new cells resulting from proliferation. The state includes a
real value that contributes to a weight in the neural network.

Neural network and classification
An input example in the MNIST set is a 28×28 pixel image.
The resulting 784 inputs are fed to an equal number of input
neurons in the input layer of the network. A hidden layer
comprises 336 neurons, and the output layer has 80 neurons,
divided in 4 groups of 20 neurons each (Fig. 6). The struc-
ture in this particular setting was devised to classify only
the first four digits (0 to 3) of the MNIST dataset. In addi-
tion, the network structure is constrained such that the net-
work may be seen as four separate networks with structure

Figure 5: Proliferation events in POET. Proliferations events
affect elliptical regions, changing the values (represented by
the intensity of shading) inside the regions, without affecting
the associated parameter indexes.

784 · 84 · 20 for input, hidden and output neurons, respec-
tively. Each network has 784 ·84+84 ·20 = 67536 weights,
resulting in a total of 67538 · 4 (subnetworks) = 270144
total weights. This large number is generally considered in-
tractable for any evolutionary search method with direct en-
coding.

The constraints on the network topology imply that the
algorithm is evolving effectively four separate networks for
each class to be classified. The lack of processing units that
extract common features to more classes is in contrast to
other approaches in the literature, particularly deep learning.
While the present method may indeed be applied to deep
structures, the experiments presented here are a proof-of-
concept of the potential of optimizing a very large parameter
space.

Correspondingly, the grid was divided into four quad-
rants, each of which associated to a given subnetwork (Fig.
7). In other words, the weights of each subnetwork are
mapped to one quadrant only, and the swap event is re-
stricted in such a way as to preserve the “fencing” between
quadrants. More specifically, the rule imposed states that,
if the center of the source ellissoid of a swap event belongs
to quadrant Q, also the center of the destination ellissoid is
forced to belong to quadrant Q.

An image is assigned a class by observing which of the
four output neuron groups has the highest activation value
(the sum of activations of all members). In case the first and
the second groups have the same activation value, the image
is not assigned to any class. The fitness function is expressed
as

Fitness = 0.75 · (Occ −Oh) + 0.25 · sign(Occ −Oh)

where Occ is the average output of the neurons in the correct
class, Oh is the average value of the highest output group ex-
cluding Occ. The first term (Occ−Oh) is proportional to the
margin between the values of the correct class and the best of
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Figure 6: Structure of the neural network used for the classi-
fication of MNIST images (784-pixel images of digits). The
network is composed of four subnetworks, each dedicated to
a given class (one of four digits). Nodes of the output layer
of subnetwork 1 (blue) are fully connected to nodes of the
hidden layer of the same subnetwork, which are fully con-
nected to all 784 input nodes. The same is true for the other
subnetworks. There is no connections between neurons of
different subnetworks.

the other groups (negative if the correct class is not correctly
classified); the second term sign(Occ − Oh) introduces a
nonlinear step which gives a fitness premium when a cor-
rect classification is achieved. This fitness measure creates a
gradient in the fitness landscape towards a correct classifica-
tion. Preliminary experiments (data not shown) indicated an
advantage of this fitness function in comparison to simpler
versions that considered only the number of correct classifi-
cations.

Experimental results
The experiments tackled the classification of four digits,
from 0 to 3. Although only a part of the MNIST set was
used in this first study, the results demonstrate the feasibil-
ity of purely evolved neural weights in image classification.
The evolution was performed using 1000 training images for
each digit. Fig. 8 shows examples of correctly classified im-
ages.

At the end of evolution, the set of evolved weights were
extracted and tested on a different platform (MATLAB) to
verify the performance both on the training set and on the
test set of the MNIST dataset. The error rates in classifica-
tion averaged over four simulations are summarized in Ta-
bles 1 and 2. Fig. 9 shows the developed organism of one of
the champion networks. From this graphical representation,
it is evident that the large search space makes it difficult to
understand intuitively how the quarter of a million weights
cooperate to perform classification. However, one hypothe-
sis is that each cell proliferation contributes to the extraction

Figure 7: Subdivision of the grid into four quadrants. Each
quadrant maps the weights associated to one of the four sub-
networks which perform the classification task. The colors
correspond to the colors in Fig. 6.

Figure 8: Examples of handwritten digits from the MNIST
set that were correctly classified.

of useful features, which then contribute in the output layer
to the correct classification.

The results outline two important points. The first is that
a purely evolutionary algorithm was shown to solve image
classification with a large neural network. Although the er-
ror rates are worse when compared to the state-of-the-art
learning algorithms on the MNIST set, they nevertheless
demonstrate the capability of the algorithm to perform clas-
sification in such a problem domain, which was tradition-
ally considered intractable with evolutionary algorithms. In
particular, it is possible to observe that the network acquires
throughout evolution the capability of recognizing well writ-
ten digits. Fig. 10A shows the case of the digit 3 that
was recognized with the highest confidence, while Fig. 10B
shows a digit 3 that was misclassified as 2. Interestingly,
the second guess was 3. The examples indicate that the al-
gorithm fails in a human-like fashion particularly when the
hand-written digit presents ambiguities.

A second remarkable aspect is the fact that the algorithm
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Table 1: Summary of performance for four champion net-
works evolved in independent runs on a subset of the MNIST
training database (1000 examples for each digit class).

Training set - Classification error
run no. class 0 class 1 class 2 class 3 mean
run 1 1.30% 1.80% 11.20% 9.40% 5.93%
run 2 1.80% 3.10% 8.20% 6.10% 4.80%
run 3 0.80% 2.10% 10.30% 8.80% 5.50%
run 4 0.70% 2.60% 8.50% 8.00% 4.95%
mean 1.15% 2.40% 9.55% 8.08% 5.29%

Table 2: Summary of performance for the four champion
networks assessed using a subset of the MNIST database
different than the training set (1000 examples for each digit
class).

Test set - Classification error
run no. class 0 class 1 class 2 class 3 mean
run 1 0.80% 2.40% 11.60% 8.50% 5.83%
run 2 1.20% 4.10% 9.40% 6.40% 5.28%
run 3 1.10% 2.30% 10.90% 8.50% 5.70%
run 4 0.60% 3.60% 9.10% 6.40% 4.93%
mean 0.93% 3.10% 10.25% 7.45% 5.43%

evolved with a limited number of examples, 1000 for each
digit class to be exact. The MNIST set, however, contains
approximately 6000 examples for each digit. The error rates
on the test set, composed of examples (1000 for each digit)
that were not seen during evolution, indicate a clear gener-
alization capability. Whereas most evolutionary algorithms
tend to exploit the evolutionary environments and to perform
less well with new inputs, the proposed POET method ap-
pears to generalize well. In particular, we observe that the
drop in performance on the test set is extremely small. Ta-
bles 1 and 2 indicate that the network 1 has even slightly im-
proved performance, whereas networks 2, 3 and 4 have very
marginal drops in performance, 0.48%, 0.20%, and 0.24%
respectively.

A possible explanation for this fact is that the gene ex-
pression mechanisms, from which weights are derived, per-
form distributed weight changes, rather than specific single-
weight mutations. Therefore, rather than fitting single pixels
in the input images (which may lead to overfitting), classifi-
cations may relay on larger pixel areas. Another hypothesis
is that the size of the network (relatively small for such im-
age classification tasks) contributed to reduce the gap in per-
formance between the training and the test set. To sum up,
more analysis is needed at this point to explain the high gen-
eralization capabilities of the proposed algorithm. Nonethe-
less, the evidence presented here suggests that the proposed
algorithm may implicitly bring high generalization capabil-
ities.

Figure 9: Image of the POET grid at the end of develop-
ment, for one of the champions in the image classification
evolutionary experiments. The grayscale-code indicates the
contribution of the cell to weights. Elliptical areas outline
the locations of several cell proliferations.

Discussion
The results described here demonstrate, for the first time in
this particular domain, the full potential of indirect encoding
in the optimization of large search spaces. In particular, the
method shows that evolutionary search may leave the do-
main of toy problems and be applied to real world problems
such as image recognition and classification. The rationale
for the method performance is the ability of ET to devo-
evolve target shapes of any kind and size. In this work, we
have replaced a geometric target with a computational one,
and proved that the method still works. Nonetheless, more
investigations with different network topologies is needed to
assess the intrinsic mechanisms and rules of POET’s search
dynamics. The generalization capabilities, suggested by the
similar error rates both in the training and in the test set, in-
dicate that the developmental method may extract general
features of the input spaces. This encouraging result calls
for more analysis on the network topologies that emerge au-
tonomously from the interaction of evolution and develop-
ment.

The absolute error rates on the training set (around 5%)
are similar to error rates of other 2-layer neural networks
with a similar number of hidden units (300) (LeCun and
Cortes, 1998), although those rates refer to the complete
MNIST dataset. It is important to observe that this study
proposes a proof-of-concept on the use of evolutionary de-
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A B

Figure 10: Examples of correct and incorrect classifications.
(A) This digit was classified as 3 with the highest confi-
dence. (B) This digit (labelled as 3 in the MNIST set) was
classified as 2 with low confidence, the second guess was 3.

velopmental algorithms on image classification problems. A
more optimized evolutionary process, for example involv-
ing larger populations or more generations (see Appendix),
might lead to better performance. A second consideration
is that the evolutionary developmental network might be
used effectively as a starting point for further training with
a standard approach (e.g., error backpropagation or Hebbian
learning), possibly resulting in an improvement of the clas-
sification rate.

The process of development, directed by genetic instruc-
tions in stem cells, implies that the phenotype grows during
a lifespan before reaching a mature state when it is capable
to classify the input images. During development, the mor-
phogenetic process in the current algorithm does not involve
neural plasticity. Therefore, an exciting future direction con-
sists in the combination of evolution, development, and plas-
ticity. Particularly in the domain of image classification, in
which learning algorithms for deep structures performed the
best, the combination of development and learning is of high
interest to understand general principles of learning in living
organisms.

In this work the mapping of the 2D grid points to param-
eters (the weights) is initially done randomly and then al-
lowed to change by means of swap events under genetic con-
trol. This mapping method is only one among many possi-
ble, and we are currently entertaining other possibilities. As
the model is further improved, we plan to keep using swap
events, because they help bring correlated parameters close
to each other. Thanks to swap events such parameters can be
optimized together. Otherwise they would have to be opti-
mized independently, and encoded (in the case of the genetic
algorithm) with separate genes.

A final consideration regards the possibile use of the opti-
mization method proposed in this initial work. Here, POET
was employed to optimize weights in artificial neural net-
works. Nevertheless, the method is not limited to this do-
main and, in fact, any number of parameters in a large search
space can be optimized with the proposed method. This will
be the matter of future work.

Conclusions

A new generative-developmental system for parameter opti-
mization, named POET, is presented. The method is tested
on the optimization of weights of a large neural network,
evolved to classify handwritten digits from the MNIST
database. The results show competitive error rates for evo-
lutionary algorithms (although not for state-of-the-art learn-
ing algorithms), but more interestingly, they show impres-
sive generalization capabilities on the test set, a remarkable
result for evolutionary methods. To the best of our knowl-
edge, the proposed method is the first purely evolutionary
algorithm to search the neural network weights to classify
the MNIST database. While this first test was performed on
a subset of the MNIST database, and on a shallow neural
network, the results are encouraging for the possible future
application of POET to deep neural networks and more chal-
lenging classification problems.

Appendix

This section presents additional implementation de-
tails. We provide the source code of our software at
www.evosys.org/software. Here a brief description of the
key parameters of the algorithm.
For the experiments we used a grid size of 1000 × 1000
cells, in which an initial number of 2500 stem cells was in-
jected. The maximum distance between stem cells was 10
grid points (a higher distance elicited the formation of new
stem cells). Development was allowed to proceed for 50 de-
velopmental stages. In each stage a maximum number of
20 events (proliferation, apoptosis and swap combined) was
allowed to take place. The maximum size of the event area
was 200×200 cells. Each developmental stage was evolved
in 1000 generations. Each neural weight was mapped to 3
different positions on the grid.

For the genetic algorithm, we used a population size of
512 distinct individuals. Each individual was composed of
1000 genes, and each gene was encoded with 500 base-4
digits, for a total genome size of 500000 digits. We used
wheel selection with elitism (the best 64 genomes were
copied without mutation in the next generation). We em-
ployed the genetic operators of mutation (with probability
0.005 per digit), and crossover (with probability 0.5 for each
offspring genome).
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Fontana, A. and Wróbel, B. (2013a). An artificial lizard regrows
its tail (and more): regeneration of 3-dimensional structures
with hundreds of thousands of artificial cells. In Proceedings
of the 12th European Conference on Artificial Life (ECAL),
pages 144–150.
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