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Abstract 
 
Sandwich panels using fibre-reinforced composite skins and low-density cores are being 
increasingly used in the aerospace industry due to their superior specific strength and 
stiffness, and increased design flexibility over traditional metallic and composite structures. 
However, it is well-known that sandwich panels are highly vulnerable to the effects of impact 
damage, with even low-energy impacts potentially causing very severe reductions in the in-
plane compressive strength of these structures. The objective of this project was to produce a 
faithful and reliable numerical model for the simulation of the compression-after-impact 
strength of composite sandwich panels. An in-depth literature review revealed that 
delamination within the skins of a sandwich panel is a damage mechanism that has gone 
almost entirely neglected in previous efforts at modelling this problem, despite the proven 
significance of this mechanism in the failure of impact damaged sandwich panels in 
compression. Consequently, the use of the cohesive zone model for delamination initiation 
and propagation is the key unique feature of this model, with Hashin’s criteria being used for 
intra-laminar damage formation, and a simple plasticity response capturing core crushing. An 
experimental study is performed to produce a thorough dataset for model validation, featuring 
differing levels of damage induced via quasi-static indentation, and novel asymmetric panels 
with skins of unequal thickness (the thinner skin being on the unimpacted side). 
 
The experimental study revealed that the use of a thinner distal (undamaged) skin could 
improve the strength of mildly damaged sandwich panels over undamaged sandwich panels 
using the same asymmetric configuration. It is believed that this effect is due to the 
movement of the neutral plane of the sandwich panel caused by the reduction in the stability 
of the damaged skin through stiffness reduction and geometric imperfections. This removes 
the eccentricity of the compressive loading that exists in the undamaged asymmetric panels, 
which has mismatched axial stiffness between the indented skin and the thinner distal skin, 
and thus a noticeably lower ultimate strength than the undamaged symmetric panels.  
 
The sandwich model is developed using pre-existing experimental and material data, and 
trialled for a variety of different skin lay-ups, core thicknesses and indenter sizes. The 
numerical model generally agreed well with the ultimate stress found in the experiments for 
these different configurations, but is quite poor at estimating the magnitude of the damage 
induced by the indentation. When used to model the experimental study, the model gave 
generally good, conservative estimates for the residual compressive strength of both the 
symmetric and asymmetric panels. The tendency of the asymmetric panels to become 
stronger with mild damage was not captured by the model per se, with the numerical results 
instead showing an insensitivity to damage in the asymmetric panels, which was not shared 
by the symmetric panels. However, the numerical model did exhibit erroneous strain-stress 
responses for both panel configurations, particularly for the undamaged and mildly damaged 
cases. Investigations revealed that this erroneous behaviour was caused by inconsistency in 
the material data, which had been collected partially via experimentation and partly from 
literature sources. Overall, the model developed here represents a promising advancement 
over previous efforts, but further development is required to provide accurate damage states.  
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“Engineering is the art of modelling materials we do 
not wholly understand, into shapes we cannot precisely 
analyse, so as to withstand forces we cannot properly 
assess, in such a way that the public has no reason to 

suspect the extent of our ignorance.”  
 

Dr A.R. Dykes 
 

British Institution of Structural Engineers, 1976. 
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1: Literature Review 
 
This report begins with an introduction of sandwich panels, their construction, benefits and 
drawbacks. This leads onto a detailed review of the relevant literature, including surveys and 
other reviews. The focus is on the compression-after-impact behaviour of composite and 
sandwich structures, and methods used to simulate this behaviour. A thorough consideration 
of past research facilitates the rest of the work done in this project. 
 
 
1.1: Introduction 
 
Sandwich panels, as implied by the name, are layered structures, typically featuring two thin 
sheets of stiff, (relatively) high-density material bonded to a thick inner core of softer, low-
density material. The skins are required to transmit the in-plane normal and shear loading, 
while the core provides the required separation and stability for the skins, and transmits the 
transverse normal and shear loads [3]. By increasing the thickness of the panel, the core also 
increases the flexural rigidity of the panel for a small weight penalty [4]. Originally, metal 
sheets would form the skins (or facesheets) though contemporary sandwich panels usually 
use composite skins, due to the accepted advantages composites have over traditional 
structural materials in terms of specific strength, stiffness and design flexibility. Carbon and 
glass fibres - and on occasion, combinations of the two – are very common skin materials in 
the aerospace and marine industries respectively. Core materials are usually in the form of 
foams and honeycomb structures, with a modern development being the origami-style 
foldcore material, which offers some non-mechanical benefits, such as moisture drainage, 
over honeycombs in exchange for generally reduced mechanical properties [5]. Honeycombs 
will be the main core material of interest in this work, with honeycombs made from 
aluminium foil and aramid paper being typical choices in the aerospace industry.  

  
 
 
 

Figure 1: Typical sandwich construction using 
honeycomb core [11] 

Figure 2: Foldcore specimen [5] 

 

 

Image hidden due to copyright restrictions. 
Please refer to [11], Figure 1 

 

 

Image hidden due to copyright 
restrictions. 

Please refer to [5], Figure 1 
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In recent years, composite sandwich panels have seen increasing use in industrial applications 
due to their improved strength, weight, stiffness and damage resistance over traditional 
composite materials. The first industrial-scale use of sandwich materials was the De 
Havilland Mosquito aircraft built during the Second World War, which was made primarily 
of various species of wood sandwiched together [3]. Since then, they especially find routine 
usage in aerospace where the inherent efficiency of these structures over traditional stiffened 
skin constructions is highly desirable. This is particularly the case where weight reduction is 
and will remain of paramount concern. That such panels are seeing use in high-profile and 
large-scale aeronautical and marine applications, such as the Visby-class corvette of the 
Swedish Navy [6], is testament to their potential. As a specific example of the potential 
improvements offered, Abrate, in his extensive review of the impact on sandwich structures 
[7], mentions the Boeing 360 helicopter where “compared to skin-stringer aluminium 
construction, the use of sandwich structures lead to an 85% reduction in the number of parts, 
a 90% reduction in tooling costs, and a 50% reduction in the number of man-hours needed to 
fabricate a helicopter.” 
 
However, despite this promise, sandwich structures remain vulnerable to impact damage 
from a whole manner of sources, including damage resulting from maintenance activities 
such as dropped tools. This damage may be difficult to detect, and yet have severe 
implications for the performance of the panels, which may in turn have safety implications. 
Abrate [7] cites a very large number of studies that show significant degradation of tensile, 
compressive, shear and flexural properties in sandwich panels after low-velocity impact, with 
a panel retaining perhaps as little as 50% of its undamaged strength. As the effects of impact 
damage on residual in-plane compression performance are very complex, due to the dynamic 
nature of impact events and the myriad damage and failure mechanisms that exist in these 
structures, impact damage tolerant structural design requires this behaviour to be fully 
understood. ‘Damage tolerance’ refers to the ability of a structure to continue supporting the 
required loads after a damaging impact event, in contrast to ‘damage resistance’, which refers 
to the ability of a structure to remain undamaged by an impact event. Damage tolerance of 
aerospace structures must be demonstrated for an aircraft design to be officially declared 
airworthy [8].  
 
Abrate [7] notes in his review that the majority of work performed in understanding impact 
damage behaviour is experimental, and often, conclusions made by one investigator may be 
in contradiction to the findings of another. This suggests a paucity of understanding of the 
impact behaviour of sandwich panels, a view shared by Tomblin et al [8] in their 1999 review 
of the field. The sheer variety of sandwich configurations, sensitivity to imperfections, and 
the interactions between damage and failure modes also contributes to this problem. 
Additionally, in commercial practice, extensive experimentation is something to be avoided, 
if not eliminated, due to the considerable financial and time cost that is entailed. As a result, it 
is imperative that reliable computer-based finite element numerical models are developed to 
study these performance characteristics, and thus make informed design decisions. Computer 
simulation using the finite element method is an indispensable tool in the designer’s 
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repertoire, reducing if not eliminating the considerable costs involved in the production and 
testing of prototypes. 
 
 
1.1.1 Objectives and Work Structure 
 
The aim of this project is to develop a reliable, faithful and fully validated numerical model 
for the Compression-after-Impact (CAI) behaviour of composite sandwich panels, using the 
commercial finite element software package Abaqus. This work fits into the wider area of 
damage and residual strength modelling for composite structures, which is a very active field 
of research. However, the modelling of sandwich structures appears to have been somewhat 
neglected of late, with only a few authors looking at the specific case of compression-after-
impact for these structures. 
 
The project first focuses on the understanding and development of numerical techniques in 
damage propagation during loading. The following literature review investigates 
experimental and numerical studies on impact damage and residual strength of sandwich 
panels, discussing aspects and issues pertinent to the development of a computer-based 
numerical simulation of impact damage and residual strength measurement for a composite 
sandwich panel and work performed to date in the development of such a model. Chapter 2 
looks in more depth at damage modelling and aspects of numerical modelling relevant to this 
project, with a particular focus on composite failure theories, delamination modelling and 
some specific aspects of the finite element method required for this work.  
 
An experimental study is presented in Chapter 3, which provides a good-quality set of results 
that can be used for further validation of the model, and investigates the use of different skin 
thicknesses on either side of the core in improving damage tolerance. A model for damage 
initiation and propagation in a composite plate is presented in Chapter 4, producing a damage 
state consistent with that for a low-velocity impact; modelling the more extreme penetrative 
damage often caused by high-speed impact events is beyond the scope of this work. This 
provides the basis for the skin model of the sandwich panel model. The sandwich panel 
model is presented in Chapter 5, and compared with existing experimental data. The model 
starts with an undamaged panel, and simulates both the impact damage and the subsequent 
compressive loading in a single analysis. This chapter also features a parametric study to 
explore some of the sensitive parameters in the numerical model input data. The experimental 
work from Chapter 3 is simulated and discussed in Chapter 6. A continuation study, looking 
at using the now-validated model to investigate the effect of combined biaxial compressive 
and pressure loads on the residual strength is then presented in Chapter 7.  
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1.2:  Reviews 
 

This literature review aims to facilitate further research in this vitally important research area. 
The reviews of Abrate [7] and Tomblin et al [8] provide valuable summaries of the work 
done in the years leading up to the late 1990s, with the latter proposing a damage tolerant 
design methodology that includes analytical models. Such an approach would be consistent 
with (American) Federal airworthiness regulations as they existed at the time. However, in 
practice, the problem of impact damage in sandwich panels is not open to analytical solution 
except for specific geometries and boundary conditions, and has the additional weakness of 
being unable to describe damage progression, which is critical to thorough understanding of 
the mechanics involved [9]. As a result, the current focus by most investigators has been on 
numerical solutions. The reviews of Abrate [7] and Tomblin et al [8] have been invaluable 
and frequently cited guides to more recent research efforts.  
 
Tomblin et al [8] also included as part of their report a detailed discussion of the experimental 
work performed as part of the Boeing Advanced Composite Aircraft Structures Program, 
funded by NASA’s Advanced Composites Technology Program. This extensive study, which 
included a section on impact damage resistance, looked at two composite design concepts for 
the aft fuselage section of a wide body airliner, one of these concepts being a sandwich 
construction. Some of their key observations from the impact study included reduced 
indentation and damage area as core density and skin thickness was increased, a minor 
influence on damage resistance from the support type, with a greater dent depth noted when 
the structure was rigidly supported, and a reduction in indentation, but an increase in damage 
area as the impact tip size increased. Tomblin et al also published an extensive experimental 
study on the damage tolerance of impacted sandwich panels [10], the results of which have 
been used by other authors such as Lacy & Hwang [11,12] to calibrate and verify their 
numerical models. 
 
One more recent review by Hayman [13] discusses the challenge of damage assessment and 
tolerance for sandwich panels from the perspective of the marine industry, where these 
structures are finding frequent use in high-performance vessels. Hayman makes the important 
observation that damage and defects are considered through designers applying high factors 
of safety, which while guaranteeing structural integrity, also results in inefficient (i.e. overly 
heavy) structures. The author reviews several means of detecting damage, and presents an 
approach to damage assessment for marine applications, considering the strength reduction 
and determining the required actions depending on the criticality of the damage location and 
damage extent. He also reviews models for damage aspects such as face-core debonds, 
contact damage (i.e. highly localised damage), face sheet wrinkle defects and dry zones. Note 
that some of these defects may be the product of manufacturing flaws, and as such are 
beyond the scope of the present investigation. Hayman also cautions that the accuracy of 
these models is not fully established for some cases. 
 
Finally, McQuigg, in his 2011 thesis studying thin-gauge fabric-skinned sandwich panels via 
experimentation and numerical simulation, provides a helpful review of all aspects of impact 
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and residual strength investigation for sandwich panels [14]. This includes discussions on 
damage characterisation, experimental work, and past and present numerical analysis efforts. 
Many of his sources are discussed in detail in the current review. He draws particular 
attention to the issue of progressive damage modelling in the composite skin; this aspect 
remains fairly poorly understood and is an area of some interest to researchers all of its own. 
It is highly relevant to sandwich panel modelling, since the skins carry the in-plane loads. 
Progressive damage and failure of composite materials will be discussed in depth in Chapter 
2. 
 
 
1.3 Experimental Work 
 
Experimental work in this field broadly splits in damage characterisation studies and residual 
strength studies. Damage characterisation exercises determine how various geometric, 
loading and boundary conditions affect the development of damage mechanisms in sandwich 
panels. Impact damage can be manifest via core crushing, skin damage (in the form of matrix 
cracking and fibre fracture or buckling), interply delamination and skin-core debonding. 
Failure of the fibre-matrix interface may also be observed (e.g. fibre pull-out). A permanent 
indentation will usually be observed, though in the important case of BVID (Barely Visible 
Impact Damage) this may be very small. All of these can propagate with additional loading, 
as can local fibre buckling in damaged regions of the skin. In more extreme impacts, fibre 
shear-out may be observed. Figure 3 shows all of the important damage mechanisms for a 
quasi-statically loaded panel. Figure 4 shows an impact damaged panel.  

 
 
 

Figure 3: Aluminium honeycomb sandwich panel under quasi-static load 
sectioned at ultimate failure. a) Hemi-spherical indenter (top) and b) flat-headed 

indenter (bottom) [15] 

 

 

 

 

Images hidden due to copyright restrictions. 
Please refer to [15], figures 11 &16 
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A body of work investigating these problems has been produced at Loughborough University, 
and this research effort is on-going by the present author and others. Of particular interest are 
the studies of Zhou et al [15-17], which have sought to characterise the damage mechanisms, 
investigate the parameters governing said damage and to study the residual compressive 
strength of damaged sandwich panels. The damage mechanisms were found in [15] to be core 
crush, top-skin delamination and fibre fracture and/or shear-out, with the precise nature and 
evolution of the damage being dependant on the type of indenter (hemispherical or flat) used. 
In all cases, the bottom skin of the panel was undamaged, resulting in a loss of through-the-
thickness symmetry that would be the subject of later investigations.  
 
This work was built upon in a parametric study [16], where the authors varied skin thickness, 
core density and type (aluminium or Nomex), indenter nose shape and the boundary 
conditions and observed the effects of these changes on the damage and energy-absorbing 
characteristics of sandwich panels. They found that increasing the skin thickness increased 
the threshold load (where damage is first evident) and ultimate load (defined as when the top 
skin fractures). The threshold load is also heavily influenced by core density – a denser core 
will usually be stiffer, and thus provide additional support to the skins. The observed damage 
mechanisms will be affected by the shape of the indenter tip, as also observed in [15] and 
seen in Figure 3. Typically, a panel damaged with a flat-headed indenter will experience 
more extensive delamination remote from the loaded region, and is liable to suffer fibre 
shear-out. Finally, they observed that cores of similar density have similar damage and 
energy-absorption characteristics, and the material has little influence on the studied 
mechanical properties, though it was observed that the Nomex core exhibited ‘spring-back’ 
behaviour when unloaded. 
 
It should be noted that these two studies used transverse quasi-static loads to damage the 
panels, not impact. This is a generally accepted model for low-velocity impacts, as explained 
in Chapter 3 of Reid & Zhou [18]: at impact velocities of less than 50ms-1 (Cartié & Irving 
suggest a lower threshold of 20ms-1 as the transition point between high-velocity and low-
velocity impact behaviour [19]), multiple reflections of stress waves at the material 
boundaries result in a quasi-static equilibrium state. As a result, the mechanical properties of 
composite materials are relatively insensitive to strain rates between 10-3 – 103 s-1, with the 
behaviour changing to varying degrees depending on material, fibre configuration etc. These 
rates correspond with low-velocity impacts. This can be contrasted with Othman & Barton’s 
[20] experimental study on the influence of geometric effects on the damage evolution in 
both bare and stabilised (i.e. sandwich panels) honeycombs under three-point bending and 

Figure 4: Honeycomb sandwich panel impacted 25J [17] 

 

Image hidden due to copyright restrictions. 
Please refer to [17], figure 5 
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low-velocity impact. Here it was noted that there was an increase in strength under dynamic 
loads over the quasi-static case. This suggests that even at low-velocities (Othman & Barton 
used an impact velocity of 9.85ms-1) strain rate effects may need to be included. The 
similarity in damage mechanisms for quasi-static and low-velocity events can be seen in 
Figure 3a and Figure 4, with the shape of the damage and the damage mechanisms observed 
being broadly the same for both cases. A comparison between static indentation and low-
velocity impact on sandwich panels was also presented by Herup & Palazotto [21], 
concluding that the damage produced by the two methods was similar, but again with a 
higher load at damage initiation for the dynamic loading. They further state that the 
difference between the static and dynamic loadings increase as the skin thickness increased – 
the authors used skins with between 4 to 48 plies, which is clearly a very significant range of 
thicknesses. Typical sandwich panels will have skins at the thinner end of this range. 
 
Zhou & Hill performed further investigations on the compression-after-impact strength of 
sandwich panels [17]. The authors noted that even significantly energetic impacts did not 
cause a significant reduction in compressive strength for some panels, particularly with 
denser core materials. However, at the threshold energy for BVID, the reduction of 
compressive strength became substantial, thus further illustrating the very real practical 
concerns for impacts on sandwich panels. This particular investigation used impact energies 
of up to 28J (for panels with Nomex cores – 26J for aluminium cores) and established 
reductions of compressive strength for both panels in the region of 50%. For example, the 
nomex core sandwich panel showed this degree of strength reduction at its threshold energy 
for BVID of 25J. The BVID threshold for the aluminium core sandwiches was considerably 
lower, at 3J, though the residual strength at this energy level was higher, with 71% of the 
virgin strength being retained. Reductions in strength of this order were notes by the sources 
in Abrate, along with the observation of there being no strength reduction below a certain 
threshold energy [7]. 
 
More recently, Zhou et al have performed further investigations into the behaviour of impact-
damaged sandwich panels, with the role-sharing by the major damage mechanisms for energy 
absorption - whereby delamination, ply fracture and core crushing all play roles in the impact 
energy absorption - and the behaviour of unsymmetric sandwiches being of particular interest 
[22-25]. The work performed in [23] supports an observation made by Zhou & Hill [17] that 
the stabilising and supporting effect of the core could work to mitigate the effect of impact 
damage in the skins when the panel is loaded in compression, particularly in cases of small-
scale damage and cores with relatively high shear and compressive strengths. As a 
consequence, characteristics established for monolithic composite panels by other researchers 
may not necessarily be valid for sandwich panels. Additionally, as also noted in [15], the 
impact damage creates an asymmetry in the panels since the damaged top skin will obviously 
not be as stiff as the undamaged bottom skin. This results in a bending moment in the 
compressively loaded panel that contributes the observed reduction in compressive strength. 
 
The final work of interest from this group performed studies on the CAI strength of 
unsymmetric panels [24,25]. Various panels with thin and thick skins were tested where the 
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ratio of thickness between the thicker, impacted top skin and the thinner undamaged bottom 
skin was constant at 1.25. The authors found that when the thicker skin was impact damaged, 
the reduction in compressive stiffness in that skin caused the effective compression resistance 
of the whole panel to ‘even up’ by moving the neutral bending plane of the panel closer to the 
geometric centreline, removing the eccentricity of the loading and thus the bending moment 
caused by the asymmetry, resulting in improved damage tolerance compared to the damaged 
symmetrical panels.  
 
Asymmetric monolithic composite plates, while not under consideration in the current project, 
have interesting properties of their own, particularly that they have multiple equilibrium 
states and so can be used to make geometrically bistable structures that can undergo a large 
change in shape with only a small energy input. Schultz [26] and Diaconu et al [27] present 
conceptual studies in using these structures to produce morphing, variable-geometry 
aerospace structures, driven by piezoelectric actuators. The use of these unusual lay-ups in 
sandwich panels could prove an interesting area for further research. 
 
Schubel et al [28] also experimentally investigated impact and CAI strength on sandwich 
panels. In their method, they applied the compression load via shear loading rather than end 
loading, to prevent the specimens failing at the ends – this behaviour was also observed by 
Zhou & Hill [17] in significant minority of their tests. The test samples were prepared in such 
a way that the damaged region accounted for approximately a third of the total specimen area, 
with the damage being through-the-width. The authors conclude that delamination in the 
skins is of paramount importance, since this damage mechanism reduced the compressive 
strength by more than 50% in their tests. As in [17], they also note that there was no 
significant damage produced until the impacts became relatively highly energetic. 
 
The compressive loading may also be applied as a dynamic load. Ordinarily, the compressive 
load is applied as a static or quasi-static load, but Bailey et al [29] apply the compression load 
to damaged and undamaged sandwich panels at high speed using a modified Split Hopkinson 
pressure bar set-up. These dynamically-loaded panels are compared with those loaded by 
conventional static testing, for various amounts of damage applied via quasi-static indentation. 
The dynamically loaded panels show higher compressive strengths than the statically loaded 
panels at all levels of damage – the undamaged panels exhibit 26% greater strength under 
dynamic loading. However, the percentage residual strength noticeably decreases for the 
mildly damaged panels under dynamic loads. 
 
Impact damage can propagate with sufficient compressive load. Ratcliffe et al have studied 
two specific damage propagation mechanisms for damaged sandwich panels: indentation 
growth (studied using finite element modelling) [30] and kink-bend propagation [31]. The 
former occurs when a residual dent buckles inwards and grows under compressive loading. 
This causes additional core crushing and eventually causes buckling across the width of the 
panel, resulting in failure. The latter failure mode occurs when damage acts as a stress 
concentration, which causes fibres in the loading direction to buckle normal to the skin, 
creating a band of broken fibres that grows perpendicular to the loading direction under 
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compression. Failure occurs when a critical length of kink-band is reached, causing the band 
to suddenly propagate across the width of the panel. These failure modes are shown in Figure 
5. In McQuigg et al’s experimental study [32], indentation propagation was observed in their 
thin-skinned specimens, with failure via crack propagation seen in the thicker-skinned 
specimens. The same behaviour is also observed by Czabaj et al [33].  
 

 
Cartié & Irving [19] investigated the effect of material properties on the impact and CAI 
response of various grades of carbon-fibre composites. They note that the size of 
delamination generated by the impact event, and also the peak impact force, is primarily 
controlled by the mode 2 (shear-opening) fracture energy of the resin. The CAI strength is 
also intimately linked with this parameter, due to the influence of delamination on the 
compressive strength of composite plates. Thus, the strength and stiffness of the fibres is of 
lesser importance. The stacking sequence of the composite lay-up was also found to have a 
significant influence on the development of delamination via impact, in a study by Hitchen & 
Kemp [34]. They found that as the number of interfaces between plies of different orientation 
decreases (i.e. when there are a greater number of plies of the same orientation clustered 
together), so does the residual strength of the laminate, assuming a constant overall thickness. 
This is due to the delaminations, when they occur, being larger than when there are more 
interfaces between dissimilar orientations, increasing their destabilising effects. A numerical 
modelling-based study into the effect of clusters of plies with the same fibre orientation 
which was performed by Gonzalez et al came to a similar conclusion [35]. Hitchen & Kemp 
also find, however, that the total delamination area (i.e. the sum of all delaminations present 
in the laminate) does not necessarily harm the CAI strength, suggesting that only the largest 
of all the delaminations controls the residual strength. They refer to earlier work by Hong & 
Liu [36] showing that the delamination area increases as the change in orientation angle 
between adjacent plies increases. 
 

Figure 5: Shadow Moiré images showing (left) kink-band propagation and (right) 
indentation growth [30] 

 

 

Image hidden due to copyright restrictions. 
Please refer to [30], figure 2. 
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Hwang & Liu [37] also performed a detailed investigation on the effects of multiple 
delaminations on the buckling behaviour of compressively loaded composite plates. They 
observe that when considering buckling stress under uniaxial compression, the key 
delamination in a plate is the one closest to the ‘impacted’ surface. Provided that the deeper 
delaminations are not of greater size than the near-surface delamination, the buckling stress 
between the two cases is virtually unchanged. This conclusion agrees with that made by 
Hitchen & Kemp [34]. The authors note that there is an effect if there are shorter 
delaminations closer to the impacted surface than the longest one, but that these cases are not 
representative of realistic impact damage. 
 
Although it is desirable to use experimental data to validate numerical models, there is a 
problem of spread in the recorded results. This tendency can be seen in the limited repeat 
tests performed by Zhou & Hill [17]. Lacy & Hwang [11] note the great spread of data in the 
studies of Tomblin et al [10], and recommend caution when using only numerical modelling 
for residual strength studies. Gonzalez et al [35] note that the repeatability of their drop-tests 
(and thus the consistency of their data for the impact event) is extremely good, but that the 
repeatability of the CAI tests is rather poorer. Czabaj et al [33] suggest that scatter in the data 
for CAI tests may be inevitable due to the instability-dominated failure modes, and their 
inherent sensitivity to imperfections. This situation is not helped by the absence of a test 
standard for the compression-after-impact testing of sandwich panels – for example, 
McQuigg et al [32] made reference to the ASTM standards for CAI testing of monolithic 
composite plates [38] and the edge compression of undamaged sandwich panels [39] to 
develop their experimental program. Additionally, there is a general paucity of repeat tests. 
Zhou & Hill [17] made an attempt in this regard, as did Czabaj in the experimental work on 
the compression-after-impact strength of sandwich panels presented in his 2010 thesis [40], 
but generally, most experimental results produce (or at least present) just a single data point 
for each test condition, making it impossible to get a statistically rigorous view of the quality 
of the data. In defence of the experimenters, this is a particularly difficult problem to resolve, 
due to the already considerable expense and effort involved in production and 
instrumentation of test samples, but nevertheless, this issue must be addressed in order to 
provide good-quality results for the validation of numerical models; it is not particularly 
helpful to have a model that agrees with a given set of experimental data if the same data 
cannot itself be conclusively declared representative of reality. 
 
 
1.4 Impact and Residual Strength Modelling 
 
It is of tremendous practical importance to develop reliable models for damage formation, 
damage propagation and residual strength of sandwich panels. However, the complex 
interactions between failure and damage mechanisms, themselves dependant on a host of 
configuration related parameters, make this a very challenging proposition. Indeed, in their 
1994 paper, Davies et al recommend that the numerical modelling of impact damage should 
be avoided if at all possible due to the complexity of the problem [41].  Although computing 
power has improved vastly in the two decades since, the challenge posed in creating a faithful, 
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accurate and flexible model for residual strength simulation for composite and sandwich 
structures remains. There is no agreed standard method for this endeavour [12], so there are a 
host of different ways to do perform these simulations. Some authors will simulate the impact 
event itself. This necessitates an explicit dynamic model, especially for high-velocity events. 
Low-velocity impacts may be adequately modelled via quasi-static loading, which may or 
may not be applied through a simulated indenter. Another, semi-empirical approach requires 
impact experiments to be performed to calibrate the compression-after-impact model. The 
damage state from experimental impact studies would be determined via non-destructive 
imaging and/or sectioning of the panel, and this information entered into a numerical model 
for residual strength estimation. Examples of both of these approaches are given in the 
coming review. Compression-after-impact cannot be modelled without the use of one of these 
approaches to generate a damage state in the panel. Impact event simulations, whether 
dynamic or quasi-static approximations, may be performed in isolation, without necessarily 
having to perform a residual strength analysis. Indeed, much work has been performed on 
impact simulation, with rather less research effort being spent on compression-after-impact 
simulation [42]. 
 
High-speed impact events (impact velocity exceeding 50ms-1 [18]) are a very serious concern 
for designers of sandwich structures, and modern modelling techniques are quite capable of 
modelling these highly complex dynamic events, producing representative results for impacts 
by, for example, runway debris [43] and bird-strikes [44]. Studies by Meo et al [45] and Hoo 
Fatt & Park [46,47] compared experimental numerical and analytical results for damage 
development during a low-velocity impact event with reasonable accuracy. Olsson [48] 
presents an analytical solution for predicting the impact behaviour of sandwich panels, 
accounting for delamination and core crushing without requiring empirical data. Analytical 
solutions are valuable particularly for initial design studies as finite element analyses can 
prove extremely time-consuming, but are limited only to specific, simple structural 
configurations and load cases. 
 
Hufenback et al [49] develop in their work analytical methods for simulating the effect of 
stress concentrations in composites. Since these are caused by holes and notches, they are 
clearly an area of concern for the structural designer. The above authors pay special attention 
to composites with elastic inclusions, which can be used to model stress concentrations. They 
present both analytical and experimental results, showing a good correlation between the two. 
Impact damage creates stress concentrations in a laminate and indeed, some authors have 
modelled impact-damaged regions of composite laminates using elastic inclusions, including 
Lacy & Hwang [11] and Xiong et al [50], the former researchers using a numerical analysis 
for sandwich panels (discussed in depth later) and the latter using an analytical solution for 
monolithic composite plates. 
 
Kärger et al [9] used an in-house finite element code in conjunction with a special three-layer 
FE element (one layer each for the two skins and the core of a sandwich panel) to produce an 
efficient simulation of a low-velocity impact on a sandwich panel, and compared this with 
experimental results. The model does not extend to crack propagation. The indenter is 
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modelled as a point mass, with a parabolic load distribution, and the results produced were 
satisfactory, despite the sacrifices in accuracy made necessary by the investigators’ primary 
requirement for fast solutions. Key omissions in the model were delamination, matrix damage 
and crack growth in a fractured skin. Riks & Rankin [51] present a similar simplified finite-
element sandwich model, using a pair of shell elements separated by an elastic medium that 
represents the core. This model is demonstrated for a panel with a skin-core debond. 
 
Foo et al [52] developed a numerical model and analytical models for the impact of sandwich 
panels. The core was modelled as a geometric honeycomb meshed with shell elements in the 
FE model, with the skins modelled with solid elements. The analytical model used the 
principles developed by Aminanda et al [53] to model the core failure, in conjunction with a 
modified energy-balance to capture the load and deflection history for the panel during the 
impact event. The FE model showed a generally good agreement with the experimental 
model, despite being unable to capture some the subtleties of the panel response, including 
neglect of the unloading behaviour. It did however show the occurrence of core crushing, top 
skin delamination and fibre fracture, the same damage modes identified by Zhou et al [15]. 
Particularly, modelling the core geometry directly with shell elements, rather than using a 
homogenous core model, was able to provide an accurate prediction of failure initiation. The 
analytical model, using only a few empirical parameters, was able to provide fairly accurate 
results for elastic and damaged stiffnesses and critical loads. Residual strength was not 
considered in this work. 
 
There are numerous further examples in the literature of work investigating the impact 
response (at various impact velocities) of monolithic composite plates via numerical methods, 
including contributions by Hou et al [54], Chan et al [55] and Tita et al [56]. These analyses 
show a trend towards greater complexity of material failure models, often using custom-
developed subroutines. Particularly, delamination is recognised as a particularly important 
damage mechanism, and so the modelling of this is also receiving greater consideration. 
Impact on monolithic composite plates thus remains an active area of research. 
 
Davies et al [57] produced a numerical model for the impact event and residual strength of a 
sandwich panel, solved using a dynamic explicit solver, and compared with experimental 
results. This work was a continuation of a previous work by the same authors [58]. The 
model produced good results, despite not attempting to model delamination - which has been 
stated in previously mentioned works to be of some significance [28] - or face-core 
debonding. They do however consider fibre failure, which was often neglected in earlier 
numerical models – the Chang-Chang criteria is used for this purpose, with fibre properties 
degraded to 5% of the undamaged properties. An interesting point to consider is that the 
thick-skinned panels failure via indentation propagation, which was later contradicted by the 
results of McQuigg et al [32]. Additionally, the authors noted the danger of using an overly 
thin skin in the design of sandwich panels – using a thin skin-thick core configuration, the 
energy absorbed (for a 80J impact) was 93%, but with a loss of compressive strength of 68%, 
whereas the thick skin-thin core configuration absorbed 76% of a 120J impact, with the loss 
of 34% of the compressive strength. 
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This apparent dichotomy between energy absorption and residual strength was studied by 
Prevorsek et al [59], where a comparison was made between the differing mechanisms and 
requirements for damage tolerance of composite laminates when the designer is concerned 
with retaining structural integrity or wishing to resist penetration, such as in armour. They 
note early on that the two requirements are irreconcilable, since in the case of penetration, the 
breakage of fibres is inevitable, with obvious consequences for structural integrity. The 
results of [57] seem to reinforce this conclusion. 
 
Lacy & Hwang [11,12] used a semi-empirical approach, using the observations produced 
Tomblin et al via non-destructive imaging and sectioning of impacted panels [10] to prepare 
the numerical models, in their work to predict the CAI strength of damaged sandwich panels. 
In the former [11], the damage profile is implemented in a shell (skins) and solid (core) 
model. The damaged region of the top skin is modelled as an elastic inclusion, the stiffness of 
which varied between 0 – 100% of the undamaged properties. The honeycomb core is 
modelled as a homogenous orthotropic solid, akin to a foam material, with a non-linear 
material behaviour applied depending on whether the core was damaged or not. The authors 
note that this particular model shows some promise, with generally reasonable, conservative 
agreement with experimental results from Tomblin et al [10]. This model neglected 
progressive damage formation in the skins, with global panel failure assumed to be triggered 
at the first local failure. The model was improved by the same authors in [12] by adding a 
progressive damage model for the skins via established ply failure criteria. Generally, the 
CAI estimates produced by this model were within approximately 10% of experimental 
values, with a mean difference of 3.6% However, in this model, the skins were assumed to be 
undamaged by the impact event, a questionable assumption considering various damage 
characterisation studies.  Both models are considered valid for small-scale, non-penetrating 
damage, and they both completely neglect delamination formation and propagation. Xie et al 
[60] also used a very similar approach in their model. 
 
Hawyes et al [61] take the approach of modelling the damaged region of an impacted 
laminate as an open hole, the diameter of which corresponding to the extent of the 
delaminations in the impacted skin, determined using non-destructive methods. This 
assumption was used in conjunction with the cohesive zone model to model fibre 
microbuckling in the damaged region as an equivalent crack. This work used earlier studies 
by Soutis et al [62,63] as a basis. The resulting model produces a good agreement with 
experimental results for the CAI strength, but does not allow for interlaminar and through-
the-thickness effects. It should be noted that these studies deals only with monolithic 
composite laminates, not sandwich panels, though the method could be used as part of a 
study into the behaviour for the latter; Zenkert et al [6] used the equivalent hole model of 
Soutis & Curtis [63] to predict the residual strength of marine sandwich panels under impact 
at varying locations and energies with both blunt and sharp indenters.  
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The recent work of Gonzalez et al [42] study the impact and CAI strength of monolithic 
composite panels using a continuum damage model by Maimi et al [64-66] and a three-
dimensional, mixed-mode cohesive model by Gonzalez et al [67], utilising the Benzeggagh-
Kenane criteria [68] for damage initiation. The continuum damage model is based on the 
work of Davila et al [69] and Pinho et al [70] and may be considered a development of the 
LaRC03 criteria [71]. The cohesive model is applied using the experimental insights provided 
by Gonzalez et al regarding the effects of ply clustering [35] and the numerical results 
support the experimental observations. The resultant model is particularly complex, with each 
ply and interface being modelled discretely with one element through-the-thickness for each. 
Additionally, the entire test fixture is modelled also, using rigid elements and a general 
contact law. The impact event itself is a dynamic event. The predicted force histories, 
residual strengths and displacements generally agree very well with experimental results, 
with better results found when fewer plies and interfaces were modelled. However, their 
method used considerable computing resources, requiring as long as two weeks to complete a 
simulation using six desktop computers working in parallel. Rivallant et al [72] and Dang & 
Hallett [73] also present recent models for the compression-after-impact performance of 
monolithic composite structures, both making extensive use of cohesive interfaces to capture 
delamination and matrix cracking. The latter work is particularly interesting as it studies a 
new kind of composite material using variable tow laminates, which feature curved fibres to 
further enhance design flexibility. 
 
Lapczyk & Hurtado [74] present a progressive damage model for Fibre Metal Laminates 
(FMLs) using the widely-used Hashin criteria, a fracture mechanics approach based on the 
work of Camanho & Dávila [75] used in concert with a crack band model [76] to model the 
fracture growth associated with delaminations. As with Gonzalez et al, each laminate is 
modelled as its own discrete layer, with layers of adhesive between them. Such an approach 
may prove useful for capturing the development of delaminations, which, as has been 
remarked on previously, is of great importance for CAI strength. 
 
Shipsha et al [77,78] performed experimental and finite element studies on the performance 
of foam-core sandwich panels under various loading conditions, including edge compression. 
The results from the experimental investigation [77] were used to provide parameters and 
comparative results for the numerical investigation [78]. The model incorporates the effect of 
core crushing and shear-bridging effects at the periphery of the damaged region, but 
significantly over-estimates the failure load in the compressive tests. Shipsha & Zenkert [79] 
further studied the influence of core failure in the residual strength of impact-damaged 
sandwich panels, investigating the effect of the residual dent often seen following an impact 
event. They hypothesised that core failure starts from a tensile failure of the core as the outer 
edge of the dent bulges away from the panel mid-plane under compressive load. This was 
tested experimentally and numerically, with the model showing a reasonable correlation with 
the experimental findings. Both models neglect skin damage, an omission that the authors 
acknowledge as a source of error and a potential improvement to the models. 
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Castanié et al [80] present a method to modelling the crushing of the core in sandwich 
materials, for use in CAI investigations. The work is based on previous studies on sandwiches 
with isotropic skins by Aminanda et al [53], and is extended here to include composite skins. 
The core is modelled as a grid of nonlinear springs in a finite element model, the location of 
the springs coinciding with the vertical edges of the core cells, which had been previously 
found to take the entire compressive load due to a postbuckling mode in low-density 
honeycombs [53]. The panel is found to fail shortly after the first failure of a spring adjacent 
to the periphery of the damaged region. This new model was then used in conjunction with 
the previously discussed model of Lacy & Hwang [11] and found that the model slightly 
underestimated the failure loads, as the authors expected. Ratcliffe & Jackson [30] used a 
similar model, using springs to model a core with an existing residual dent for their study to 
develop a simple analysis for sandwich panels failing via indentation growth, with favourable 
results when compared to an earlier study by Minguet [81]. Castanié et al [80] note that their 
approach doesn’t seem to work for low energy impacts leaving small dents, possibly due to 
the neglect of geometrical imperfections. As demonstrated by Zhou & Hill [17], it is precisely 
this kind of barely visible damage that is of most concern to practical users of these structures. 
Additionally, these authors state their belief that the reduction in stiffness of damaged skins is 
not of primary concern for thin skins - though a close reading of their sensitivity analysis 
seems to suggest that by neglecting this nonlinear behaviour, the error in the analysis may 
actually be significantly increased - and suggest that using the improved model of Hwang & 
Lacy [12] in conjunction with their model may produce improved results. 
 
Additional recent contributions to the field are also made by Czabaj et al [33,40], and Lee et 
al [82]. These efforts tend to lean more towards direct modelling of the impact event prior to 
performing the compression simulation; in these cases, using a quasi-static indentation to 
induce damage, rather than the semi-empirical approach of Lacy & Hwang [11,12] and 
Shipsha & Zenkert [79], as well as explicit modelling of the honeycomb geometry of the core, 
rather than using an equivalent homogeneous, orthotropic material assumption. Lee et al do 
not mention what failure criteria are used in the skins. Czabaj et al use the Hashin criteria, as 
built into Abaqus. The model produced by Czabaj et al overestimates the CAI strength by 
around 20% compared to their experimental study, perhaps due to the neglect of delamination, 
and also the overestimated post-damage tensile strength of the core. Lee et al do not provide 
any kind of comparative results for their model, only stating that the residual strength is 
approximately 65% of the virgin strength, with the virgin strength also being determined by 
their model. Czabaj suggests the inclusion of a delamination model as a potential 
improvement to the simulation [40]. 
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Accurate modelling of damage evolution and failure is a key point of interest in the work of 
McQuigg et al [14,32,83,84], reflecting a growing trend in the academic community towards 
the accurate simulation of this vital aspect of sandwich panel behaviour. This is another semi-
empirical model, with the impact damage modelled as a residual dent with regions (to a 
uniform depth) of degraded material, for very thin-skinned sandwich panels with only two 
plies per skin. Progressive damage in the skins is predicted using Helius:MCT software, 
which uses the multi-continuum theory of Mayes & Hansen [85]. The model over-estimates 
the residual strength of the panel. 
 
Edge compression is by no means the only means to determine the residual strength of 
sandwich panels. Klaus et al [5,86] studied the behaviour of novel folded core sandwich 
panels under post-impact four-point bending, with the former paper presenting a method that 
may also be suitable for CAI simulation. Staal et al [87] present both numerical and analytical 
models for damaged panels under four-point bending and edge compression, with a particular 
interest in localised wrinkling and buckling. Since bending generates both tensile and 
compressive loads in a panel, this could be a useful method for residual strength 
determination. However, compression after impact is generally considered the critical loading 
case due to its particular vulnerability to impact [28]. Ivanez & Sanchez-Saez [88] also use a 
three-point bending arrangement for drop-test simulations on sandwich beams with fabric 
composite skins. Another interesting variation on the theme of compressive loading is to 
subject a pre-loaded panel to a damaging event. An example is that of Wang & Shukla [89], 
who performed transverse blast tests on sandwich panels with varying amounts of 
compressive pre-load. These tests essentially perform a compression-after-impact test in 
reverse, and showed that the panels exhibit increased blast damage as the pre-load increases. 
 
Table 1 gives a review of the key experimental studies relevant to this project. Table 2 gives a 
review of the key numerical models studied. 
 
 
1.5 Improving the Impact Resistance of Composite Structures 
 
At this point in the review, a minor digression is made from the subject of experiments and 
modelling of the residual strength of composite and sandwich structures, so that an 
exploration can be made into methods for improving the performance of these structures 
when subjected to impact and compression-after-impact events. The primary techniques 
introduced here are through-the-thickness reinforcement of laminates, self-healing panels and 
the use of carbon nanotubes and nanowires. 
 
Through-the-thickness reinforcement can be achieved via Z-pinning (reviewed in depth by 
Mouritz [90]) or stitching, such as studied by Aymerich et al [91] and Yoshimura et al [92]. 
Z-pins function almost like nails in the skin to lock the plies together. The pins are typically 
tenths-of-a-millimetre in diameter, and are introduced into a laminate with a volume fraction 
in single-digit percentages. Stitching introduces through-thickness reinforcement fibres in a 
manner akin to stitching textiles. In both cases, the reinforcement is introduced into the 
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laminate prior to curing. Both of these methods increase the ability of a laminate to resist 
delamination propagation (if not necessarily the initiation of delamination) and impact 
damage, by increasing the interlaminar fracture toughness. Z-pins also improve the through-
the-thickness elastic properties. The drawback is reduced in-plane stiffness and strength, as 
the volume fraction of the fibres is reduced by the presence of the through-thickness 
reinforcements. In the case of Z-pins, resin-rich regions are also produced around the pins 
that reduce the fatigue resistance of the laminate. On the whole, given the significance of 
delamination to impact damage and compressive strength, these forms of through-the-
thickness reinforcement could provide dramatic improvements in sandwich panel 
performance that would be well-worth investigating further. 
 
Self-healing deals with the problem of impact damage differently, by attempting to restore 
the strength of a composite structure after a damaging event has occurred. Two experimental 
studies are presented by H.R. Williams et al [93] and G.J. Williams et al [94]. Both methods 
use networks of resin storage vessels built into the laminate, which fracture when damage 
occurs, releasing resin into the laminate to, in theory at least, seal cracks in the matrix. The 
former study uses a two-part resin system, and also tests driving repair resin into the laminate 
under pressure. The latter study trials panels with various densities of hollow glass fibres 
built into the laminate. In both studies, the technique shows promise, with the mass penalty 
that results from embedding non-structural fibres into the laminate potentially being negated 
by improvements to the design allowables that the self-repair mechanisms can offer. It may 
be particularly useful in cases of barely-visible impact damage, where fibre damage will be 
limited, and delamination is a more likely damage mechanism. However, both studies also 
caution that the technique needs considerable refinement and optimisation. Particularly, 
problems involving incomplete infiltration of resin into the damaged region of the laminates, 
and incomplete curing of the liquid resin are of some concern. 
 
Another recent development that is being explored is the use of carbon nanowires and 
nanotubes as a means to improve the performance of conventional composite materials. The 
state-of-the-art is reviewed in depth by Chou et al [95], discussing numerous different 
methods of producing these nanoscale structures and how they might be used. What is 
abundantly clear is that carbon nanotubes show superior specific strength, modulus and 
fracture toughness when compared with conventional fibres. Two particularly interesting 
possibilities, relevant to the present discussion, are the modification of conventional carbon 
fibres and interlaminar surfaces of fabric composites by growing ‘forests’ of carbon 
nanotubes on the surface of the fibre and fabric respectively. These methods provide 
considerable improvements to the interfacial strengths and fracture energies, without unduly 
harming the in-plane properties, via crack-bridging. Carbon nanotubes also have exceptional 
electrical and thermal properties. Thus far, research has been limited to the laboratory 
environment, and thus considerable work is required to scale-up production of this 
remarkable material for it to enter common usage. 
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One final method of improving the impact damage tolerance of composite laminates that does 
not fall into the categories mentioned involves the use of a layer of ultra-high molecular 
weight polyethylene (UHMWPE) on the outer surface of a carbon-epoxy composite, in an 
example of hybridisation. Nettles & Lance [96] use this method both on a monolithic 
composite and a sandwich panel. UHMWPE has high specific strength, modulus and energy 
absorption capabilities, so potentially making it useful for improving the impact resistance of 
a structure. Sandwich structures hybridised in this manner showed reduced delamination and 
fibre breakage for a given impact energy, due to the improved energy absorption of the 
hybrid structure. However, it was found that the compression-after-impact strength was not 
markedly improved in this instance. 
 
To summarise, this review shows that delamination is a crucial damage parameter controlling 
impact and compression-after-impact performance of composite laminates, and thus also has 
a significant influence on the performance of sandwich structures under these conditions. 
However, the numerical simulation of delamination initiation and propagation has not 
featured in any meaningful way in sandwich panel models thus far, presenting a gap in the 
literature that the present work may now address, utilising the tremendous flexibility offered 
by numerical modelling techniques.  
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Table 2: Key Numerical Studies 

DL Delamination
DB Debond

IKE Initial kinetic 
energy

exp Experimental
NL Non-linear
UD Undamaged

QI Quasi-isotropic 
lay-up

HC Honeycomb

QSI Quasi-static 
Indentation

CZM Cohesive zone 
model

CDM
Contiuum 
damage 

mechanics

Skin Core Interfaces Skin Core

Lacy & 
Hwang 
(2003)

Abaqus
8-node shell, 
[90/45]n fabric

20-node solid 
HC No DL / DB

Elastic 
inclusion, 
based on 

fraction of UD 
properties

Exp damage 
geometry, 

idealised NL 
(different 
curves)

Max strain 
criteria

Test 6 - IKE 
28.3J: 208.4 - 
210.2 (236.9 

exp)

No progressive 
damage / DL 
before final 

failure

Hwang & 
Lacy (2007)

Abaqus
8-node shell, 
[90/45]n fabric

20-node solid 
HC

No DL / DB UD skin 
(impact only)

Exp damage 
geometry, 

idealised NL 
(different 
curves)

Max stress, Tsai-
Wu, Max strain

Test 6 - IKE 
28.3J: 229.4 - 

236.4 (237 exp)
-

Besant et al 
(2001) FE77

8-node shell, 
QI

20-node solid 
HC -

Via point-
impact

Elliptic yield 
criteria Chang-Chang - No CAI

Czabaj et al 
(2010)

Abaqus / 
Explicit

8-node shell, 
various QI

4-node shell, 
explicit HC 
geometry 

(local) 8-node 
solid (global)

No DL QSI Plastic 
hardening

Hashin Q1-C1: 323 (393 
exp)

-

Davies et al 
(2004) FE77

8-node shell, 
QI & [0/90]s

20-node solid 
HC No DL / DB

Dynamic 
impact event

See Besent 
et al [30] Chang-Chang

IKE 120J: 464 
kN (505 kN exp) -

Shipsha et al 
(2003) Abaqus -

UD skin 
(impact)

Exp damage 
geometry w' 

cavity & 
cracks

Point-stress 
(core only)

IKE 20J: 68.4 
(exp 48.35 ± 

2.89)

No DL or skin 
damage

Klaus et al 
(2012) LS-Dyna

4-node shell, 
QI, sub-

laminates

4-node shell, 
folded core

Tie constraint 
w' CZM

Dynamic 
impact event 
via simulated 
drop-weight

Elastic-
plastic

Chang-Chang 
(impact), Hashin 

(bending), DL 
criterion

IKE 40J: ≈14kN 
(exp ≈12.5kN) 4-point bending

Gonzalez et 
al (2012)

Abaqus / 
Explicit

Discrete plies, 
8-node solid, 

QI
-

8-node solid 
w' cohesive 

law

Dynamic 
impact event 
via simulated 
drop-weight

-
See Maimi, 

Gonzalez et al  
[78-81]

L4 - IKE 28.6J: 
92 (103 exp) -

Kärger et al 
(2008)

CODAC 
(implicit, 
dynamic)

No DL

Point mass 
indenter, 
parabolic 

contact load

See Besent 
et al [30]

Max stress, 
Hashin, Chang-

Chang
-

No CAI, No 
matrix damage / 

crack growth

Foo et al 
(2008)

Abaqus / 
Explicit

Solid Shell, explicit 
HC geometry

No DB QSI
Elastic-

perfectly-
plastic

3D Hashin, DL 
criterion

- No CAI

Lee et al 
(2012) Abaqus

8-node shell, 
QI

4-node shell, 
explicit HC 
geometry

- QSI
Elastic-
plastic -

456.1 (696.3 
UD) -

Castanié et 
al (2008)

Samcef [90/45]n fabric NL springs, HC - Exp damage 
geometry

Novel core 
crush 

criterion
-

Test 6 - IKE 
28.2J: 196 (exp 

236.9)
-

McQuigg et 
al (2012)

Abaqus / 
Standard

8-node 
continuum 

shell, [0/45] 
fabric

8-node solid 
HC -

Exp damage 
geometry, 
stiffness 
reduction

NL crushing
CDM via 

Helius:MCT 
software

Up to 20% error 
(compared to 

exp)
-

Ratcliffe & 
Jackson 
(2008)

Abaqus / 
Standard

4-node shell, 
fabric NL springs, HC - Residual dent NL crushing - -

Primarily 
parameric study 

for factors 
influencing 
indentation 

growth

Xie et al 
(2006) ANSYS 8-node solid

8-node solid, 
HC -

Exp damage 
geometry, 
stiffness 
reduction

NL crushing - - -

Authors Failure Criteria CAI Strength 
(Mpa)

3-layered, 8-node shell 
sandwich, Cytec skins, HC

20-node solid, QI & foam

Solution 
Method NotesModelling Details Damage State Modelling
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2: Numerical Modelling of Damage in Composite and Sandwich Structures 
 
This section provides a thorough discussion of all aspects pertinent to the numerical 
modelling of damage in composite sandwich structures. This includes a thorough review of 
composite damage and failure criteria, which will be required to simulate the failure of the 
skins of a sandwich panel, a discussion on the modelling of delamination and a review of 
finite element modelling considerations.  
 
 
2.1 Composite Material Failure Theories 

 
When dealing with impact damaged sandwich panels, it is absolutely essential to consider the 
mechanisms for damage progression and eventual failure of the panel, particularly since this 
aspect of damage formation and propagation in sandwich panels is often neglected. The 
present section relates only to intralaminar material damage mechanisms, that is to say, the 
theories discussed refer only to damage in the matrix and fibres of the plies. Interlaminar 
damage, of which delamination is most significant mechanism for the current study, will be 
addressed in a later section. Throughout this project, damage is considered at the macroscopic 
scale in the laminate, effectively a binary ‘is it damage or not?’ state. The specific 
mechanisms behind this damage, such as cracking of the fibres and matrix, are observed at 
the microscopic scale, and lie outside the scope of the current work. 
 
For the failure of composite laminates – the usual skin material for modern sandwich panels – 
reference is made to the World Wide Failure Exercise (WWFE), an extensive long-term study 
spearheaded by Hinton, Soden & Kaddour to evaluate and compare the key composite failure 
criteria in common usage today [97-102]. Over the course of the study, 19 failure criteria are 
rigorously compared with each other and experimental results, with the goal of addressing 
long-held doubts regarding the reliability of failure theories in general. In the background 
report [97], there is a quote from Prof. Hashin, originator of the very widely used failure 
criterion that bears his name [103,104], that succinctly describes the scale of the challenge: ‘I 
must say to you that I personally do not know how to predict the failure of a laminate, and 
furthermore, that I do not believe that anyone does’. Hashin’s criteria merits special 
consideration, as this is the only failure theory available as a standard option for damage in 
fibre-reinforced materials in Abaqus, and will be discussed in more detail in the next section. 
At the conclusion of this study, Soden et al [102] are reluctant to make recommendations in 
some areas, particularly regarding the initial strength (for first-damage) of multidirectional 
laminates of the kind that is of most relevance to this project and industry in general. 
Additionally, the WWFE does not address delamination initiation and propagation, or the 
integration of these failure theories into finite element software, two aspects of critical 
importance to the current work. It is illuminating that no commercial software vendors 
entered their failure prediction routines into the study, but it is unwise to make any 
assumptions about the accuracy and reliability of these routines based on this omission alone. 
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Of the theories studied in this exercise, the phenomenological failure criteria developed by 
Puck & Schürmann [105] generally gave the most accurate  predictions for the numerous 
loading cases studied, especially when used in conjunction with other methods (accuracy is 
taken by Soden et al to mean a prediction within ±10% of experimentally measured results). 
This theory placed special emphasis on matrix cracking and non-linear behaviours due to 
microdamage and changes and fibre angle with increasing strain, and residual stresses due to 
hydro-thermal effects. Their criterion is solved via a specialised in-house computer program 
in a layer-by-layer manner, so that it may be valid for laminates rather than just uni-
directional composites, as is the case in the Hashin-Rotem criteria. Finally, the criterion 
allows for reduction of material properties for modelling progressive failure. The key 
weakness of the Puck criteria is its dependence on empirical parameters that have no physical 
basis. Thus, optimising the predictions made relies on extensive curve-fitting of parameters, 
which in turn requires a good deal of experimentation and experience with the material 
system of interest. Additionally, like the Hashin-Rotem criteria, delamination onset is not 
included, though in the Puck criteria, there is functionality in the software used to warn that 
delamination is likely for certain load cases and material systems. The influence of in-plane 
shear stress is also not fully considered. On the important matter of FEM implementation, 
Puck & Schürmann state that work has been done performed by other researchers to 
implement their criteria in the commercial software ANSYS, and also to allow post-processing 
of data from Abaqus. A later work by Puck & Mannigel [106] improve on this work by 
accounting for the effect of combined normal and shear stress on the non-linear behaviour of 
the stress-strain analysis, by including a measure of the risk of inter-fibre fracture. 
 
Another theory of note is the micromechanics-based theory Mayes & Hansen [85]. This is a 
development and implementation of the multi-continuum theory of Garnich & Hansen [107], 
which sought to resolve difficulties in capturing the inelastic response of composites when 
using a single, homogenised continuum, and had finite-element usage very much in mind. In 
the WWFE, this work produced results of only middling accuracy, but nonetheless, it has 
since been integrated into the progressive failure analysis software Helius:MCT (Firehole 
Technologies, Inc.) [83]. Other approaches using continuum damage mechanics (CDM), 
usually in concert with other criteria for fibre damage, were presented by Feng et al [108], 
Chen et al [109] and Yoshimura et al [110] at ECCM 15 Venice 2012, a major European 
conference on composite materials with contributors from around the globe. ECCM 15 also 
saw proposals for some rather more unusual ways to model damage. These include the work 
of Bouvet et al [111], who used cohesive elements to model transverse matrix cracks as well 
as delaminations, building up the model in a manner analogous to a brick wall, with fibre 
failure governed by a criterion written into the brick elements. Ivancevic & Smojver [112] 
used a High-Fidelity General Method of Cells (HFGMC) micromechanical model, with the 
unit cell of material divided into subcells, which were then assigned either fibre or matrix 
properties. Soni et al [113] also used a micromechanics method in their work, whereby 
multiple layers and fibres are modelled in a representative volume element for studying 
matrix damage and the strength of the fibre-matrix interface, an often ignored aspect of 
damage in composites. 
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An important example of a new and refined failure theory is the LaRC03 criteria [71], based 
in part on the work of Puck & Schürmann [105] and Hashin & Rotem [103,104], and can be 
considered as a refinement to the latter theory. Six criteria are produced that are not reliant on 
empirical parameters, as is the case with Puck’s theory. An important feature of these criteria 
is the consideration of the ‘in-situ’ strength of the plies. That is to say, the beneficial 
influence that being part of a laminate has on ply strength is calculated and used in the failure 
criteria. The LaRC04 criteria [70] are a development of the LaRC03 criteria and are rather 
more sophisticated when compared to its predecessor criteria. These theories may be applied 
as a 3-D damage model for use with solid finite elements; this was the approach followed by 
Foo et al [52] and Gonzalez et al [42]. Both the LaRC03 and LaRC04 criteria can be readily 
applied to numerical modelling, and are able to capture some of the more complex failure 
mechanisms and interactions, such as fibre kinking under compression, and the involvement 
of fracture energy in matrix failure, that the Hashin-Rotem criteria could not. Additionally, 
they have the very significant advantage over the Puck criteria in that they have no 
dependency on empirical parameters in producing strength estimates; all the required 
parameters have a physical basis. The predictions from these theories have good agreement 
with the experimental data offered for comparison – Pinho et al [70] make the claim that the 
LaRC04 criteria are possibly better than existing criteria at predicting laminate failure - and 
Lapczyk & Hurtado [74] note in their paper that the LaRC03 criteria could offer 
improvements over the Hashin criteria for laminate failure. It is worth mentioning again the 
use of in-situ strength values. This addition is highly useful for practical composite designs, 
and improves the validity of the theory for use with laminated structures. Pinho et al [114,115] 
present a further development in the field, with a special focus on compressive failure and 
fibre kinking. This work includes a detailed implementation of the new model into an explicit 
finite-element solution, which they note is vital to successfully modelling failure initiation 
and propagation in composite materials. The final model successfully captures the key 
aspects of failure, giving good agreement with experimental failure envelops, and using only 
parameters with clear physical meaning. 
 
From these more recent works, it can be seen that there is an increasing trend towards more 
detailed models for composite damage simulation, with authors particularly tending to use 3-
dimensional elements (despite the complexities involved in using these elements, which will 
be discussed later) with a view to capture influential but often neglected stresses, for example 
non-linear shear failure, as accounted for by Feng et al [108]. These theories are often greatly 
concerned with the correct prediction of failure in complex, combined stress cases, such as 
combined normal-shear loading. Predicting failure in composite materials is and likely will 
remain a highly active research area. Utilising these new theories in finite-element analyses 
often require specialist sub-routines to be written by the users, which is typically a highly-
involved and demanding endeavour. The accurate prediction of skin failure is likely to be a 
major issue in this work, one that will take a great deal of effort to resolve in a satisfactory 
manner. 
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2.1.1 Hashin-Rotem Criterion 
 
As mentioned previously, an implementation of the Hashin-Rotem Criterion [103,116] is the 
sole standard option for simulating damage initiation in Abaqus. The original 1973 
formulation was developed for the prediction of fatigue failure in uni-directional composites 
and can be expressed thus (a schematic of a composite plate, showing the fibre direction, is 
given for clarity in Figure 6): 
 
Fibre failure: 

𝜎11 = 𝑋𝑇     (𝐹𝐹𝐹 𝜎11 > 0) 
 

|𝜎11| =  𝑋𝐶     (𝐹𝐹𝐹 𝜎11 < 0) 
 
Matrix failure: 
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𝑌𝐶
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2

+ �
𝜎12
𝑆
�
2

= 1    (𝐹𝐹𝐹 𝜎22 < 0) 

(1) 
Where: 
 
σ11 = nominal longitudinal (to the fibre direction) stress 
σ22 = nominal transverse (to the fibre direction) stress 
σ12 = nominal in-plane shear stress 
XT = longitudinal tensile strength 
XC = longitudinal compressive strength 
YT = transverse tensile strength 
YC = transverse compressive strength 
S = shear strength 
 
This criterion was later modified by Hashin in 1980 [104,116] to make it valid for the 3D 
case (omitted for brevity). This was then reduced to the plane-stress case thus: 
 
Fibre failure: 

�
𝜎11
𝑋𝑇
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2

+ �
𝜎12
𝑆
�
2

= 1    (𝐹𝐹𝐹 𝜎11 > 0) 

 
|𝜎11| =  𝑋𝐶     (𝐹𝐹𝐹 𝜎11 < 0) 
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Matrix failure: 
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2

= 1    (𝐹𝐹𝐹 𝜎22 < 0) 

(2) 
 
Where, in addition to the previously defined terms: 
 
ST = out-of-plane shear strength. 

 
 
 
 
The 1980 criterion adds shear terms to the tensile fibre failure criteria and the compressive 
matrix failure criteria but leaves the 1973 Hashin-Rotem criteria otherwise unaltered. For all 
of the above, the criteria are met, indicating that damage has occurred for that particular 
mode, when the equality is satisfied. These two works were ground-breaking since they were 
the first to consider individual failure modes, and later became the basis of numerous other 
criteria. It has also been extensively utilised in commercial finite element software packages, 
and by the majority of researchers in the field.  

Figure 6: Composite plate schematic - the red lines indicate 
fibres 
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However, there are some questions regarding the safety of the 1980 criterion’s predictions 
especially.  Lapczyk & Hurtado [74] note that the Hashin criteria has an important deficiency 
in accurate prediction of matrix and fibre compressive failure in particular, a weakness 
discussed in some detail in a review of failure criteria authored by Paris [116]. Of particular 
concern is the inclusion in the matrix compressive failure criterion of an out-of-plane shear 
strength term. This is contentious since out-of-plane shear stress doesn't feature in the 2D 
form of this criterion. This results in some significant inconsistencies in the failure 
predictions that are generated, must notably that increasing the value of the out-of-plane shear 
strength results in increasingly conservative predictions, with obvious potential for 
dangerously unsafe estimates of the strength of the composite as the allowable out-of-place 
shear stress decreases. Additionally, the influence of the shear stress term in fibre tensile 
failure has not been physically established, though Paris later proposes a means to establish 
this term’s significance via micromechanical investigation. Dávila & Camanho [71] remark 
that the Hashin criteria fails to take into account the positive effect that moderate transverse 
compression has on shear strength, or the significant detrimental effect of shear stress on the 
longitudinal compressive strength. 
 
 
2.1.2 Damage Initiation and Evolution for Fibre-Reinforced Materials in Abaqus 
 
The implementation of Hashin’s criteria for damage initiation in Abaqus uses a combination 
of both the 1973 and 1980 formulations, suggested by Matzenmiller et al [117,118], 
presented below. The work of Matzenmiller et al also provides the basis of the post-damage 
evolution material response. 
 
Fibre failure: 
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(3) 
Where: 
 
ST = transverse shear strength 
SL = longitudinal shear strength. 
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α = formulation selection: this parameter takes a value between 1 or 0. If given a 
non-zero value, the software includes the shear term in fibre tension from the 1980 criterion, 
with the contribution of this term to the material behaviour determined by the value of this 
coefficient. 
Fj

i = failure criteria status, with the superscript i and subscript j referring to loading 
direction (tensile or compressive) and material component (matrix or fibre) respectively. 
Damage is initiated when the value this parameter reaches unity. 
 
It must be noted that the stresses in the damage initiation criteria, as it is referred to in the 
Abaqus documentation [118], are components of the effective stress tensor produced by the 
relationship: σ = Mσt, where σt is the true stress and M is the damage operator: 
 

𝑴 =  
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⎢
⎢
⎢
⎢
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0 0

0
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0 0
1

(1 −  𝑑𝑠)⎦
⎥
⎥
⎥
⎥
⎥
⎤

 

(4) 
 
Where di are internal damage variables that reflect the current state of fibre (f), matrix (m) 
and shear (s) damage. These are derived from the damage variables corresponding to each of 
the four failure modes, thus: 
 

𝑑𝑓 = �
𝑑𝑓𝑡  𝑖𝑖 𝜎11 ≥ 0
𝑑𝑓𝑐 𝑖𝑖 𝜎11 ≤ 0

 

 

𝑑𝑚 = �𝑑𝑚
𝑡  𝑖𝑖 𝜎22 ≥ 0
𝑑𝑚𝑐  𝑖𝑖 𝜎22 ≤ 0 

 
𝑑𝑠 = 1 − �1 − 𝑑𝑓𝑡��1 − 𝑑𝑓𝑐�(1 − 𝑑𝑚𝑡 )(1− 𝑑𝑚𝑐 ) 

(5) 
 
Prior to the initiation of damage, M is equal to the identity matrix, so that the effective stress 
equals the true stress. The damage variables equal zero at the onset of damage, and increase 
up to unity as the material degrades, with a value of 1 indicating that a component has fully 
degraded. During the damage evolution phase of the material response, the damage operator 
becomes significant in the initiation of damage in the other material modes, as the effective 
stress is increased. 
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The internal damage variables are also used to modify the post-damage initiation material 
response. The material response is given by σ = Cdε, where ε is the strain and Cd is the 
stiffness matrix for the damaged material: 
 

𝑪𝒅 =
1
𝐷
�

𝐸1�1 − 𝑑𝑓� 𝐸1𝜈21�1 − 𝑑𝑓�(1 − 𝑑𝑚) 0
𝐸2𝜈12�1 − 𝑑𝑓�(1 − 𝑑𝑚) 𝐸2(1 − 𝑑𝑚) 0

0 0 𝐺𝐷(1 − 𝑑𝑠)
� 

(6) 
 
Where: 

𝐷 = 1 − 𝜈12𝜈21�1 − 𝑑𝑓�(1 − 𝑑𝑚) 

(7) 
 
The value of the damage variables is calculated via a bilinear stress-displacement relationship 
using a characteristic length to eliminate mesh dependency during material softening. This 
principle is not dissimilar to the bilinear response of a typical cohesive zone model, such as 
that proposed by Camanho & Davila [75]. The use of a characteristic length results in an 
equivalent stress-displacement response, as shown in Figure 7. This length, Lc, is based on 
the element geometry and formulation, and is the length of a line across a typical first-order 
element, and half this length for a typical second-order element in a mesh. 
 

 
 
 
 
The positive slope of this curve corresponds to the linear elastic material behaviour prior to 
damage initiation. The negative gradient region is produced by evolution of the respective 
damage variables for each mode, in accordance to the following equations. The equivalent 

Figure 7: Equivalent stress-displacement response for damage 
evolution in a fibre-reinforced material [118] 

 

 

 

Image hidden due to copyright restrictions. 
Please refer to [118],  figure 24.3.3-1 
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displacement (which is not a crack, but actually analogous to strain) and stress is calculated 
separately for each damage mode as follows: 
 
Fibre failure: 

𝛿𝑒𝑒
𝑓𝑡 = 𝐿𝑐�〈𝜀11〉2 + 𝛼𝜀122

𝜎𝑒𝑒
𝑓𝑡 = 〈𝜎11〉〈𝜀11〉 + 𝛼𝜏12𝜀12

𝛿𝑒𝑒
𝑓𝑡

𝐿𝐶

  (𝐹𝐹𝐹 𝜎11 ≥ 0) 

𝛿𝑒𝑒
𝑓𝑐 = 𝐿𝑐〈−𝜀11〉

𝜎𝑒𝑒
𝑓𝑐 = 〈−𝜎11〉〈−𝜀11〉

𝛿𝑒𝑒
𝑓𝑐

𝐿𝐶

  (𝐹𝐹𝐹 𝜎11 < 0) 

(8) 
 
 
Matrix failure: 
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𝛿𝑒𝑒𝑚𝑐 = 𝐿𝑐�〈−𝜀22〉2 + 𝜀122

𝜎𝑒𝑒𝑚𝑐 = 〈−𝜎22〉〈−𝜀22〉 + 𝜏12𝜀12
𝛿𝑒𝑒𝑚𝑐

𝐿𝐶

  (𝐹𝐹𝐹 𝜎22 < 0) 

(9) 
 

The coefficient α in the terms for fibre tension is the same as defined previously for adjusting 
the contribution of shear to this failure mode. < > is the Macaulay bracket operator, defined 
as 〈𝑥〉 = (𝑥 +  |𝑥|)/2. 
 
The evolution of the various damage parameters in the post-damage initiation regime (δeq ≥ 
δeq

0 ) is given by: 
 

𝑑 =  
𝛿𝑒𝑒
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𝛿𝑒𝑒�𝛿𝑒𝑒
𝑓 − 𝛿𝑒𝑒0 �

 

(10) 
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Where δeq
0 is the initial equivalent displacement at which the initiation criterion for a given 

failure mode is met, and δeq
f is the displacement at which the material is completely degraded 

for this failure mode. This relationship is presented in Figure 8. The value of the initial 
equivalent displacement is governed by the elastic properties and strength parameters for the 
various modes. The equivalent displacement at failure may be entered directly, but generally, 
this value is determined from the energy dissipated at failure for each mode, Gc, which 
corresponds the area beneath the complete stress-displacement curve in Figure 7. Each 
energy value represents the fracture toughness for each material component under transverse 
and longitudinal loading. The data from equation (10) for each damage mechanism links back 
into (4) and (6) as the load increases and damage propagates. 
 

 
 
 
 
Maimi et al [64] discuss a number of methods of determining these energies, including the 
use of a standard double-cantilever beam test [119] to find the tranverse fracture toughness 
under tension G2+, and the novel compact tension and compression techniques of Pinho et al 
[120] to find the fracture toughness of the fibres (longitudinal direction) under tension G1+ 
and compression G1-. Maimi et al also propose an approximation for the transverse 
compressive fracture energy G2-, based on the mode-2 transverse fracture energy G6 (which 
itself may be found using an end-notched flexure test [121]). The strength and energy data is 
entered into Abaqus as required, and the above procedures are handled automatically as the 
solution progresses.  
 
Abaqus also allows for damage stabilisation to overcome convergence difficulties in the 
implicit solver when using material models with softening and stiffness degradation. This 
technique applies a small, artificial viscosity to the damage variable, causing the stiffness 
matrix for the softening material to be positive. Provided this viscosity is small compared to 

Figure 8: Relationship between damage variable and 
equivalent displacement [118] 

 

 

 

Image hidden due to copyright restrictions. 
Please refer to [118], figure 24.3.3-2 
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the time increment, convergence is usually improved without compromising the accuracy of 
the results [118]. 
 
It is essential to note that damage for fibre-reinforced materials in Abaqus is only compatible 
with plane stress elements [118]. As a result, solid elements, which employ a 3-dimensional 
state of stress cannot be used with this option, and researchers wishing to simulate 
progressive damage and failure with solid elements are required to produce their own sub-
routines in order to do so [42,52]. Use of a sub-routine is also necessary if the user wishes to 
use a different or more refined failure theory. 
 
 
2.2 Delamination Modelling 
 
In the study of delamination, the majority of authors use a cohesive model. Traditionally, 
delamination would be simulated using the Virtual Crack Closure Technique (VCCT), which 
operates on the assumption that the energy released during delamination propagation equals 
the energy required to reclose the crack [122]. Using this method, crack growth occurs when 
the energy release rate for the material, or a combination of release rates for mixed-mode 
cracks, equals a critical value. Fracture mechanics techniques such as this require a crack to 
be defined a priori, that is to say that it cannot be used to predict the emergence of a crack, 
only its propagation. Additionally, remeshing may be required in the region of the crack tip 
as the crack grows, which is a time-consuming task. Adaptive-Lagrangian-Eulerian meshing 
(ALE) is one method by which this remeshing can be achieved, which automatically 
optimises the mesh as the large deformations due to cracking start to develop [118] (this 
technique is useful in large-deformation problems in general, but is not considered further in 
this project). 
 
The cohesive zone model – a crack propagation model originally developed for use with 
concrete or similar materials, the fundamental principles of which are described in some 
detail in a review by Elices et al [123] – has the key advantages of simplicity and the ability 
to model both crack initiation and propagation with a single model [124], as opposed to 
requiring a pre-defined crack and growth path in traditional fracture models. The model 
presumes that there exists a ‘process zone’ ahead of the crack tip where the damaged material 
undergoes irreversible deformation [125], but retains a degree of stiffness, for example via 
craze hackles [126]. Delamination usually occurs at interply interfaces where there are resin-
rich regions, so the use of interface elements with a cohesive law provides a convenient and 
physically accurate means to simulate this form of damage [127]. 
 
The formulation of the cohesive zone model considers a crack as a discontinuity within a 
material domain, and then applying surface tractions to the boundary of this discontinuity 
[122,124]. The model relates the tractions to displacement jumps at this interface, where a 
crack may potentially occur. The initiation of damage in this interface is related to the 
interfacial strength, which is equal to the maximum traction on the traction-displacement 
jump (also referred to as traction-separation [118]) curve. The crack propagates when the area 
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under the traction-separation curve equals the fracture toughness for a given mode, causing 
the traction to reduce to zero. The simplest traction-separation relationship is a bilinear form, 
such as that used by Camanho & Davila [75] and Turon et al [124], where the initial positive 
gradient up to the point of maximum traction, indicating the onset of damage, corresponds to 
the elastic response of the interface. The evolution of the cohesive zone after this point, 
where material softening occurs, also occurs in a linear manner. Polynomial relationships for 
the softening regime are also used, and may include allowances for interlaminar 
reinforcement [123,126,128,129]. Abaqus invariably uses a linear elastic pre-damage 
response. The user may then choose between a linear or exponential softening response 
depending on requirements [118]. Harper & Hallett [125] note that, while the bilinear 
softening response may not be entirely representative of the actual behaviour of the cohesive 
layer, it is perfectly adequate when the global structural response is all that is required. 
Additionally, they state that determining the true stress distribution associated with damage in 
this region are very difficult to measure experimentally, creating difficulties in calibrating 
more a complex material response. It should be noted the traction-separation law discussed 
here is applicable to cohesive layers of negligible thickness, such as exists between plies in a 
composite laminate. Thicker cohesive layers are simulated by other methods that will not be 
discussed here. 
 
A number of different element formulations have been developed. Of foremost interest is the 
work of Camanho & Davila [75], who developed a mixed-mode cohesive model, taking into 
account the different crack opening modes shown in Figure 9 (shear mode 3 is generally 
considered as part of shear mode 2). The proposed element is an 8-node, zero-thickness 
element which has since been integrated into Abaqus [118] and has proven to be one of the 
more useful contributions in this area. A later contribution by Turon et al [124] develops a 
thermodynamically-consistent decohesion model under mixed-mode loading, and implements 
this with a user-defined element in Abaqus/Standard, with good agreement with experimental 
results for a skin-stiffener co-cured structured representative of realistic aerospace structures. 
Yang & Cox [126] present their own three-dimensional, mode-dependant cohesive element, 
after providing a survey of recent advances and trends in fracture mechanics for delamination, 
successfully reproducing experimental results that had not been modelled up to that point. 
They note an outstanding issue in developing standardised test procedures to calibrate the 
model parameters for a given material. 
 
The cohesive zone model has been applied to the study of skin-core debonding in sandwich 
panels by Han et al [129]. The model provided a good agreement with an independent 
experiment, but required some preliminary experimental work to determine parameters for 
the cohesive zone model. Of these, the fracture energy is sensitive to error and has a 
significant effect on the load at which the debond propagates. Gopalakrishnan et al [130] also 
studied skin-core debond in sandwich beams, successfully using cohesive elements in a 
cantilever sandwich beam model and remarking on the considerable overestimate in failure 
load when these elements were not used. Two decohesion models (using bilinear and cubic 
polynomial interfacial material models respectively) were used by Chen [128] to model the 
failure of two kinds of composite structures under bending. Cohesive elements have also be 
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used to model the failure of adhesively-bonded  lap joints [131], and also in conjunction with 
composite failure criteria to simulate damage and failure of mechanically fastened joints in 
composite materials [132]. Note that the above works necessarily make extensive use of 
finite-element methods. 
 
Some authors have recently started to consider coupling between matrix cracking and 
delamination. Delamination is governed by transverse shear stresses; however, matrix 
cracking may provide a location from which the delamination can initiate [71]. The proposed 
mechanism can be seen in Figure 10. Zubillaga et al [133] present an energy-based approach 
to model this coupling, with a view to avoid the severe computational demands typically 
found with the cohesive zone method and suggest their method could compliment other 
criteria, such as the Puck and LaRC criteria. Abisset et al [134] have also studied this 
phenomenon, using a damage mesomodel.  
 

 
 
 

 
 
 

Figure 9: Crack formation modes. Mode 1 is opening, 
and Modes 2 and 3 are shear modes in the 1 and 2 

directions respectively [67] 

Figure 10: Progressive damage due to matrix cracks: Either a 
new crack develops (left) or delamination is triggered (right) [134] 
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Another method for modelling of cracks such as those occuring in delamination is the 
Extended Finite Method (XFEM). This method is gaining increasing prominence as a 
complimentary or replacement approach to the cohesive zone method utilised by most 
researchers for the study of delaminations. This fracture mechanics technique models a crack 
as an enriched feature by adding degrees of freedom to elements with specialised 
displacement functions. This allows a crack to initiate and propagate along an arbitrary path 
(crack models using cohesive elements require the crack plane and path to be determined a 
priori), without requiring the mesh to match the geometry of the crack, or requiring 
remeshing as the solution progresses [118]. This makes it especially attractive for fracture in 
bulk materials such as concrete, but is perhaps not as necessary for modelling interply cracks. 
It may however be valuable for modelling intraply cracks, and examples of its use can be 
found in the work of Bouhala et al [135], who used this technique in conjunction with 
cohesive elements in simulating fibre-matrix debonding in a micromechanical study, and by 
Breitzman et al [136], who used XFEM along with continuum damage mechanics and the 
cohesive zone model to model matrix cracking, fibre failure and delamination respectively in 
a composite sample with a through hole loaded in tension. In the latter study, the CDM model 
was enhanced using the critical fibre volume method to better predict failure initiation, with 
very good agreement with experimental results. XFEM is not available in Abaqus/Explicit, 
which may potentially limit its utility for the time being [118]. 
 
 
2.2.1 Implementation of the Cohesive Zone Model in Abaqus 
 
For a cohesive layer using a traction-separation law, Abaqus requires the following data: the 
elastic and shear stiffness of the layer, and the maximum interfacial stress and fracture 
energies for each of the crack opening modes. For mix-mode models, a mode-mixity ratio 
will also be specified, indicating which of the crack opening modes will dominate. The 
stiffness of the cohesive layer is typically referred to as a ‘penalty stiffness’ and exists to hold 
the top and bottom faces of a cohesive element together during the linear elastic phase of the 
material response [75]. This value needs to be sufficiently high to prevent spurious 
compliances during the linear elastic phase of the material response [75][127]. Camanho & 
Davila suggest that the penalty stiffnesses be defined as a function of the out-of-plane elastic 
moduli of the interface (i.e. E3, G13 and G23) and the thickness of the interface tcoh, giving: 
 

𝐾𝐸3 =
𝐸3
𝑡𝑐𝑐ℎ

 

 

𝐾𝐺1 =
2𝐺13
𝑡𝑐𝑐ℎ

 

 

𝐾𝐺2 =
2𝐺23
𝑡𝑐𝑐ℎ

 

(11) 
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Abaqus uses the same relationship for the penalty stiffness [118]. A typical interface 
thickness will be of the order of tens-of-microns, so the penalty stiffness will be a very large 
value. If it is overly large, numerical errors may arise due to limits of computer precision, but 
as stated previously, it must be high enough to ensure an accurate representation of the 
interface. Turon et al suggest an alternative method of calculate the penalty stiffness, with 
values within the same magnitude as those determined by other means [122] 
 
The value to assign to the interfacial strength is a subject of some debate, as a number of 
works have suggested that the accuracy of the solution is insensitive to the precise value of 
this parameter once a crack has initiated and a cohesive zone exists in a structure 
[122,125,137]. These works suggest that lowering the value of the interfacial strength from 
its true value by a small degree may improve the efficiency of the simulation by increasing 
the length of the cohesive zone while still providing an accurate recreation of the material 
response. It is however necessary to ensure that an accurate value for the fracture energy is 
provided, since this is critical for crack propagation [125]. 
 
When using the maximum interfacial stress as the critical parameter for damage initiation, 
Abaqus provides two options for damage initiation in the interface [118]. The first is a 
maximum nominal stress criterion, given as: 
 

𝑚𝑚𝑥 �
〈𝑡1〉
𝑡10

,
𝑡2
𝑡20

,
𝑡3
𝑡30
� = 𝐹 

(12) 
 
Alternatively, one may choose the quadratic nominal stress criterion, which accounts for the 
interaction between the tractions in the interface, given by: 
 

�
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+ �
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𝑡20
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2

+ �
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𝑡30
�
2

= 𝐹 

(13) 
 
In both of the above equations, t1, t2,and t3 refer to the tractions in mode 1 (normal opening), 
2 and 3 (first and second shear directions) respectively. The superscript 0 indicates the critical 
value for each traction. Both criteria are satisfied, thus indicating the initiation of damage, 
when F equals unity. Abaqus also provides the option to predict damage onset via critical 
strain values, using the same form as the above equations. 
 
Damage evolution for cohesive models is slightly more complex than exists for intralaminar 
damage, due to the influence of mode mixity resulting from the interaction of the different 
crack opening modes. Mode mixity may be neglected altogether, especially if the analyst is 
only concerned with a single fracture mode, though reference is made here to the work of 
Grau et al [138], who demonstrate the importance of considering the relationship between 
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different fracture modes in sandwich panels, via experiments and a numerical model. They 
find that if a constant fracture toughness is used, thus ignoring the influence of mode mixity, 
the maximum allowable pressure can be over-estimated by over 40%, with very serious 
implications to design safety. 
 
As with intralaminar damage, a damage variable D is utilised, which is equal to 0 at damage 
onset, and increases up to unity, denoting a fully degraded interface element (and thus crack 
propagation). The traction components of the interface model are affected by this variable 
according to the following relationships [118]: 
 
 

𝑡1 = �
(1 − 𝐷)𝑡1𝑡                         (𝑖𝑖 𝑡1𝑡 ≥ 0)
𝑡1𝑡   (𝑛𝐹 𝑑𝑚𝑚𝑚𝑑𝑑 𝑖𝑛 𝑐𝐹𝑚𝑐𝐹𝑑𝑐𝑐𝑖𝐹𝑛)

 

 
𝑡2 = (1 − 𝐷)𝑡2𝑡  

 
𝑡3 = (1 − 𝐷)𝑡3𝑡  

(14) 
 
Where the superscript t indicates the stress components predicted by the traction-separation 
law for the current strain without damage. As with intralaminar damage evolution, interfacial 
damage evolution utilises an effective displacement which takes into account the contribution 
of all three opening modes and is given by: 
 

𝛿𝑚 = �〈𝛿1〉2 + 𝛿22 + 𝛿32 

(15) 
 
The subscripts 1, 2 and 3 denote normal opening, and the first and second shear opening 
modes respectively, as stated previously. The damage variable thus evolves according to the 
following bilinear softening law: 
 

𝐷 =  
𝛿𝑚
𝑓 (𝛿𝑚𝑚𝑚𝑚 − 𝛿𝑚0 )

𝛿𝑚𝑚𝑚𝑚�𝛿𝑚
𝑓 − 𝛿𝑚0 �

 

(16) 
 
Where  δm

max = maximum effective displacement attained during the load history, 
  δm

0 = effective displacement at damage onset 
  δm

f = 2GC / τeff
0, with τeff

0as the effective traction at damage onset.  
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GC is the area under the traction-separation curve, and represents the energy dissipated due to 
failure of the interface. The value of this parameter depends on the mode-mix – which is the 
influence of the different fracture modes on the overall behaviour of the crack - and the law 
used to define the interaction of these modes. The (energy-based) mode-mix definitions are as 
follows: 
 

𝑚𝑖 =
𝐺𝑖
𝐺𝑇

 

(17) 
 
Where i equals 1, 2 or 3 and indicates the fracture mode (please refer to Figure 8), Gi is the 
work done by each traction and its related displacement in each mode, and GT is the sum total 
of the work done by these tractions. It is useful to also define the work done by the shear 
tractions, Gs, separately by taking the sum of G2 and G3. The mixed-mode fracture energy 
may then be given be a power law: 
 

𝐺𝐶 =
1
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𝛼
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(18) 
 
Alternatively, if the first and second shear fracture energies are the same (G2

C = G3
C = GS

C), 
the Benzeggagh-Kenane criterion [68] may be more appropriate. The fracture energy is thus 
given by: 
 

𝐺𝐶 = 𝐺1𝐶 + (𝐺𝑆𝐶 − 𝐺1𝐶) �
𝐺𝑆
𝐺𝑇
�
𝜂

 

(19) 
 
In the above equations, the superscript C indicates the critical fracture energy for the relevant 
mode. α and η are material parameters relating to the mode-mix ratio. As with intralaminar 
damage, damage stabilisation via viscous regularisation is available for interface material 
models, and behaves in much the same way as for intralaminar damage. 
 
Another key consideration when implementing a cohesive zone model regards the mesh 
refinement, discussed in some depth by both Turon et al [122] and Harper & Hallett [125]. 
The length of the cohesive zone can be found using the following [122]: 
 

𝑙𝑐𝑐ℎ = 𝑀𝐸
𝐺𝐶

(𝜏0)2 

(20) 



50 
 

Where E is the elastic modulus of the material, GC is the critical energy release rate and τ0 is 
the interfacial strength. M is a parameter that is unique to a given cohesive zone model – 
Turon et al use a value equal to unity. Additionally, the material properties required change 
depending on the cracking mode, with mode I cohesive zones typically being a lot shorter 
than mode II cohesive zones for carbon-epoxy composites [125]. A fully-developed cohesive 
zone will thus have a length to the order of tenths-of-a-millimetre, and a number of cohesive 
elements must exist in this zone in order to capture the response of the interface correctly – 
too few elements and the distribution of tractions ahead of the crack tip may not be captured 
accurately [122]. Turon et al suggest five elements within the cohesive zone, whereas Harper 
& Hallett posit that three elements provide an acceptable degree of accuracy. In any event, 
the consequence of this is that the mesh for an accurate interface model must be highly 
refined for the whole region which may be expected to crack. This of course carries a 
considerable computational cost which, as stated before, may be mitigated to some degree by 
reducing the interface strength. 
 
Figure 11 presents a schematic view of a cohesive element layer to show these concepts 
graphically, and shows the development of a cohesive zone under a mode-1 normal-opening 
type loading, relating this back to a typical bilinear traction-separation curve of the kind used 
within Abaqus. The orange elements are within the cohesive zone – note the scale and the 
typical number of elements that feature in this region. Note also that the displacement at 
failure (δf) is governed by the fracture energy of the cohesive layer, rather than input into the 
solver directly.  

Figure 11: Schematic of a cohesive element layer, showing cohesive zone 
formation under loading 
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The cohesive zone model can be introduced into an Abaqus analysis in two main ways. The 
first method uses cohesive elements of the kind developed by Camanho & Davila [75]. These 
function as other numerical elements, being arrayed into a mesh which can be linked to the 
rest of structure via tie constraints, partitioning or other interactions. The two bonding faces 
acting effectively as shell elements, with the body of the element between these two faces 
forming the cohesive zone. The other approach is to use a cohesive surface interaction [118], 
particularly appropriate for very thin interfaces such as between composite plies. Here, there 
is no layer introduced between the two parts being bonded as such. Instead, the interaction is 
defined in a similar manner to tie constraints and similar interactions, with a mating face 
being defined on each of the parts being joined. The motion of nodes between these two 
surfaces will then be related to one another using the same cohesive layer properties that 
would be used in a cohesive element, so that the relationship between their displacements is 
governed by the cohesive response, rather than, say, the unbreakable link between nodes that 
would be typical for a tie constraint. In effect, the cohesive surface interaction behaves 
identically to a cohesive element, but without the need to introduce additional elements (and 
thus additional computational effort) into the problem. 
 
 
2.3 Behaviour of Core Materials 
 
The behaviour of core materials under loading must be properly considered in the modelling 
of sandwich panels. Of particular interest is the behaviour of honeycombs, which, as 
explained by Lacy & Hwang [11] and shown in Figure 12, exhibit after ultimate load 
progressive crushing at near-constant stress (region 2 in the stress-stress plot), followed by 
increasing stress with further deformation due to ‘densification’ (region 3 in the figure), 
where the crushed cell walls start to come into contact with one another and resist the applied 
load once more. This behaviour may be included in an orthotropic material model along with 
experimentally determined elastic properties – this is the approach followed by these authors. 
Additionally, materials such as nomex may exhibit springback upon unloading [17], requiring 
additional data for the unloading response. Core crushing cannot be neglected in a finite-
element sandwich model, as inaccuracy will result [139]. It should be noted that the above 
assumes homogenous core behaviour. At the cellular level, honeycomb cores may exhibit any 
combination of elastic buckling (as they are simply thin-walled structures at this scale), 
plastic deformation and fracture; buckling may occur under both normal and shear loads 
[140]. 
 
The homogenised core approach to honeycomb modelling is investigated by Aktay et al [141], 
using a biphase material constitutive behaviour. This particular work uses semi-adaptive 
coupling to replace damaged and failed elements with discrete particle clusters to prevent 
numerical errors. Shi & Tong [142] present an analytical method for the homogenisation of 
honeycomb materials, calculating the equivalent in-plane normal and shear properties based 
on the material properties and geometry of the honeycomb. An alternative approach, for those 
authors using explicitly modelled honeycomb geometries, isotropic material behaviours may 
be used, typically applying elastic-perfectly-plastic or strain hardening behaviours as 
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appropriate. The work of Chawla et al [143], studying bare honeycomb, is a good example of 
this approach, and it could be readily applied to a sandwich model, however, care must be 
taken if the honeycomb is produced from an anisotropic material, such as nomex paper, to 
ensure the material response is correctly captured [139] 
 

 
 
 
2.4 Finite Element Modelling with Abaqus 
 
At its most basic, the finite element method discretises a structure into a mesh of elements, 
with these elements joined together by nodes. When a load or other disturbance to the 
structure’s equilibrium is introduced, stresses are developed in the elements which produce 
displacements in the nodes, which then propagate through the structure. The commercial 
finite element package Abaqus will be used in the development of the model. The majority of 
authors surveyed previously have used this software at some point in their work (please refer 
to Table 2, ‘Key Numerical Studies’), and it is the preferred choice for the current author, due 
to the comprehensive and intuitive modelling environment featured in the software, and the 
ability to readily perform both implicit and explicit analyses [144]. 
 
Abaqus features a number of means to model composite laminates, including 2-D shells and 
3-D solids, with lamina properties applied, or by producing an assembly of discrete plies. The 
core can be modelled as a homogenous solid with orthotropic properties, or with explicit 
honeycomb geometry, the latter of which, though obviously complex and computationally 
expensive, can allow for improved model fidelity. There exist a number of techniques to 
model cohesive interfaces, which can be used to simulate delamination and debonds. The 
software allows the use of the Hashin criteria and progressive damage modelling via 
reduction of material properties and element removal as built-in tools. 
  
Abaqus also offers highly generalised modelling capabilities via its user-defined subroutines 
and elements, allowing tremendous flexibly to perform advanced simulations that the in-built 

Figure 12: Loading behaviour of a typical honeycomb core [11] 

 

 

 

Image hidden due to copyright restrictions. 
Please refer to [11], figure 6 
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tools may be unable to provide. An example of this, often noted in the literature review, is the 
use of user-defined material behaviours, particularly for damage and failure. This capability 
also extends to the production of user-developed finite elements for highly specialised 
applications, often for cohesive zone models. Some of these techniques may be difficult to 
implement, either due to the computational demands of the techniques or the technical skill 
required by the user in developing the model.  
 
 
2.4.1 Selection of an Appropriate Solver 
 
There are three main procedures for solving general structural problems in Abaqus: static and 
dynamic implicit solutions, and explicit dynamic solution. Other procedures exist for 
frequency analysis, and thermal, fluid, electrical analyses, etc. One of these procedures may 
be selected for any given analysis step; a ‘step’ can defined as a part of a simulation history 
which controls analysis procedure, loading and output options [144]. An analysis may consist 
of a number of steps, which may require the use of different procedures; however, explicit 
procedures cannot be used with ‘Standard’ (i.e. implicit) procedures within the same analysis 
[118]. A given solver may be more appropriate for certain problems than the others. 
 
To aid the following discussion, two more definitions will be useful [144]: an ‘increment’ is 
taken to be a fraction of the total load to be applied within a step. The break-down of the total 
load in this manner is necessary when the structural response is non-linear. In 
Abaqus/Explicit, this increment is temporal, but has the same effect of splitting the applied 
load into fractions of the whole. An ‘iteration’ applies to implicit analyses only. This is where 
the solver attempts to converge on an equilibrium solution for a given increment, typically 
via Newton’s Method. The solver will attempt a number of iterations in an effort to reach an 
equilibrium condition, and, depending on the severity of the non-linear response, may require 
a number of reductions in the size of the increment in order to do so. 
 
The implicit solver uses an iterative approach to solve a stiffness matrix-based problem of the 
general form [P] – [K][u] = 0, where [P] is the applied load vector, [K] is the global 
stiffness matrix and [u] is the nodal displacement vector, and the unknown that the implicit 
procedure will attempt to solve. The solution is dependent on the relationship between nodes, 
due to the matrix [K]. The implicit, dynamic solution differs in that it uses direct integration 
in order to better solve transient and non-linear problems, but the basis of solving a stiffness 
matrix-based problem via an iterative approach remains the same [144,145]. The explicit 
solver, on the other hand, directly integrates the kinematic behaviour of each individual node 
via solution of the nodal equations of motion, with the state of the node at each increment 
being based on the results from the previous increment [144,145]. Stated another way, an 
implicit procedure derives the state of the model at time t + Δt based on information at time t 
+ Δt, whereas an explicit solver derives the state of the model at time t + Δt based on 
information at time t [146]. 
 



54 
 

The explicit dynamic analysis procedure is implemented via integration of the equations of 
motion for a body (in this case, an individual element), used alongside a lumped element 
mass matrix. Thus, the equations been solved at each increment are as follows: 
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(21) 
 
where uN

i is a degree of freedom (i.e. a displacement or a rotation) component N, at an 
increment number i. The principle is very simple, finding the velocity and displacement of 
the body based on its previous state and the addition of an acceleration or velocity a half-step 
before the current increment. The remaining unknown in this system of equations is the 
acceleration of the body, defined as: 
 

�̈�(𝑖)
𝑁 = (𝑀𝑁𝑁)−1(𝑃(𝑖)

𝑁 − 𝐼(𝑖)
𝑁 ) 

(22) 
 
where MNJ is the matrix mass, PJ is the applied load vector and IJ is the internal force vector. 
The internal force vector is assembled using the stiffness contributions of each individual 
element. This links the material and structural properties to the solution without needing a 
global stiffness matrix of the kind required by the implicit solution. The reader will 
immediately recognise the above equation as a rearrangement of Newton’s Second Law, 
F=ma, thus underlining the computational simplicity of the explicit dynamic procedure. 
 
The implicit solver, depending on the precise settings, can be used for both static and 
dynamic problems, provided the energy-dissipation in the latter is minimal [118]. The explicit 
solver, although a dynamic approach - indeed, its original purpose was to study high-speed 
transient events such as impact events – is also suitable for non-linear quasi-static problems 
[144], provided due precautions are taken to ensure that the structural response is indeed 
quasi-static. These validation steps will be discussed later. Examples abound in the literature 
where the explicit solver is used in this manner, typically in cases where there is complex 
contact and/or sliding non-linearity such as that found in metal-forming problems [147,148], 
or considerable material non-linearity, such as that caused by material softening and failure 
[146,148-151]. It is material non-linearity due to damage and failure that is of concern in the 
current problem. The use of Abaqus/Explicit for quasi-static transverse indentation of 
composite sandwich panels has been successfully demonstrated by Czabaj et al [33] and Foo 
et al [52]. 
 



55 
 

The implicit solver is unconditionally stable with respect to the size of the time increment 
[144,147,152], making it the far more efficient choice for linear and mildly non-linear quasi-
static problems, since there is no upper limit on the size of the increment. For example, where 
one is only concerned with the elastic behaviour of a simple structure, it is perfectly plausible 
for the implicit solver to solve the problem in a single increment. Additionally, the implicit 
solver can potentially provide more accurate results [152]. The key limitation of the implicit 
solver is a lack of robustness, which causes convergence problems in highly non-linear 
problems, particularly complex contact simulations, or where there is material softening due 
to damage. Indeed, this can cause, in the extreme, an analysis to abort as the solver fails to 
find a convergent solution. This weakness is noted in a number of papers, and it is well-
known that the use of an explicit solver can overcome this difficulty [56,145-147,152,153]. 
To explain this deficiency in more depth, within the context of the current research, recall 
that the material properties in the damaged region are degraded during the damage evolution 
phase. Once this degradation reaches its maximum, the stiffness matrix becomes singular for 
the elements in that region, causing the implicit solver to abort the analysis when it attempts 
and inevitably fails to invert the matrix. Convergence failure can be delayed via the use of 
additional elements through the thickness of the plate, as it would allow the material to fail in 
a more progressive (and indeed more realistic) manner; however, this issue is inherent within 
the implicit solver and cannot be eliminated: the analysis would still abort once a completely 
damaged region exists in each layer, even though the structure may not have actually failed. 
 
The key disadvantage of the explicit solver is its conditional stability [144,147,152]. This 
creates a limit on the maximum size of a time increment, defined in terms of the highest 
frequency of the system, and estimated via the following simple relationship [144]: 
 

∆𝑡𝑚𝑚𝑚 =  
𝑙𝑒𝑒
𝑣𝑑

 

(23) 
 
Where lel is the shortest element length, and vd is the dilatational wave speed of the material, 
given by: 
 

𝑣𝑑 =  �
𝐸
𝜌

 

(24) 
 
Where E and ρ are respectively the stiffness and density of the material. Typically, this 
maximum stable time increment will be very small – for composite materials with a properly 
refined mesh, this can be as small as 1e-9 s. The obvious consequence of this is that analyses 
with a long time step, such as quasi-static problems where a long duration is necessary to 
ensure a suitably low loading rate, become hugely demanding of computational resources as 
many thousands or millions of increments become necessary to solve the problem. As a result, 
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it is usually necessary to manipulate the solution via artificial acceleration of the loading 
and/or by artificially increasing the density (‘mass scaling’) [144,147] to increase the stability 
limit and thus improve computational efficiency. Both of these approaches change the 
physics of the problem being studied by increasing inertial effects within the solution, and 
thus need to be used with care, and checks must be performed to ensure the validity of the 
results is not compromised. Additionally, accelerated loading cannot be used with rate-
dependant materials [118]. The stable time increment can of course be increased by using 
larger elements, but care must be taken to avoid an overly coarse mesh, which could also 
cause inaccurate results, particularly if used with cohesive elements. 
 
If the problem is artificially altered via accelerated loading or mass scaling for computational 
efficiency, the solution must be checked to confirm that the results can be considered true for 
a quasi-static problem. The usual method is to compare the kinetic energy of the system with 
the internal energy of the system at the end of the step. Ideally, the kinetic energy would be 
zero or close to zero for a truly quasi-static case. The typical rule of thumb suggests that if the 
kinetic energy is less than 5% of the internal energy, the solution can be considered to be 
quasi-static, as inertial effects are negligible at this energy level [144,146,147]. An additional 
guarantee of a quasi-static solution is to compare the loading rate to the lowest natural period 
of the structure [144,147]. By finding the lowest natural frequency of the structure, one can 
find the period for this mode by taking the reciprocal of that frequency. A quasi-static 
deformation will occur over a much longer time period than the natural period, so, providing 
that the loading rate is much lower than this (at least 10 times slower is recommended) then 
the solution can be considered quasi-static. Such manipulations of the problem to reduce the 
solution runtime are generally not required for truly dynamic events, since these transient 
events are necessarily of very short duration, and thus can be modelled in true time without 
difficulty. 
 
 
2.4.2 Finite Element Selection 
 
This section is specifically concerned with element selection for the composite skins on the 
sandwich panel. The choice of element is central to the quality of the model and will depend 
on the precise requirements of the analyst. Due to the geometry and material behaviour of the 
core, where the through-the-thickness properties are critical, and the fact that the core 
responses of interest are in the out-of-plane direction (for example, the indentation), using a 
solid element is the only acceptable option for core modelling. However, since composite 
laminates are thin relative to the in-plane dimensions, with typically poor through-the-
thickness properties, the element choice becomes rather more involved. There is no right or 
wrong answer, and the ultimate choice is down to the requirements of the analyst. Simply put, 
a solid element will use a 3-dimensional state of stress, whereas a shell element will feature 
only the in-plane stresses. A third option is to use of continuum shells, which apply the 2-D 
kinematic behaviour of a shell element to a 3-D geometry, allowing for easy use of composite 
lay-up and laminate data, while providing enhanced through-the-thickness analysis results, 
including localised deformation, that conventional shells cannot. Continuum shells represent 
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something of a compromise between solid and shell elements. Figure 13 shows examples of 
solid and shell elements.  

 

 
 

 

 
Another consideration concerns the use of linear or quadratic elements (or first- and second-
order respectively), both of which are available for shell and solid elements, though not 
necessarily each solver. The element topology can also be varied, for example quadrilateral, 
tetrahedral and wedges are all available in Abaqus, with quadrilateral elements being 
perfectly appropriate for most purposes. Fundamentally, a linear element will have a node at 
each vertex (giving, for example, 8 nodes in a solid quadrilateral element), whereas a 
quadratic element adds additional nodes along each edge (usually, but not invariably at the 

Figure 13: Typical solid and shell elements. The 
solid element here is a linear element, whereas the 

shell element, with the mid-point nodes, is a 
quadratic element. [144] 

Figure 14: Linear and quadratic shell elements, with a) full 
integration (top) and b) reduced integration (bottom) [144] 

 

 

Image hidden due to copyright restrictions. 
Please refer to [144], figure 3-1 

 

 

 

 

Image hidden due to copyright restrictions. 
Please refer to [144], figures 4-2 & 4-7 
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mid-point of the edge). This would give, for instance, 8 nodes for a quadrilateral shell 
element, and 20 in a quadrilateral solid element. The user can also choose between full- and 
reduced-integration of the elements. This refers to “the number of Gauss points required to 
integrate the polynomial terms in an element’s stiffness matrix exactly when the element has 
a regular shape” [144]. There are two and three Gauss points in each direction in a linear and 
quadratic element respectively when fully-integrated. Reduced integration removes one 
Gauss point in each direction. By adding nodes to the element, the quadratic element is able 
to deform in a more natural, continuous manner, forming curved shapes rather than being 
restricted to quadrilateral forms as the linear elements are. Figure 14 shows the difference 
between linear and quadratic shell elements. 
 
When selecting elements, it is also worth considering the potential influence of shear locking 
and hourglassing, which may manifest under complex loadings or when severe element 
distortions start to occur. Shear locking is a problem associated with fully-integrated linear 
solid elements, which causes the element to be too stiff in bending. This is caused by the 
edges of the element being unable to curve, resulting in spurious non-zero shear stresses in 
pure bending. This can be visualised in Figure 15 by observing that the angles between the 
vertical and horizontal dotted lines (passing through the Gauss points) do not equal 90º, 
indicating the presence of shear stresses. Figure 17 shows how this problem is avoided using 
quadratic elements: as the edges are able to curve in bending, spurious shear stresses cannot 
develop.   

 

 
Hourglassing is the opposite problem, affecting reduced-integration linear elements. This 
occurs due to zero strain energy being generated at the Gauss point under bending, resulting 
in an overly-flexible element. In coarse meshes of linear elements, this zero-energy mode can 
propagate and invalidate the results. The problem can be seen in Figure 16; the length and 
angle between the two dotted lines through the integration point are unchanged, indicating 

Figure 15: Shear locking in a linear, fully-integrated 
element in pure bending [144] 

Figure 16: Hourglassing in a linear, reduced-integration 
element in pure bending [144] 

 

Image hidden due to copyright restrictions. 
Please refer to [144], figure 4-5 

 

Image hidden due to copyright restrictions. 
Please refer to [144], figure 4-8 
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that, despite the applied bending moment, there is zero strain energy in the element. Abaqus 
applies hourglass control to these elements by default, via a small artificial stiffness. Both 
shear locking and hourglassing can be mitigated by using reduced-integration elements and a 
suitably refined mesh. Additionally, quadratic elements are not usually affected by these 
phenomena, but they are not available in Abaqus/Explicit, with exception of tetrahedral 
elements. 

 
Many of the reviewed works have successfully used shell, and continuum shell, elements to 
model composite skins, with researchers using solid elements to model composites being in 
the minority. Additional to this, most researchers studying delamination will use interfacial 
cohesive elements, regardless of whether the skins are modelled as solids or shells. Individual 
plies, or blocks of plies may be modelled as discrete parts of the whole, with or without a 
layer of cohesive elements existing at the interface. It is perfectly possible to model every 
single interface in this manner, as is the case in the work of Gonzalez et al [42]. In fact, this 
method may be essential if one wishes to use an inhomogeneous material with solid elements, 
since Abaqus/Explicit is incompatible with such a model, though this will come with a 
dramatic computational penalty. It is possible to model only some of the interfaces, and 
perfectly bond the rest of the plies with tie elements, though this will also carry a 
computational penalty, and thus this method may prove to be of negligible benefit. Yet 
another approach is to partition a plate into multiple regions through the thickness, and apply 
the required material properties and orientations to each region separately. The use of discrete 
ply modelling may also overcome some of the problems associated with using shell and 
continuum shell elements, particularly the lack of through-the-thickness accuracy, by 
allowing more elements to be used in the thickness direction. 
 
As previously mentioned, the Hashin criteria built into Abaqus works only for plane-stress 
elements, precluding the use of solid elements for composite modelling. However, 
determining the interlaminar stresses in a plate are essential if one wishes to consider 
delamination, since these are what govern their formation. This requires a 3-dimensional 
stress state and so a solid element is needed. As a result, the lack of a 3-dimensional failure 
criterion for composite laminates is a crucial problem. As discussed in an earlier section, a 
number of authors have produced their own failure criteria to resolve this issue, though it 
must be noted that this is by no means a trivial proposition. To use the user-defined 
subroutines capability in Abaqus would require significant careful effort and testing, as 
advised in the subroutines manual [154].  
 

Figure 17: Fully-integrated quadratic element in pure bending [144] 

 

Image hidden due to copyright restrictions. 
Please refer to [144], figure 4-6 
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2.4.3 Material Data Requirements 
 
One important additional aspect to consider is the implementation of the core material model. 
Abaqus can accept and use a stress-strain curve for plastic behaviour quite easily, though this 
carries one vital condition. If the material data is entered in a tabular form in Abaqus, this 
data will be automatically regularised by the software, whereby the user-defined curve is 
fitted by another curve composed of equally-spaced points [144]. The regularisation is 
difficult if the smallest interval on the user-defined curve is small compared to the range of 
the independent variable. These curves can be seen in Figure 18. The implication of this for 
core modelling is that it is difficult to capture the sharp load reduction at the onset of crushing. 
In preliminary models, entering this drop as exactly vertical caused the regularisation 
operation to fail, and so a small gradient had to be applied to the data.  A possible alternative 
approach would model the honeycomb core as a crushable foam, using the compression yield 
stress ratio and the hydrostatic yield stress ratio. There is no information available at this 
stage to suggest whether or not this method would work, however. 
 
Some experimental work is required to gather a complete set of material data for the skin and 
core, depending on the precise requirements of the model and the availability of complete 
data for the particular material being studied. Gathering this information can be done in 
parallel with the production and running of developmental models prepared using data in the 
literature. It is especially important to obtain an accurate stress-strain curve for the plastic and 
crushing behaviour or the core. Schwingshackl et al [155] provide a useful review of existing 
theoretical and experimental methods for the determination of honeycomb elastic properties, 
and propose a new dynamic approach. For the purposes of this project, the core response is an 
aspect of secondary importance. While it is necessary to capture core crushing, proper 
modelling of the intra- and interlaminar damage is more significant, and thus within the time 
constraints of this project, advanced modelling and experimentation into the minutiae of the 
core response is not possible. 
 
The exact data requirements for the skins will depend on the failure criteria used, but will at 
the very least include fracture energies and strengths in both longitudinal and transverse 
directions for tension, compression and shear. A separate set of data will also be required for 
the interfacial cohesive model. Again, this will be dependent on the exact model used, but is 
likely to require at least the material properties of the resin or adhesive, or the mode I and II 
opening tractions. Taking the example of the LaRC03 criteria [69], the required material data 
includes the elastic modulus, tensile and compressive strength in the longitudinal and 
transverse directions, the longitudinal shear modulus and strength, the in-plane Poisson’s 
ratio, the mode 1 and 2 fracture toughness (longitudinal direction) and finally, as optional 
properties, α0 and ηL, which are the angle of the fracture plane and longitudinal “coefficient of 
influence” – relating to internal friction – respectively. 
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2.4.4 Contact 
 
A final aspect of the numerical model that has not yet been discussed is the use of contact. 
Contact algorithms in Abaqus enable interaction between multiple bodies within an analysis; 
in this instance, indenters and load platens in contact with a sandwich panel to apply loadings. 
The contact interaction of interest here is surface-based [144], whereby two or more surfaces 
in contact will interact in accordance to the defined interaction relationship, be it friction, 
‘hard’ contact where the load in one component transmits to the other, etc. ‘Hard’ contact is 
typically relevant to the normal-direction component of the contact interaction between two 
surfaces, with the constraint coming into effect when the clearance between the two surfaces 
reaches zero. Friction and similar relationships relate to the tangential component of the 
contact interaction. 
 
The surface-based contact interaction requires the definition of the various surfaces in contact 
with one another. In Abaqus/Standard (the implicit solver), these surfaces are defined 
manually, whereas in Abaqus/Explicit, a general contact interaction is available that 
automatically defines element-based surfaces for every body in the model, providing an ‘all-
with-self’ contact relationship. This is very convenient, but comes at the cost of fine control, 
though this limitation is not an issue in the current work. The exception to the automatic 
surface definition is for analytical rigid surfaces. These are undeformable surfaces generated 
via mathematical relationships to provide simple shapes without the need for meshing, and 
are particularly useful in this present context as loading surfaces, since their motion, and 
resultant output (such as the reaction force) is controlled via a single reference point. As there 
is no need for meshing, these surfaces are also computationally efficient, but as a result, the 
surfaces used for contact interactions must be defined manually. 
 
The automated general contact interaction uses a balanced master-slave relationship to 
enforce the contact constraints. Simply point, the mesh nodes making up the master surface 

Figure 18: Regularistion of material data. The left curve a) shows data that is easily 
regularised. The right curve b) is data that is difficult to regularise, due to the small 
interval in the low-strain region relative to the range of strain for this material [144] 

 

 

Images hidden due to copyright restrictions. 
Please refer to [144], figures 10-5 & 10-6  
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may penetrate the space between nodes in the slave surface, whereas the slave surface cannot 
do the same to the master surface. This can potentially cause problems whereby the master 
surface penetrates some distance into the slave surface without the contact constraint being 
triggered. This issue is shown in Figure 19a. This problem can be resolved by using a 
properly refined mesh, but the balanced contact relationship also alleviates this effect by 
simply applying the master-slave approach twice, switching the master and slave surfaces the 
second time around, and making a correction to the solution as required based on this 
calculation (see Figure 19b).  

 
 
 
Contact constraints may be enforced using a kinematic or penalty contact algorithm [118]. 
The former is a strict implementation, relevant to contact between defined surface pairs. This 
method makes a prediction as to the expected penetration of slave nodes into the master 
surface, and then applies additional accelerations to nodes violating the constraints, until a 
corrected configuration meeting the constraints is achieved. The penalty contact algorithm is 
a less-strict method by which contact is enforced, and is relevant to general contact of the 
kind used in this particular project. This approach searches for areas where slave node 
penetration has occurred, and applies forces that are a function of the penetration distance to 
the slave nodes to oppose this. The contact force and penetration distance are related by an 
applied additional stiffness, which can potentially increase the stable time increment, though 
this effect is generally insignificant. Where an analytic surface is used, equal and opposite 
forces are applied to this surface as well (hence why viewing the reaction force output of an 
analytical rigid surface is such a convenient method for establishing the load on a structure 
when displacement control is used, as the reaction force at the controlling node of the surface 
necessarily equals the sum of the nodal forces in contact). 
 
Another benefit of using rigid surfaces in conjunction with a contact interaction is that it 
allows greater flexibility in defining load cases. For example, it is easy to trial different sizes 
of indenter simply by changing the parameters of the analytic rigid surface. However, one 
must be careful to avoid slave nodes moving so much as to fall behind a rigid surface (see 
Figure 20). This is easily avoided by simply extending the rigid surfaces. 
 

 

 

 

Figure 19: a) (left) penetration of slave surface by master nodes b) (right) 
balanced solution eliminating this difficulty [144] 

Figure 20: Preventing analysis errors by extending rigid surfaces. [144] 

 

Image hidden due to copyright restrictions. 
Please refer to [144], figures 12-52 & 12-53 

Image hidden due to copyright restrictions. 
Please refer to [144], figure 12-10 
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3: Experimental Work 
 
In this section, an extensive experimental study gathering compression-after-impact data for 
sandwich panels with differing thickness skins on the distal side, at different levels of damage, 
is reported. The objective was to produce a good-quality set of strength data (primarily), as 
well as damage morphology measurements and material property data (to use as input data 
for the numerical model). As a result, repeat testing in the compressive testing phase was 
used extensively, resulting in a large study despite the relatively small number of 
configurations for the panel and damage state under consideration. This data is intended to 
provide further validation of the model presented in Chapter 5 (“Sandwich Model 
Development”) – the configurations produced and tested in this section will be modelled and 
discussed in Chapter 6. 
 
 
3.1: Sample Preparation 
 
Two panel configurations were tested here: one with skins of equal thickness (henceforth 
designated as ‘symmetric’), using a quasi-isotropic lay-up of [-45/0/45/90]s for both skins. 
The second configuration used skins of unequal thickness (designated as ‘asymmetric’), with 
the thicker skin having the same lay-up as for the symmetric panel skins, and thinner skin 
using a multi-directional lay-up of [45/0/-45]s. In the case of the asymmetric panel, the thick 
skin was used as the impacted (and thus damaged) side. Both panel configurations used a 
12.7mm (nominal; mean measured thickness of 12.163mm) thick aluminium honeycomb core 
(HexWEB CRIII 3/16 5052 4.4). The skins were produced, in all cases, from high-strength 
carbon fibre uni-directional prepregs, utilising an out-of-autoclave cured epoxy resin, and 
T700S carbon fibre reinforcement with 12K roving (M77/42%/UD90/CHS). The panel 
configurations and materials were based on (but not identical to) those used by Zhou et al 
[22-25]; the planar dimensions of the panels are based on the requirements of ASTM D7137 
for the CAI testing of monolithic composite plates [38]. All material was supplied by 
Gazechim Composites. 
 
The plies were individually cut from the roll of prepreg using a Stanley knife and a metal 
template for convenience and improved repeatability, and laid-up by hand. Cut plies were 
stored in the freezer until needed, and during cutting, the roll would be periodically returned 
to the freezer as well – the prepreg would get tacky as it warmed to ambient temperature, 
making it difficult to produce a clean cut. During laying-up, the laminate assembly would be 
debulked under vacuum for a period of time (10 – 20 minutes) every two or three plies to 
remove air bubbles in the laminate and improve consolidation. The M77 resin system is 
designed to have a short cure cycle at moderately high temperatures [156]. Additional 
consolidation is provided by the application of a weighted caul plate, providing 2.7 kPa of 
pressure. This is less than ideal (Hexcel recommend a minimum pressure of 0.1 MPa), but 
time constraints required that the plates were cured three-at-a-time, and only limited weight 
was available for consolidation. So, to ensure good quality plates, an alternative cure cycle 
has been used, with the laminates cured at 100ºC for 40 minutes, with a temperature ramp 
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rate of 2ºC / minute. This produced acceptable plates in spite of the reduced consolidation 
pressure. The nominal ply thickness was given in the datasheet to be 0.103mm. Measurement 
of a sample of cured skins gives an average thickness of 0.853mm for the 8-ply quasi-
isotropic skins, and 0.644mm for the 6-ply multi-directional skins, for actual ply thickness of 
0.107mm. 
 
Peel ply was used on the top surface of the plies to provide a rough surface for bonding to the 
aluminium honeycomb. A manufacturing error resulted in some of the symmetric plates 
requiring bonding on the smooth face of the plate. As a result, some of the sandwich panels 
have one skin bonded on the rough surface (the preferred option), and one skin bonded on the 
smooth side. This minor inconsistency in the manufacture was not expected to cause undue 
harm to the results – these plates still bonded well to the honeycomb, and as an additional 
measure, these plates were reserved for damage characterisation tests. The damaging event 
was still applied to the rough-side skin to ensure consistency with the CAI samples and it was 
expected that the influence of the bond on the distal skin will be minimal. This assumption is 
based on previous work for low-velocity impact tests, where the distal skin is shown to be 
unaffected by the damaging event. Prior work also suggests that, at these energy levels, skin-
core bond failure is not expected. 
 
The honeycomb was cut using a Stanley knife with approximately 20cm of excess material in 
each direction, to ensure that cells distorted by the cutting were not included in the final panel. 
The panels were assembled such that the W-direction of the honeycomb is parallel with the 0º 
fibre direction on the skins, and also the loading direction for the compressive tests. The skins 
were bonded to the honeycomb one side at a time, using Redux 609 adhesive. These were 
cured at 120ºC for one hour, with a temperature ramp rate of 5ºC / minute, in accordance with 
Hexcel’s recommendations [157]. Hexcel recommend a minimum curing pressure of 140 kPa, 
which is easily achieved for the honeycomb-plate bond using 12.5kg of applied weight, even 
when the panels are cured two-at-a-time. 
 
The completed panels were carefully trimmed to size using a tile-cutting circular saw. The 
finished panels are squared to ±1º, and have nominal (planar) dimensions of 150 x 100 mm 
(±1mm). These tolerances are considered acceptable for hand-cut panels. The longer 
dimension is parallel to the loading direction. The ends of all panels were then reinforced by 
potting with resin. Gurit Prime 20LV epoxy resin (used in conjunction with ‘slow’ hardener) 
[158] was gravity-fed into a shallow channel cut into the honeycomb. Rudimentary, 
expendable reservoirs were built onto each panel to hold the resin. The pots are cured at room 
temperature for 24 hours after degassing in a vacuum chamber. Finally, once the resin was 
cured, the ends of the panels were machined to remove excess resin. 
 
A total of 26 each of symmetric and asymmetric panels (plus spares) were produced, to 
perform the following tests: 

• Damage characterisation using a pendulum-based impact jig, to determine the 
maximum loads and residual dents produced for three energy levels, as well as the 
extent of skin and core damage (1 test per energy level per panel configuration). 
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• Damage characterisation using quasi-static indentation. The test was performed for 
three levels of applied load/displacement, which were set to correspond with the 
observed load/displacement from the impact tests. This test checks that the skin and 
core damage produced in this manner is representative of the damage induced by 
impact. It was anticipated that, based on the observations of other authors, that the 
quasi-static tests will produce more extensive damage for a given load, providing a 
conservative estimate for the residual strength (1 test per load level per panel 
configuration). 

• Edge compression tests for panels damaged with a quasi-indentation load 
corresponding with those in the damage characterisation test, as well as for an 
undamaged panel. Data spread in the ultimate strength is expected, so repeat tests will 
be used here (at least 5 tests per load level – including undamaged, per panel 
configuration, spread over a number of phases). 
 

A small number of panels were instrumented with unidirectional strain gauges, with three 
gauges used per panel. One was mounted at the centre of the distal face, aligned parallel to 
the loading direction (B0). The other two were fitted to the impacted face, one parallel to the 
loading direction and offset from the centre by 25mm in the x-direction (F0), and the other 
perpendicular to the load and offset from the centre by 25mm in the y-direction (F90). This 
outset was necessary to avoid impinging on the damaged region. The exception is the virgin 
panels, where the F0 gauge was, like B0, placed at the centre of the face. Figure 21 shows 
these locations schematically, and Figure 22 shows two instrumented panels prior to the CAI 
testing, showing the front and rear aspects of the panels. 

 Figure 21: Schematic of instrumented sandwich panel (not to scale) 
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Aside from the sandwich panels, a number of uni-directional material specimens were 
prepared from the same roll of composite material to gather input data for the numerical 
model. Time and resource constraints meant that a complete set of data could not be collected. 
The tests performed were uniaxial tensile tests in accordance with ASTM D3039 [159], 
giving the elastic modulus and tensile strength in both longitudinal and transverse directions 
(E1, E2, σ1+ and σ2+), as well as the in-plane Poisson’s ratio (ν12). A uniaxial compressive 
test using a sample from ASTM D3410 [160], modified to suit the supporting fixture 
specified in ASTM D695 [161] was also performed for the longitudinal compressive strength 
(σ1-). The results from these tests are provided in Appendix A. 
 

 
 
 
 
 
3.2: Impact and Indentation Tests 
 
A pendulum-type impact jig, equipped with a potentiometer to measure the angle of the arm 
and a force transducer behind the impact tip, was used for the impact tests. The jig is 
(theoretically) capable of a maximum impact energy of 16J – please see Appendices B and C 
for information on jig set-up and instrument calibration. The energy levels thus chosen for the 
impact tests were originally 4J (selected to be just over the threshold for barely-visible impact 
damage established by Zhou & Hill [17] for a very similar panel configuration), 10J and 16J. 
A forth configuration, impacting the panels at 7J was later added after initial testing showed 
extremely deep damage for the 16J impacts – the hammer became stuck in the asymmetric 
panel - with a broadly similar form to the 10J impact. This intermediate value, it was felt, 

Figure 22: Two instrumented panels showing front aspect (left) and rear aspect (right). 
On a damaged panel, the front aspect corresponds with the impacted face. 
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would be more useful to the exercise, as the model is not intended to simulate very severe 
impact damage where the panel is nearly fully penetrated, with no further tests performed 
using the 16J energy level.  
 
The impact test uses a ‘picture frame’ support fixture. This produces an ‘impact window’, 
giving an unsupported region of panel which is clamped around the periphery, with 
dimensions of 125 x 75 mm, aligned with the longer dimension parallel to the length of the 
panel. A hemispherical indenter, ø16 mm, is used as the impact tip. This set-up is broadly in 
accordance with ASTM D7136 [162], which is intended for drop-weight impact testing of 
monolithic composite plates. Table 3 gives the measured damage extents from both the 
impact and quasi-static indentation tests. Figure 23 shows the pendulum impact jig and 
Figure 24 shows the hammer in detail. Figure 25 to Figure 27 give the angle of the pendulum 
and the contact force on separate axes against time for various impact energies (the 16J 
impact test is omitted due to the very severe damaged induced, and is not considered further 
in this work). Note that in these figures, the initial kinetic energy and the absorbed energy can 
be found by considering the peaks on the left and right sides of the curve respectively. The 
energy can be found using this angle, and the guidance in Appendix B. The damage induced 
by the impact tests and the QSI tests for both panel configurations are shown in Figure 28 to 
Figure 31.  

Figure 23: Pendulum impact jig 
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Figure 24: Hammer-head detail - the force transducer 
is mounted between the tip and the arm 

Figure 25: Angle and force curves against time for the 4J 
impacts on symmetric and asymmetric panels 



70 
 

 
 
  

Figure 26: Angle and force curves against time for the 7J 
impacts on symmetric and asymmetric panels 

Figure 27: Angle & force curves against time for the 10J 
impacts on symmetric and asymmetric panels 
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Figure 28: Sectioned symmetric panels after impact 
(from top) a) 4J, b) 7J, c) 10J initial kinetic energy 

Figure 29: Sectioned symmetric panels after quasi-static-indentation 
(from top) a) 2.5mm, b) 5mm, c) 7mm applied displacement [2] 

≈14.5mm 

≈16mm 
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Figure 30: Sectioned asymmetric panels after impact 
(from top) a) 4J, b) 7J, c) 10J initial kinetic energy 

Figure 31: Sectioned asymmetric panels after quasi-static-indentation 
(from top) a) 2.5mm, b) 5mm, c) 7mm applied displacement 
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Table 3: Measured damage magnitudes for skin damage and core crushing, for various 
impact and quasi-static indention tests 

 
 
Following the impact tests, quasi-static indentation tests were performed to try and 
approximate the results of the impact tests. The differing impact energy levels all gave a 
broadly similar peak force, due to the formation of damage in the skin (which on the 
damaged side is identical for both configurations, along with the core thickness and density), 
so the quasi-static indentation tests were performed under displacement control. The metric 
used for the applied displacement is the depth of the observed skin damage, as measured from 
the back face of the impacted skin on the sectioned panels (this is not to be confused with the 
dent depth indicated in Table 3, which measures from the flat surface of the panel to the 
exposed side of the dent). So, the applied displacements were 2.5mm, 5mm and 7mm, 
corresponding with the 4J, 7J and 10J impacts respectively. Note that there is no skin damage 
with the 4J impact, so the 2.5mm applied dent is an estimate whereby the average dent depth 
in the symmetric and asymmetric panels (considered comparable due to the identical 
impacted skin) is doubled, accounting for elastic strain recovery upon unloading. The peak 
impact force is not markedly different for the different impact energies or panel 
configurations, due to fibre fracture in the skin at the higher impact energies. The rebound 
energy of all the tests is around 0.5J for all tests, falling to less than 0.1J for the symmetric 
panel at 10J IKE. This indicates that most of the impact energy is being absorbed by the panel, 
with core crushing accounting for most of this absorption. The key trend here is that as the 
impact energy increases, the core crushing increases, as this is the primary energy absorption 
mechanism. 
 
For the indentation tests, a load rate of 5mm/s is used, comparable with Lloyd’s quasi-static 
indentation tests on composite plates [163]. The same fixture and indenter is used for the 
quasi-static indentation test, to provide a direct comparison between the two approaches, 
though it must be noted that, as a result, the procedure deviates significantly from ASTM 
D6264 [164], for the quasi-static indentation of composite plates. However, in lieu of a 
standard for the indentation of sandwich panels, the method described here is an acceptable 
compromise that provides a good approximation of the impact event.  Figure 32 shows the 
machine used for these tests, with the support fixture in place. Figure 33 shows close-up view 
of a test-in-progress.  

 Pmax (N) ødent (mm) øcore (mm) ddent (mm) dfibre (mm) dcore (mm) 
S A S A S A S A S A S A 

Impact 
IKE (J) 

4 2592 2636 40 40 35 35 1 1.5 - - 5 8 
7 2632 2733 40 40 37 37 2 2 5.5 6 7 7 
10 2276 2621 40 40 37 37 2 2 7 7.5 7 8.5 

 
QSI 

Applied dent 
(mm) 

2.5 2202 2307 40 37 37 35 1 1 - - 5 5 
5 2909 2391 45 42 42 37 2 2 5.5 6 6.5 7 
7 3057 2528 50 40 45 39 2.5 2.5 8.5 8.5 9.5 12 
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Figure 32: Instron 8872 testing machine ready to perform a 
quasi-static indentation test on a panel [2] 

Figure 33: Close-up of a quasi-static indentation test in 
progress 
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From the force-displacement plots of the quasi-static indentation tests, shown in Figure 34 for 
the symmetric panel tests and Figure 35 for the asymmetric panel tests, one can see that the 
symmetric and asymmetric panels show slightly different responses, with the symmetric 
panels achieving a higher damage threshold force, followed by a sharper load drop, whereas 
the asymmetric panels exhibit a plateau at peak load before the load drop. The load drop in 
both cases is caused by fibre failure in the top skin, with the peak load plateau in the 
asymmetric panels prior to this (presumably) being due to delamination formation – however, 
this would need to be confirmed by additional testing using non-destructive imaging 
techniques, which weren’t available for use in this project. The difference in these responses 
is due to the higher bending stiffness of the symmetric panel, which has the thicker distal skin. 
 
The constant load plateau after fibre failure is due to progressive core crushing. The core 
crushing load is around 1750 N for all panels. This is expected, as the only difference in the 
configurations relates to the distal skin, which remains unaffected in these tests. The 2.5mm 
applied indentation cases are exceptions here, as damage is not created for such a small 
indentation. The QSI tests tend to generate higher forces before damage creation in the 
symmetric panels, and lower for the asymmetric panels, than the equivalent impact tests. 
Additionally, the force is lower for both of the 2.5mm indentation tests than the 4J impact test. 
The lack of inertial effects in the quasi-static indentation tests explains this discrepancy. 
However, the difference is not overly significant, and as with the impact tests, fibre fracture 
in the top skin does seem to impose a limit on the maximum load. 
 
The primary purpose of the damage characterisation study is to confirm that the quasi-static 
indentation used in the CAI experiments and the numerical model produces a damage state 
representative of low-energy impact. Thus, comparison of the measured damage sizes (see 
Table 3) show that the quasi-static indentation tests produce a reasonable approximation of 
the low-energy impact tests. The main difference is in the diameter of the dent, and thus also 
the core damage, in the quasi-static indentation tests, due to the load being distributed over a 
greater area. The depth of core damage is also greater, presumably as the core absorbs more 
energy under the lower rate of loading. The magnitude of the damage, particularly the dent 
depths and extent of fibre fracture, is very similar for both tests. In all metrics, the agreement 
between impact and QSI degrades as the energy increases, due to the increasing contribution 
of inertial effects to the panel response. Destructive sectioning of the 2.5mm panels show no 
obvious skin damage, only core crushing. Non-destructive imaging of the panels may reveal 
damage (particularly delamination) that isn’t readily visible, but it is not inconceivable to 
imagine that, should the impacted skin be separated from the crushed core, that it would 
recover its usual, flat shape. As far as a thorough damage characterisation study goes, a more 
focussed, dedicated effort that expands on the investigation presented here would need to be 
performed, since insufficient data has been generated to make any additional conclusions 
beyond those already offered. 
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Figure 34: Force-displacement plot for the quasi-static indentation tests 
performed on symmetric panels 

Figure 35: Force-displacement plot for the quasi-static indentation tests 
performed on asymmetric panels 
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3.3: Compression-after-Impact (CAI) Tests 
 
The main experimental effort went into performing compression-after-impact tests on 
indented sandwich panels. The required indentations were induced in the panels using the 
same procedure described for the quasi-static indentation damage characterisation tests. 
There is no standard method for the CAI testing of sandwich panels, so for this study, a 
modified version of ASTM D7137 [38] for the CAI testing of monolithic composite plates is 
used, with the panel support jig design being slightly altered to accommodate the thicker 
panel. This approach was chosen rather than using a modification of ASTM C364 [39], which 
is the standard edge compression test for undamaged sandwich panels, since the latter 
approach does not includes support for the unloaded edges of the panel, which in turn makes 
the panel vulnerable to failure via global buckling. The load was applied in an Instron 5500R 
universal testing machine. A spherical bearing was used to provide self-alignment during 
load application, reducing the risk of inducing unwanted bending moments. The fixture is 
shown fitted to the machine, with a panel inside, in Figure 36. The majority of tests only 
collected force-displacement data, using a 100 kN load cell mounted behind the spherical 
bearing unit on the jig (the large cylindrical section seen at the top of Figure 36). The weight 
of the bearing unit hanging from the load cell (and thus resting on top of the panel prior to 
load application) has to be accounted for in the calculations; a correction of 49.2N is thus 
added to all of the force data. A small number of panels were also strain gauged, to give an 
indication of the bending moment in the panels under compression, as previously stated. 
 
A single ‘control’ test was performed prior to testing the panels proper, to find the 
displacement of the fixture itself under loading. This makes it possible to correct for the 
displacement of the fixture when finding the strain-to-failure and stiffness of the panels. By 
assuming a simple linear relationship from the origin to the peak load (thus eliminating the 
non-linearity due to bedding-in during this test, which if not accounted would also result in an 
over-estimate for panel displacement), the corrected displacement for a panel is found to be: 
 

𝛿𝑝𝑚𝑝𝑒𝑒 =  𝛿𝑡𝑐𝑡𝑚𝑒 − (1.4661𝑑−5𝑃) 

(25) 
 
This correction is applied to all displacement data to ensure a representative stress-strain 
curve, with the displacement given in mm and the load given in Newtons. An abridged table 
of results is presented in Table 4. Please refer to Appendices D and E for a comprehensive set 
of data for symmetric and asymmetric panels respectively. Note that a small number of 
panels failed via brooming at the ends. These are treated as invalid results and are disregarded 
in the calculation of the mean results – these results are marked in red in the appendices. All 
load, strength, strain and stiffness results are compressive. The peak indentation force is also 
included in the results (the average value given here includes the forces found in the damage 
characterisation study, which are not quoted in the raw results). 
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Figure 36: A panel loaded into the compression-after-impact support 
fixture, ready for testing [2] 
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Table 4: Abridged table of results from the compression-after-impact tests [2] 

 
 
 
 
The results for the symmetric panels show a clear reduction in compressive strength with 
increasing dent depth, as expected. The failure mode switches to kink-band formation for the 
5mm and 7mm indentations, as the localised fibre fracture induced by these events creates an 
obvious weak-point from which damage propagation can originate (note that the 2.5mm 
indentation events only result in a permanent dent, with no obvious damage being induced). 
The peak indentation load is limited by the bending strength of the upper skin, hence the very 
similar maximum load between the 5mm and 7mm indentation cases, though it must be noted 
that there is notable variation in the indentation load once skin damage starts to form, due to 
the unpredictable nature of precisely when fibre damage forms. A similar, but weaker trend is 
shown for the asymmetric panels, with reduced peak indentation load due to the slightly 
reduced global bending stiffness of the asymmetric panels. Examples of delamination 
buckling and kink-band failures are shown in Figure 37, for symmetric panels. The displayed 
failure modes are representative of their type for both panel configurations. 
 
The inclusion of asymmetry in the panel has a profound influence on the CAI strength. As 
expected, the virgin panels show reduced strength as compared to the symmetric panels, 
which are identical aside from the slightly thicker distal skin on the symmetric panels. This 
difference is due to a stiffness imbalance which allows for the formation of additional 
bending moments in the asymmetric panels during the compressive loading. However, when  

Panel 
Applied 

dent 
(mm) 

Mean peak 
indentation 
load (kN) 

Mean 
peak 

CAI load 
(kN) 

Mean CAI 
strength (MPa) 

(range) 

Mean 
residual 
strength 

(%) 

Mean 
strain at 
failure 

(%) 

Mean 
Youngs 
Modulus 

(GPa) 

Typical 
failure 

mode and 
location 

SV 0 - 45.06 259.9 -38.1 - 1.27 31.19 D, E +36.1 

S2.5 2.5 2.22 42.10 245.4 -47.7 94.4 1.20 29.24 D, E +55.7 

S5 5 2.92 37.98 219.8 -10.2 84.6 1.02 29.33 K, C +10.8 

S7 7 2.93 34.92 204.3 -11.0 78.6 0.98 28.04 K, C +11.1 
          

AV 0 - 36.37 239.9 -71.2 - 1.18 29.79 K, E +35.1 

A2.5 2.5 2.26 38.50 254.7 -27.2 106.2 1.04 30.42 K, E +31.1 

A5 5 2.54 33.08 216.2 -22.3 90.1 0.97 29.58 K, C +14.8 

A7 7 2.66 31.06 206.6 -17.9 86.1 0.91 30.14 K, C +24.5 
Failure codes:  K = kink-band, D = delamination buckling 
  E = near-end, C = center 
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a small dent is produced (A2.5), the average compressive strength actually becomes greater 
than the virgin strength, as the instability produced by the dent negates the instability due to 
the stiffness imbalance between the impacted and distal skins. This agrees with the findings 
of Zhou et al [24]. Of further interest is that the strength of the A2.5 panels is on average only 
marginally lower than the strength of the ‘virgin’ (undamaged) symmetric panels (SV). This 
finding may have very interesting implications in terms of design efficiency; if it were 
possible to induce mild geometric imbalances in a repeatable manner, it might be possible to 
produce more efficient structures by reducing the amount of material required in their 
construction. However, it should be noted that the absolute load-carrying capacity of the 
asymmetric panels is lower than the symmetric panels at all damage levels, due to the lower 
overall cross-sectional area of these panels. The strain-at-failure reduces for both 
configurations with increasing damage. 
 
To illustrate this effect, a simple analysis is performed to calculate the stresses on the 
impacted and distal faces for these panels, accounting only for the geometric differences of 
the two panels. For a beam under axial compression, when the compressive load is applied on 

Figure 37: Failure of sandwich panels a) (left) delamination buckle towards the top end of the 
panel, b) (right) kink-band propagation originating from the damaged region [2] 
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a line offset by a distance of e from the centroid of the beam, the stress at a location y on the 
beam is given by [165]: 
 

𝜎𝑦 =
𝑃𝑚
𝐴

+
𝑃𝑚𝑑𝑒
𝐼𝑚

 

(26) 
Where:  
Px = axial compressive load in the x-direction (N) 
A = cross-sectional area of the beam (m2) 
Ix = moment of inertia (m4) 
 
In the case of the sandwich panel, the beam is assumed to comprise only of the two skins, 
separated by 12.7mm. The gap represents the core, which is assumed to have no other 
contribution to the behaviour of the beam (obviously, this is not true in reality, but the 
analysis illustrates the effect of asymmetry adequately despite this simplification). The skins 
are assumed to be made of 6 or 8 plies (orientation irrelevant) for the asymmetric and 
symmetric skins respectively, with a ply thickness of 0.103mm, and a width of 100mm, 
representing the perfect nominal case. The geometry of the beam is illustrated in Figure 38. 
Note that the first term on the left-hand side of this equation is the elementary expression for 
axial stress, with the second term providing the stress due to the bending moment induced by 
the eccentricity of the axial load. The moment of inertia for the beam is given by: 
 

𝐼𝑚 =  �(𝐼𝑖 + ℎ2𝐴) 

(27) 
 
This is the sum of moment of inertias of the sections that make up the beam, in this case, the 
two rectangular sections of the skins. Thus: 
 

𝐼𝑖 =
𝑏𝑑3

12
 

(28) 
 
h is the distance between the centroid of a given section 𝑒� (which for this structure is the 
geometric centre of each section relative to the stated origin, which in this case is the bottom 
of the impacted skin, see Figure 38) to the centroid of the structure 𝑌�. The centroid of the 
structure, also relative to the origin is given by: 
 

𝑌� =
∑𝑒�𝐴
∑𝐴

 

(29) 
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with 𝑒�𝐴 being calculated for each section in the structure. Note that the location y is also 
found relative to the structural centroid 𝑌�. Finally, the offset of the axial load can be found, 
by finding the difference between the structural centroid and the geometric centre of the beam. 
With this information, results can be calculated for four cases: virgin and damaged symmetric 
and asymmetric panels. For simplicity, damage is assumed to create an open hole in the 
impacted skin of ø16mm, broadly analogous to the 5mm and 7mm indentation cases 
performed in the experiments, though obviously neglecting stiffness degradation, core 
damage, and geometric non-linearity induced in the skin at the periphery of the damage. This, 
at its most basic, reduces the cross-sectional area of this skin. The load Px is assumed to be 
1kN for all cases. 

 
For the virgin panels, the offset e between the geometric centre and the centroid of the 
asymmetric panel is approximately 0.9mm towards the ‘impacted’ (thicker) face due to the 
stiffness imbalance caused by the thinner skin, whereas there is no offset on the symmetric 
panel, as expected. This results in stresses of 5.8MPa and 7.8MPa on the thinner and thicker 
skins of the asymmetric panel respectively – for a difference of 2MPa, with the offset biasing 
the stress distribution so that the surface closest to the centroid (the stiffer skin) experiences 
greater stress. Each skin on the symmetric panel experiences approximately 6MPa. This is 
illustrated in Figure 38. 
 
 
 
 
 
 
 
 
 
 
 

Figure 38: Stress analysis of undamaged sandwich beams: a) (top) loading direction, 
b) (left) asymmetric panel, c) (right) symmetric panel 

Figure 39: Stress analysis of damaged sandwich beams (a) (left) asymmetric panel, 
b) (right) symmetric panel 



83 
 

When damage is induced, the offset in the asymmetric panel is reduced to 0.3mm towards the 
impacted face, and the symmetric panel exhibits an offset of 0.6mm towards the undamaged 
distal face. This supports the conclusion that the damage removes some of the existing 
instability in the asymmetric panel, as the stiffness of the thicker skin is reduced with damage, 
reducing the offset of the centroid and thus improving post-damage performance. The stress 
in the damaged asymmetric panel is now 7.2MPa and 8.0MPa on the thinner and thicker 
skins respectively (a difference of 0.9MPa, half that of the undamaged asymmetric case). In 
the damaged symmetric panel, the stresses on the impacted and distal skins are 6MPa and 
7.1MPa respectively, for a difference of 1.1MPa. This indicates an increasing instability in 
the symmetric panel, supporting the findings of the experiments, as the stiffness imbalance 
due to damage produces a case not dissimilar to the undamaged asymmetric panel. This is 
illustrated in Figure 39. 
 
Obviously, as the load increases, so the skin experiencing the greater stress will fail first, all 
other aspects being equal. The asymmetric panels still experienced a greater peak stress 
compared with the symmetric panels due to the smaller overall cross-section of the 
asymmetric panel. Note that this is a limited analysis of the conditions created by the 
experiments, with the effects of lay-up, damage, geometric imperfections and the presence of 
the core all being neglected. This will inevitably have an effect on the failure stress and the 
response of the panel. 
 
The failure modes seen for the asymmetric panels are the slightly different when compared 
with the symmetric panels, with the majority of panels appearing to fail via kink-band 
formation regardless of the amount of damage. The failure locations, however, remain the 
same as the symmetric panels, with the failure shifting from near the end of the panel to the 
centre only when fibre damage is evident in the indented skin. In the low/no damage panels, 
the thinner distal skin almost invariably fails first (AV-1 being the only clear exception). The 
interesting thing to observe here, for the A5 panels, is that there appears to be a degree of 
competition between the two failure modes for this level of damage. One panel (A5-3) failed 
at both the centre and near the end near simultaneously – it was not possible to establish in 
this instance which kink band controlled the ultimate failure of this particular sample. 
Another panel (A5-4), while failing via delamination buckling, was showing clear evidence of 
kink-band formation; in this case, the kink-band does not reach the critical length before the 
panel failed.  
 
The stress-strain plots for all panels, ordered by configuration (symmetric and asymmetric) 
and then by damage from undamaged to maximum damage, are given in Figure 40 to Figure 
47. The ‘mean’ stress-strain response of the panels, given by the green dashed line in each 
plot, is based on these plots, using the mean Young’s modulus and strength for each 
configuration presented. The mean response is idealised, removing the initial non-linear 
‘bedding-in’ section of the experimental responses and any small load drops due to damage 
development prior to final failure, but will be useful for comparison with the numerical 
model results. The responses shown by a dotted line (SV-1, S7-2 and A2.5-1) are ‘invalid’ 
tests that failed via end crushing, and have not been used in the calculations for the mean 
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properties of the panels, as previously stated. The stiffness of both panel configurations 
remains more-or-less unaffected by the damage, with the symmetric panel showing a slight 
decrease in stiffness as the damage level increases; no trend is apparent for the asymmetric 
panels. The response of all panels remains linear up until ultimate strength, which is expected, 
due to the brittle nature of CFRP. 
 
On the whole, the responses of the different panels are fairly consistent between repeat tests, 
but there are some notable outliers in the data, which can be clearly seen from the stress-
strain plots presented here, and also in the range indicated in Table 4. AV-1 sticks out as an 
especially significant outlier, showing a noticeably lower stiffness and ultimate strength when 
compared with its fellows. The S2.5 tests also show a very large amount of spread, with S2.5-
1 also showing low stiffness. On the other hand, some other data sets, particularly A7 and S7 
are remarkably consistent, most likely because the large induced damage is providing such a 
significant weakness that it negates the imperfection sensitivity that dogs the undamaged and 
moderate-damage cases. The 5mm indentation cases are also fairly consistent, for the same 
reason. From Table 4, the data spread at higher damage levels is smaller for the symmetric 
panels, perhaps due to the inherent instability of the asymmetric panels. The variation in 
strain-to-failure seen in all tests is an inevitable consequence of differing degrees of bedding-
in required for each panel at the start of loading. This could be reduced in future test 
programs by the progressive application and removal of small amounts of load before 
proceeding into the test proper. A number of tests did exhibit subsequent load increases after 
the initial failure, suggesting that the distal skin was taking some more load, but as the 
ultimate strength had already been achieved, these tests were invariably terminated. 
 
Strain gauge data was collected for a small number of the panels tested, and is presented in 
Table 5. The two critical gauges are B0 and F0, positioned at or close to the centre of the 
panel. By comparing the strains measured by these gauges, the amount of bending in the 
panel can be determined. Unfortunately, due to the very small sample size used here and the 
significant variation in the data, no meaningful trends can be readily observed from this data, 
and so no concrete conclusions can be made. Particularly, the SV panel appears to show 
greater bending than the AV panel, which is contrary to the expectation of the symmetric 
panels showing no bending at all – this particular result is most likely due to imperfections in 
the test of the SV panel. Ideally, the difference between the two gauges for SV should be 0, 
but in practice, imperfections in the loading and panel make achieving this impossible. A 
tenuous inference can be made by considering the results of the S5 and A5 gauge pairs, that 
the asymmetry between the impacted and distal skins is indeed negating some of the 
instability due to the damage, due to the lower level of bending seen in the A5 panel, but this 
is by no means conclusive, due to the difficulties already stated. Further extensive testing is 
required to see if this effect continues at the higher damage level, and also to confirm whether 
the asymmetry does indeed increase the instability of the virgin panel. Time and resource 
constraints prevented more extensive gauging of panels for this particular study, but the 
results do suggest that this could be an interesting avenue for further work. 
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Figure 40: Stress-strain plots for undamaged symmetric panels 

Figure 41: Stress-strain plots for damaged symmetric panels (2.5mm QSI) 
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Figure 42: Stress-strain plots for damaged symmetric panels (5mm QSI) 

Figure 43: Stress-strain plots for damaged symmetric panels (7mm QSI) 
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Figure 44: Stress-strain plots for undamaged asymmetric panels 

Figure 45: Stress-strain plots for damaged asymmetric panels (2.5mm QSI) 



88 
 

 

 

 

 

Figure 46: Stress-strain plots for damaged asymmetric panels (5mm QSI) 

Figure 47: Stress-strain plots for damaged asymmetric panels (7mm QSI) 
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Taking the average of the B0 and F0 gauges provides a second estimate for the stiffness of 
the panels. Again, the SV result is rather suspect, but the remaining data show, as with the 
displacement-derived results in Table 4, that the damage does not significantly affect the 
stiffness. For some panels, the strain gauge data shows a higher stiffness than the 
displacement-based data would suggest. This is particularly apparent for the 5mm and 7mm 
indentation cases. As mentioned previously, the very small sample size used here means that 
this data must be treated with some caution. 
 

Table 5: Strain gauge data from instrumented panels 

Panel Strain at failure (με) Δ F0-B0 Egauges 
Mean (F0,B0) B0 F0 F90 

SV -3104 -2836 1446 268 81.94 
S2.5 -5673 -6590 2182 -917 37.29 
S5 -5630 -4336 1832 1294 42.79 
S7  -4702 -4140 1333 562 46.31 
           

AV  -7055 -7141 2509 -86 33.31 
A2.5 -5552 -6483 2068 -931 38.04 
A5 -5118 -4045 1487 1073 42.92 
A7 -6066 -3703 7660 2363 41.03 

 
 
The compression-after-impact study presented here supplies a good-quality set of strength 
data which can now be used to further validate the model developed in Chapter 5 (‘Sandwich 
Model Development’). Significantly, the hypothesis that a small amount of asymmetry can 
improve the strength retention factor of damaged panels has been supported by the 
experimental and accompanying calculations. The strain gauge and damage morphology data 
may also be used for cautious comparisons, but is too limited to make any decisive 
conclusions. Future work should focus on these two aspects, using non-destructive testing 
methods to study the damage (particularly delamination), and extensive strain gauging of the 
panels to get a thorough view of the strain field and bending that is occurring in the panels 
under loading. 
 
Another useful addition to the experimental effort would be to choose composite lay-ups such 
that both symmetric and asymmetric panels have the same overall cross-sectional thickness, 
so that any change in strength would be purely due to changes in the neutral axis rather than 
simple differences in thickness. As it stands, the two configurations used here have differing 
cross-sectional thicknesses which have an obvious effect on the absolute load-carrying 
capacity of the two panels. While the strength calculations inherently account for this, the 
influence this has on the results should be eliminated in future studies to ensure proper 
isolation of the effect the movement of the neutral axis has on the response of these panels. 
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4. Skin Model Development: Quasi-Static Indentation of a Composite Plate 
 
In this Chapter, a composite plate with a 16-ply quasi-isotropic lay-up subjected to a quasi-
static transverse indentation is numerically modelled for deformation in the elastic region of 
behaviour only, and then later with strength data applied to capture damage and failure. These 
results are compared with experimental results from Lloyd [163]. This exercise forms part of 
the familiarisation process with Abaqus, demonstrating and validating various numerical 
techniques and solutions that will later be used for the modelling of compression-after-impact 
on sandwich panels, including the use of contact algorithms with rigid surfaces, the 
dynamic/explicit solver, and implementations of the Hashin criteria and cohesive zone model. 
 
 
4.1 Problem Description 
 
Only a single test case is available for comparison, since in this section of his investigation, 
Lloyd was primarily interested in the quasi-static response of fabric composite plates. The 
experiment had the following parameters: 
 

• The plate is circular (diameter 40 mm), with 2 mm nominal thickness 
• The indenter used is hemispherical, with diameter 20 mm 
• The plate is clamped around the entire outer edge. 
• T700 uni-directional carbon-epoxy is used, with a lay-up of [45/90-45/0]2S. The 

material data required is (predominantly) taken from Lloyd [163], with additional 
fracture energy data, required for damage evolution as discussed previously, taken 
from Maimi et al [64], and presented in Table 6. The fracture energies are not for this 
exact material, but rather are for a similar CFRP system (T300), and can be 
considered representative for the purposes of this study. Mass data is required later 
when the explicit solver is used, thus the density of a typical carbon-epoxy is used 
[166]. 

• The data in Table 7  is for the cohesive layer introduced later on in this section. There 
is little data available in Lloyd that is applicable to the bond, with exception of the 
normal opening and shear opening fracture energies, and the interlaminar shear 
strength. The rest of the required data is gathered from Camanho & Davila [75] for a 
similar carbon-epoxy material. The mode-mix ratio used in the Benzeggagh-Kenane 
Criterion for fracture propagation is also taken from Camanho & Davila. The elastic 
properties and the density are respectively divided by and multiplied by the cohesive 
layer thickness – the density is representative of a typical epoxy resin [166]. The data 
provided assumes a cohesive layer of 10 microns thick. Note also that the strength 
data is given in terms of stresses. As discussed previously, this directly relates to the 
opening tractions required by the cohesive model. All the material data here is used as 
direct inputs into Abaqus. 
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Two experimental samples using these conditions were tested by Lloyd. The first sample 
exhibited first damage at 1.33 kN, with a central strain reading of 7714 με. Reading from 
Figure 48 (Sqps-1), this strain can be seen to coincide with an indenter displacement of 
approximately 0.48 mm. For the second sample (not shown in Figure 48 – the second curve, 
Schl, refers to a fabric composite not relevant to the current discussion), damage occurred at 
1.49 kN, with a strain of 7620 με. Assuming a constant ratio for this material of ε/δ, this 
coincides with a displacement of approximately 0.474 mm. Delamination was found to be the 
source of the initial softening, with the hardening response at higher strain being due to 
membrane effects. Plate failure occurs at 8.99 kN and 8.52 kN for the first and second 
samples respectively, due to plate penetration causing fibre fracture in all plies. For the first 
plate, this occurs at a displacement of approximately 3.7 mm. The approximate force-
displacement data from Lloyd is given in abridged form in Table 8 (read directly from Figure 
48) and will be used for comparisons with all the numerical models that follow. 
 

 
 
 

 
Table 6: Material data for T700 CRFP 

E11 (GPa) E22 (GPa) v G12 (GPa) G13 (GPa) G23 (GPa) 
129.6 8.8 0.3 5.4 4.7 4.7 

 
σlt (GPa) σlc (GPa) σtt (MPa) σtc (MPa) τl (MPa) τt (MPa) 
1.9563 1.032 48 129.7 72.5 72.5 

 
Glt (kJ/m2) Glc (kJ/m2) Gtt (kJ/m2) Gtc (kJ/m2) 

 
ρ (kg/m3) 

89.83 78.27 0.23 0.76 1800 
 

Figure 48: Experimental results for quasi-isotropic plate under quasi-static 
load [163] 

 

 

 

 

Image hidden due to copyright restrictions. 
Please refer to [163], figure 3.8 
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Table 7: Material data for cohesive layer 

KE3 (Pa/m) KG1 (Pa/m) KG2 (Pa/m)  ρcoh (kg/m2) 
1.1 e15 6 e14 3.7 e14 0.013 

  
σn (MPa) τ2 (MPa) τ3 (MPa) mode-mix 

45 66.3 66.3 2.284 
  

GC
1 (J/m2) GC

2 (J/m2) GC
3 (J/m2) 

275 940 940 

 
Table 8: Lloyd's Experimental Data (abridged) [163] 

P (kN) δ (mm) 
0 0 

1.49 0.47 
1.8 1.0 
2.3 1.5 
3.0 2.0 
4.3 2.5 
6.5 3.0 
8.7 3.4 
8.1 3.5 
9.1 3.7 
3.6 3.75 

 
 
4.2 Elastic Response 
 
The first stage considered the elastic response of the plate only, to validate the modelling 
techniques to be used in the second phase modelling the inelastic response of the plate. Firstly, 
the method for load application will be established, the options under consideration being 
displacements applied directly to relevant nodes, or via a rigid indenter pressing into the plate, 
using a contact interaction between the two parts. Secondly, a study of the response of 
different elements will be performed, considering conventional and continuum shells. Finally, 
a comparison of the two available solvers, implicit and explicit, will be made for the linear 
region of the plate’s response. 
 
 
4.2.1 Load Application 
 
The displacement field of the indentation is determined using the basic equation for a circle 
with an arbitrary centre: 
 

(𝑥 − 𝑚)2 +  (𝑒 − 𝑏)2 = 𝐹2 

(30) 



94 
 

Where:  x  = radial position of interest on the plate – in-plane (mm) 
  y = y-coordinate for the edge of the indenter – out-of-plane (mm) 
  a  = x-coordinate for centre of indenter (mm) = 0 
  b  = y-coordinate for centre of indenter at peak displacement (mm)  

= r – δmax 

  r = radius of the indenter (mm) 
  δmax = maximum applied displacement (mm) 
 
This expression is solved for y. The displacement at point x is then given by: 
 

𝛿𝑚 = 𝑒 − 2𝑏 

(31) 
 
δx will always equal the applied displacement δmax when x = 0. This analysis assumes that the 
indenter is penetrating the plate, and that no change in the curvature of the plate occurs. 
Eventually, for a sufficiently large value of x, δ = 0, defining the boundary of the contacted 
region of the plate for the given displacement level. The size of this boundary can never 
exceed the radius of the indenter. This is shown in Figure 49.  

Figure 49: Schematic representation of the indenter on the plate 
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Based on the experimental results, δmax = 0.5mm, therefore b = 9.5mm. The displacements 
are found for concentric in-plane rings spaced at 1mm originating from the centre of load 
application. So, for this test case, the y coordinate of the edge of the indenter for various 
values of x is given by: 
 
𝑒𝑚=0 = √𝐹 −  𝑥2 + 𝑏 =  √100 − 0 + 9.5 = 19.5 𝑚𝑚   
𝑒𝑚=1 = 19.450 𝑚𝑚 
𝑒𝑚=2 = 19.298 𝑚𝑚 
𝑒𝑚=3 = 19.039 𝑚𝑚 
𝑒𝑚=4 = 18.665 𝑚𝑚 
 
From these values, the displacements at these locations can be found thus: 
 
𝛿𝑚=0 = 𝑒 − 2𝑏 = 19.5 − 19 = 0.5 𝑚𝑚 
𝛿𝑚=1 = 0.450 𝑚𝑚 
𝛿𝑚=2 = 0.298 𝑚𝑚 
𝛿𝑚=3 = 0.039 𝑚𝑚 
𝛿𝑚=4 = −0.335 𝑚𝑚 
 
This indicates the boundary of the contacted region is between x = 3 and x = 4. It is not 
important at this stage to determine its precise limit. These displacements are applied directly 
to the relevant nodes in the central contacted region of the plate. 
 
The alternative approach is to model the indenter as a part in its own right. A part modelled 
as a rigid (i.e. non-deformable) surface may be controlled by applying displacements to a 
single reference point on the part. All output data, such as the reaction force, is also collected 
from this node. This approach is clearly much more convenient from a modelling perspective 
as there is no need to determine the displacement field prior to setting up the model. 
Additionally, it is a more flexible approach: the plate mesh and indenter geometry can be 
modified as required without having to redefine the displacements. However, a contact 
relationship does need to be established between the two parts, to capture the interaction 
between the two – in this case, the indenter pressing into and deforming the plate. Without 
this interaction, the two parts would remain entirely independent of each other, and the 
indenter would simply pass through the plate. This first model, a node-to-surface contact 
algorithm (whereby the master surface is set as the surface of the indenter, contacting with a 
set of slave nodes on the top face of the plate) is used. A general ‘all-with-self’ contact 
algorithm is available in the explicit model, which doesn’t require contact surfaces to be 
defined separately, but comes at the expense of fine control. A friction coefficient of 0.3, as 
used by Gonzalez et al [42] for friction between steel and CFRP, is applied between the 
indenter and plate for all the rigid indenter models discussed in the section. 
 
These two approaches are applied to a plate modelled using 4-node linear shell elements with 
reduced integration (S4R). The mesh is identical for both models, with a clamped boundary 
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condition applied to the nodes around the outer edge of the plate. Both analyses are 
performed with the implicit solver, using a step time of 6s. The applied displacement is 
0.5mm, corresponding with the linear elastic region of the experimentally-observed response. 
For the applied step time, this corresponds to a quasi-static loading rate of 5 mm/min. Figure 
50 and Figure 51 show the meshed plate and the indenter model assembly respectively, with 
the lay-up of the plate presented in Figure 52. The force-displacement response is output 
directly from the numerical model, and is shown for both of these models (amongst others to 
be discussed later) in Figure 53; the ‘directly-applied displacement’ model Disp-WF is 
indicated by the red line and the ‘rigid indenter’ model Indt-WF by the blue line. The 
experimental result from Lloyd is indicated by the green dashed line. Figure 54 shows the 
displacement profile through a section of both plates local to the indenter. Figure 55 and 
Figure 56 show the displacement fields for the direct displacement and rigid indenter models 
respectively.   
 

 
 
 
 
  

Figure 50: Meshed conventional shell model 



97 
 

 
 
 
 
 
 
 
 
 
 
 
 
  

Figure 51: Indenter and plate assembly 
(shell thickness rendered) 

Figure 52: Ply stack plot showing lay-up of the plate 
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  Figure 53: Force-displacement response of all elastic models 

Figure 54: Local displacement profile along line x=0 for applied 
displacement and indenter models 
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Figure 55: Displacement field for the applied displacement model 

Figure 56: Displacement field for the rigidly indented model 
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From the force-displacement plot, it is clear that both approaches agree very well with the 
experimental results, and also each other. At 0.47 mm displacement, after which point 
damage is observed in the experimental results at load level of 1490 N, the rigid indenter 
model predicts an indenter load of 1579 N, and the applied displacement model predicts a 
total force (analogous to the indenter load) of 1581 N. This gives a maximum overestimate of 
5.76%. Additionally, the displacement profile in the indented region shows very good 
agreement between the two models, and also confirms that the contact algorithm used in the 
rigid indenter model is functioning correctly. There is a slight non-linearity in the applied 
displacement model at the start of loading. This is due to the element geometry and the 
inability to correctly represent the initial contact load, resulting in a slight delay in the load 
response. The displacement field plots confirm the global response of the plates is correct, 
with the maximum displacement observed at the centre, falling to zero at the boundary. 
 
 
4.2.2 Element Comparison 
 
This section compares conventional and continuum shell elements, with the load applied 
using the rigid indenter method just discussed. Solid elements were not considered here, since 
there was no data for through-the-thickness elastic modulus or Poisson’s ratio, and thus it 
would not have been possible to produce accurate results for comparison. Additionally, since 
there is no feature in Abaqus for treating material damage and failure in a solid composite 
model, it would not in any event have been possible to use these elements once strength data 
was to be applied (at least not without producing custom sub-routines). The continuum shell 
used here, and throughout the rest of the work in this chapter, is an 8-node linear, reduced-
integration element (SC8R). 
 
The force-displacement response for the continuum shell model is included with the other 
curves in Figure 53 (CS-WF, indicated by the crimson line). The indenter force at 0.47 mm 
displacement for this model is 1497 N, giving an overestimate for this model of less than 
0.5%. This extremely good agreement, which is considerably better than that provided by the 
conventional shell model, is due to the improved through-the-thickness fidelity of the 
continuum shell. Figure 57 shows a section through the deformed plate, showing the (very 
small) local indentation that the conventional shell is unable to capture. 
 
Stress data is collected for both conventional and continuum shell models as a further check 
that the model is behaving correctly in the elastic regime. Figure 58 shows the refined mesh 
at the centre of the plate used to find the normal force distribution. The highlighted elements 
are used, along with all other elements along the radial line, to find the stress in the x-
direction, analogous with the radial stress. The mesh was seeded in this manner to ensure that 
all of the elements in direct contact with the indenter were of very similar, if not the same, 
size, to allow for an accurate through-the-thickness normal stress distribution. The normal 
stress is found by taking the sum of the nodal force for each element and dividing that by the 
area of the element. The precise elemental area is found with ease from output of the element 
volume, divided by the plate thickness. This approach is necessary, since despite the 3-D 
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geometry of the continuum shell elements, they are not capable of directly capturing through-
the-thickness stresses due to their 2-dimensional kinematic behaviour.  
 

 
Figure 57: Section of the continuum shell model local to the indenter, showing local 

indentation 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 58: Refined central region of the plate. The radius of the inner 
section is 2 mm, so each element in this area is 0.25 mm across. 

2mm 
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The distribution of the radial stress from the centre of the plate to the boundary is shown in 
Figure 59 for the tensile and compressive faces of the plate (St- and Sc- respectively) both the 
conventional shell (-Sh) and continuum shell (-CS) models. The distribution is largely the 
same for both element types. The key difference between the two models is in the indented 
region on the compressive side of the plate. Here, in the region of local indentation captured 
by the continuum shell there is a small degree of material stretching that counteracts the 
overall compressive stress generated on this face, due to friction in the contact area between 
plate and indenter. This effect could not be captured by the conventional shell model. Note 
the reversal of the stress on both faces towards the edge of the plate, caused by membrane 
stretching at the periphery, present in both models. Focusing on the contact area of the 
continuum shell, the normal stress distribution (Figure 60) shows that the greatest stress is at 
the centre of the loaded region, reducing towards zero in a parabolic manner as the boundary 
of the contact area is approached. This behaviour is also clearly seen in the normal force 
distribution (Figure 61). Note that normal stress falls to zero outside of the contacted area, as 
expected. 
 

Figure 59: Stress distribution in x-direction (corresponding with radial 
stress) 
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  Figure 61: Normal force distribution in contact region (continuum shell) from the centre of the 
contact region (peak displacement, F0) to the outside edge of this region (F9) 

Figure 60: Normal stress distribution in contact region. 
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4.2.3 Solver Comparison 
 
The continuum shell model is rerun for the elastic regime using the explicit solver. As 
previously mentioned, mass data is required in the explicit model. The indenter is given a 
mass of 0.01 kg, to minimise the kinetic energy. A frequency analysis is performed in order 
to set an appropriate time step. The lowest natural frequency is found via frequency 
extraction to be approximately 11 kHz for this particular plate, for a period of the order of  
1e-4s. The displacement is applied over a 5 ms time step, giving a loading rate which is 
considerably lower than this time period, thus the response can be presumed to be quasi-static. 
By way of confirmation, Figure 62 shows the energy balance for the system. The kinetic 
energy (indicated by the blue line Exp-WKE) is clearly seen to be approximately zero, 
supporting the conclusion that the simulation is quasi-static. Figure 53 shows the force-
displacement response for this model (Exp-CS-WF, indicated by the cyan line) along with the 
responses of the models discussed previously, showing very good agreement with both the 
previous analyses, all produced with the implicit solver, and also the experimental results. 
The force at 0.47 mm displacement is determined to be 1531 N, overestimating the 
experimental result by 2.7%. 

 
 
 
From this work with the elastic model, it is possible to conclude that using a rigidly modelled 
indenter is preferred to applying displacements directly to nodes on the meshed plate, for 
modelling convenience and flexibility. The continuum shell is the preferred element for 
modelling the plate, since it provides some of the through-the-thickness fidelity of the solid 
element, while permitting the use of composite-specific material properties and constitutive 
behaviours. Finally, it is confirmed that both the implicit and explicit solvers will provide 

Figure 62: Energy balance of explicit model 
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results of excellent quality for the linear elastic region of behaviour under quasi-static loading, 
though for these linear analyses, with no material damage and very limited geometric non-
linearity, the implicit solver is a much more efficient solver. 
 
 
4.3 Inelastic Response 

The inelastic response (in this instance, this is taken to mean the inclusion of damage 
initiation and propagation rather than plastic behaviour) of the plate is studied in three stages. 
First of all, the initiation of intralaminar damage is considered, to demonstrate the use of 
various numerical techniques for solving the highly non-linear problem that results from this. 
Next, the initial load drop observed in Lloyd’s experimental data is modelled, through the use 
of a layer of cohesive elements using a traction-separation law. Finally, once this effect is 
captured, intralaminar damage is taken into account using the Hashin criteria, to capture the 
complete load history of the plate up to and including the final failure. It is important to state 
at this stage that a true reproduction of the experimental results is not expected from this 
work, due to the limitations of the material data and very small experimental sample size. 
Particularly, the fracture energies for both the intra- and interlaminar damage are not truly 
representative of the plates produced by Lloyd, and due to the sensitivity of the numerical 
model to these values, matching the numerical curve to the experimental curve cannot be 
reasonably achieved. Instead, this section is better viewed as a ‘proof-of-concept’, 
demonstrating the use of the techniques for composite skin modelling that will eventually be 
applied to the sandwich models this project ultimately seeks to produce. 
 
 
4.3.1 Solution of the Non-Linear Problem 
 
The force-displacement response for a plate with skin strength data, and varying degrees of 
damage stabilisation, applied is presented first in Figure 63, plotted against the 
experimentally-derived curve produced by Lloyd as seen in Figure 48, shown as a green 
dashed line. These curves are intended to show the initiation of damage – to this end the 
damage evolution energy is set at an extremely low value (three orders of magnitude less than 
the actual fracture energy for matrix and fibres). Neglecting the damage evolution is not an 
option, since in Abaqus, this would only affect the output data, and not show any change in 
the force-displacement response [118]. Damage for fibre-reinforced materials in Abaqus, as 
discussed earlier in the report, is based on the work of Matzenmiller et al [117], and utilises 
the well-established damage initiation criteria of Hashin & Rotem [103,104]. Please refer to 
Chapter 2 (‘Numerical Modelling of Damage in Composite and Sandwich Structures’) for 
details. 
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All curves are produced using the explicit solver, with exception of the blue curve           
(Imp-Loen), which is generated using the implicit solver. The crimson (Exp-Loen-0), red 
(Exp-Loen-i) and purple (Exp-Loen-ii) curves have damage stabilisation (the application of a 
small artificial viscosity to prevent convergence difficulties – refer to Section 2.1.2) set to 0, 
1e-6 and 1e-5 respectively. Additionally, Exp-Loen-ii used a longer step time of 4 ms, whereas 
the other two curves used a step time of 2 ms. The longer step time results in a slower load 
application, which reduces the inertial effects. The explicit models are otherwise identical. 
The implicit analysis used damage stabilisation set to 2.5e-4 – analyses ran with a lower level 
of damage stabilisation aborted prematurely at a load level of approximately 500 N due to 
convergence failure at the first instance of complete material property degradation, in this 
instance in the matrix on the tensile face of the plate. The results are also displayed in Table 9; 
the two failed implicit runs are indicated in the table as Imp-Loen-0 and Imp-Loen-i, using 
damage stabilisation set to zero and 1e-4 respectively. The ‘% difference’ is calculated as the 
difference between the numerical and experimental results. The suffix Loen applied to each 
of these results denotes ‘low energy’, to separate these results, using artificially low fracture 
energies, from later models using the true fracture energies, and Exp and Imp denote models 
solved using the explicit and implicit solvers respectively. 
 
 
 
 

Figure 63: Force-displacement response for plates featuring damage initiation 
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Table 9: Results for plates with damage initiation 

Model 
At load-drop… 

Displacement (mm) Load (N) 
Numerical % difference Numerical % difference 

Exp-Loen-0 0.545 13.8 1755 15.1 
Exp-Loen-i 0.550 14.6 1762 15.4 
Exp-Loen-ii 0.580 19.0 1842 19.1 
Imp-Loen 0.489 3.9 1534 2.9 

Imp-Loen-0* 0.178 - 504 - 
Imp-Loen-i* 0.175 - 494 - 
Lloyd (2002) 0.47 - 1490 - 

*Analysis not completed 
 
The implicit model agrees very well with the experiment for the point of damage initiation. 
However, the high level of damage stabilisation required to complete the analysis 
successfully casts some doubt on the validity of the results. The results from the explicit 
model do not agree as well with the experiment. Damage stabilisation is useful in the explicit 
model to eliminate some of the noise in the post-damage onset response (compare Exp-Loen-
0 and –i), but clearly, too much stabilisation creates a potentially unsafe overestimate of the 
force at damage onset (see Exp-Loen-ii). The longer time-step shows a slightly smoother 
response overall, though this is due to the reduced resolution of the output history, rather than 
any meaningful change in the physical response.  
 
One modelling aspect not fully considered here is temporal convergence. This is akin to mesh 
refinement as applied to the temporal domain, and relates to the size of the increments used 
by the solver. Abaqus/Explicit uses automatic incrementation, but it is possible to make the 
time increments even smaller than that chosen by the solver (based on the minimum stable 
time increment) to gain greater accuracy. Implicit solvers will reduce the time increments as 
much as necessary to ensure convergence. Spatial discretisation (mesh refinement) tends to 
have greater influence on the solution accuracy, but a particularly thorough study would 
include the temporal convergence as well. 
 
It is essential to note once again that in the experiment, the first load drop was caused by 
delamination, which is not yet considered in this model. However, delamination and matrix 
cracking have been seen to be related [71,133,134], so the fact that these models agree well 
with the damage initiation load while only featuring intralaminar damage lends some support 
to these observations made by other researchers. It should be noted that the two faster explicit 
analyses had kinetic energy above the 5% quasi-static threshold, up to 18.6% of internal 
energy by the end of the load step. The slower model’s (Exp-Loen-ii) kinetic energy was at 
4.2% of the internal energy, and so can be treated as a valid quasi-static solution. It is 
illuminating to note that while the faster solutions were rather noisy, the accuracy of the 
results does not appear to be harmed. This is not unexpected, as low-velocity impacts result 
in an approximate quasi-static equilibrium state in the material [18], and thus remain 
representative of Lloyd’s experiments. 
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4.3.2 Initial Load Drop – Delamination 
 
To implement cohesive elements, a discrete ply model was prepared by modelling the top and 
bottom halves of the plate as separate 1 mm thick ply blocks, with a single 10 micron 
cohesive layer introduced as its own part between the two halves. Each ply block has half of 
the total plate layup applied using the usual composite layup tool, so that together, the two 
ply blocks produce the desired symmetric laminated structure. The cohesive layer was then 
joined to the mating faces of each ply block using tie constraints, which constrain the motion 
of nodes on the selected slave surface to have the same motion as the nearest node on the 
master surface [118]. Care must been taken to ensure that the nodes defining the tie 
constraints are not involved in the boundary condition definition, as this results in analysis 
errors. This becomes particularly relevant at the two loaded ends of a panel in edge 
compression, such as in the sandwich panels presented later in this report. Additionally, the 
cohesive elements must also be unconstrained – that is to say, not included in the boundary 
conditions. Although the use of cohesive layers necessitates a degree of discrete ply 
modelling, even if not necessarily going to the extent of modelling each ply individually (a 
perfectly plausible proposition), discrete ply modelling does have a useful side benefit of 
increasing the through-the-thickness fidelity of the model, due to the increased number of 
elements in the thickness direction. It also assists in accurate modelling of progressive failure, 
as the multiple through-the-thickness elements allow each ply block to fail individually, 
rather than the unrealistic situation presented by the equivalent single ply model used thus far 
wherein all plies essentially fail all at once. 
 
The cohesive layer is meshed with 8-node cohesive elements (COH3D8), using the material 
data given in Table 7. The quadratic maximum stress criterion is used for damage initiation in 
conjunction with energy-based damage evolution, which includes mixed-mode behaviour 
with linear softening. As before, the explicit solver is used for solving the non-linear problem, 
to prevent convergence difficulties when the interfaces start to fail, and damage stabilisation 
in the interface of 1e-6 is applied to the interface model. Taking the requirements for mesh 
refinement into due consideration (as discussed in Chapter 2) the bond layer contains 
approximately 23,000 elements, giving around 5 elements per mm. The plate has a much 
coarser mesh, approximately 1000 elements. Finally, element deletion for failed elements is 
suppressed in the bond. This is to prevent numerical problems due to severe element 
distortion, which can result from removing elements that are tied to other elements, as exists 
in this particular model. 
 
This model just described is used to produce all the following results, with the different 
responses produced via changes to the material data. Due to time constraints, and the 
considerable computational demands of the cohesive model, significant load acceleration is 
used here, with the step time being of the order of milliseconds. This is likely to invalidate 
the quasi-static loading assumption, though this is not considered important at this stage in 
the exercise, due to the reasons previously stated – these models are for proof-of-concept 
only. Initially, only the elastic response of the model is considered, and compared with the 
explicit model Exp_Loen_i from section 4.3.1, which confirmed that the model is responding 
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correctly for the elastic region. Then, the damage parameters are applied to the cohesive layer, 
but not the composite laminates. For comparative purposes, results generated using other 
damage evolution laws are also presented here. Figure 64 shows the single-bond cohesive 
model force-displacement response (One bd, red) compared with a benchmark explicit model 
(Exp-Loen-i from the previous section, shown here in blue) and the experimental data (green). 
Note that the benchmark data has been smoothed using an exponential moving average [167] 
with a smoothing factor of 0.2 applied to eliminate the noise in the post-damage region for 
clarity – this operation has no significant effect on the load peak. Figure 36 also shows the 
response of a two-layer cohesive model (Two bd, purple), where a second cohesive layer is 
introduced at the midplane of the upper (that is to say, the side in contact with the indenter) 
block of plies. 
 
The single-layer cohesive model with mixed-mode fracture and linear softening (One bd, red) 
shows a load drop at approximately 1810 N, for a displacement of approximately 0.595 mm. 
This provides a very interesting result when compared with the benchmark numerical model 
– recall that this model, Exp-Loen-i, gave a load drop at 1762 N and 0.55 mm displacement. 
The benchmark model only featured intralaminar damage and the cohesive model only 
includes failure in the interface – the similarity of the load and displacement at the onset of 
damage lends some credence to the suggestion that matrix damage and delamination are 
connected [71,133,134], and is worthy of closer investigation. The onset of damage in the 
interface agrees reasonably well with the experimental result, with the error being 
predominantly due to the limitations of the available material data, and the assumptions that 
have been required as a result in order to run the model successfully. Note also that the use of 
two cohesive layers does not have a significant effect on the results, with the two-layer model 
showing a slightly less stiff response, but with damage onset occurring at approximately the 
same load as the single-layer model. This result is useful, as it could potentially allow for 
good results with only a single cohesive layer, which would offer considerable benefits in 
terms of computational expense. 



110 
 

 
Figure 65 shows the response of the same single-bond model with different damage evolution 
parameters. The original model uses mixed-mode fracture behaviour with linear softening, as 
mentioned previously, and it is compared here with mode-independent fracture - Mode 1 
using 275 J/m2 for normal-opening fracture only, and Mode 2 using 940 J/m2 for shear-
opening fracture only, shown by light cyan and dark cyan curves respectively - and against 
results for mixed-mode fracture with exponential softening (Exp, purple). 
 
The responses shown in Figure 65 demonstrate the significance of using mixed-mode fracture 
in generating accurate results. The use of mode-independent fracture fails to take into account 
the interaction between normal opening and shear opening of cracks – selecting the lower of 
the fracture energies, associated with mode 1 normal opening (light cyan) results in 
significantly premature damage onset. The higher fracture energy, associated with mode 2 
shear opening (dark cyan) produces a result similar to that including mixed-mode fracture, 
suggesting that shear opening is the dominant fracture mode in this case. The linear softening 
law used in the main model is the preferred option, as the use of exponential softening (Exp, 
purple) appears to suppress the load drop that should arise at the onset of damage. 

Figure 64: Force-displacement response of cohesive models against 
experimental and numerical benchmarks 
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4.3.3 Damage Evolution – Intralaminar Damage 
 
As previously stated, after the onset of delamination in Lloyd’s experiment, the load in the 
plate is increased, with membrane stiffening being observed, until the plate eventually fails 
due to fibre fracture. To model this behaviour, damage initiation and evolution is now 
reintroduced into the composite material model for the plate with the cohesive element layer. 
 
Numerical difficulties were experienced here, due to the mismatched bond and ply meshes. 
Recall that for this model, a highly-refined layer of cohesive elements is tied to two ply 
blocks, which use a much coarser mesh. This had been intended to improve computational 
efficiency by avoiding the use of an overly refined mesh in the plies, while retaining the fine 
mesh required for a correct cohesive model response. The problem arises just over half-way 
through the analysis run, as the interactions between the tied meshes causes severe element 
distortion in the bond layer, resulting in premature analysis failure. Altering the meshes and 
the loading rate do not appear to solve the problem; rather, it appears to be a fundamental 
difficulty in using tied constraints with a cohesive layer in this particular problem, as the 
elements in the cohesive layer are failing due to shear sliding, rather than normal opening. 
More work is required to achieve a thorough understanding of this particular problem. The 
force-displacement plot for this model is included in Figure 66 (Tied, red). Up to the point of 
analysis failure, the overall shape of the response is very promising, with initial softening due 
to delamination, followed by a load increase due to membrane stiffening. As previously noted, 
the numerical response doesn’t fit the experimental curve particularly well, due to the 
necessary assumptions made in the material data. 
 

Figure 65: Force-displacement response of single-layer cohesive model 
with different damage evolution strategies 
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As a consequence of this analysis issue, a change of tack was required. A different approach 
to discrete ply modelling was adopted, whereby the whole plate is modelled as a single part, 
partitioned into different geometric regions (for this model, one unique region through-the-
thickness per ply block and/or bond layer is used). The required material properties and 
orientations are then applied to each region. In this instance, the two ply blocks are treated as 
individual composite laminates, mated together to provide the required symmetric layup, as 
before – in the case of each layer of the laminate being modelled separately, the composite 
layup tool would not be required, and the orientation of each ply would simply be applied 
directly. The use of this approach eliminates the issue of mismatched meshes experiencing 
severe distortion under heavy loading via imposed constraints. The downside however is that 
the significant mesh refinement required in the cohesive layer is necessarily copied through 
the thickness of the part, with a corresponding increase in computational effort; it has not 
been established whether different mesh densities can be produced for a part modelled in this 
manner. 
 
Figure 66 shows the response of both the initial discrete ply model, using tie constraints, that 
was used in the previous section (red) and the modified model utilising a partitioned model 
(Part’-Fast, blue). This is compared with the experimental results (green) and a modified 
version of the benchmark model discussed previously and shown in Figure 64, which is 
indicated here by the dashed cyan line. This new benchmark model uses intralaminar fracture 
energies set to their ‘true’ values – it is worth reiterating that these energies are estimated 
based on the values found for a different material, and thus may not necessarily be correct for 
this material system. Otherwise, the old and new benchmark models are identical, and lack 
any kind of cohesive layer, and so do not experience delamination. Finally, a ‘slow’ 

Figure 66: Force-displacement responses of models with a single, central cohesive 
layer, with intralaminar damage included 
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partitioned model, using a 10 ms step time, but otherwise identical to the one generating the 
blue curve (with a step time of 5 ms), is shown here by the purple curve. 
 
The first thing to note here is how critical it is to allow for delamination onset and 
propagation in the numerical model. With the correct fracture energy applied to the 
benchmark model, there is no meaningful change to the force-displacement response at the 
point of damage onset, as the material stiffness does not degrade particularly quickly. As a 
result, this model produces a response more reminiscent of the elastic-plastic behaviour of, 
say, an aluminium alloy. Introducing the cohesive layer allows the model to capture the 
stiffness degradation due to delamination correctly. The response of the tied model at 
delamination onset has already been discussed, and the responses of the partitioned models 
are broadly the same. The partitioned models deviate from the tied model at approximately 
2.9 kN, and thereafter gives a slightly better (but still fairly poor) estimation of the 
experimental response in the membrane stiffening phase of loading. 
 
The fast partitioned model, like the tied model, does not complete the analysis, suffering from 
severe element distortion late in the run. However, the element distortion in this case is due to 
the complete degradation of the material in the ply blocks – indeed, at this point in the 
analysis, very extensive fibre damage is observed in all plies. Thus, this model can be 
considered successful. The slow partitioned model completes the analysis without fatal errors. 
The other key difference between the partitioned models and the tied model is that the former 
models starts to exhibit gradually worsening noise in the response after about 4 kN. This 
corresponds with complete degradation of the entire cohesive layer in the model, indicating 
total separation of the two halves of the plate, at least within the clamped boundary. Figure 67, 
representative of both partitioned models, shows the cohesive layer in isolation (the two ply 
blocks are hidden) at 0.5 mm and 1 mm indenter displacement (a and b respectively). The 
parameter SDEG is the stiffness degradation in the layer, with a value of 1 indicating a fully 
degraded (failed) element. 
 
The initial stiffness reduction occurs at approximately 0.5mm displacement, and this is 
confirmed by Figure 67a. The initial delamination is fairly extensive, with a diameter of 
approximately 7.5 mm (estimated from the mesh density). This then grows very rapidly, 
covering more than half of the plate at 1mm displacement (Figure 67b). Both analyses 
eventually terminate due to fibre failure, as mentioned previously, but show the load reaching 
a plateau as opposed to the sharp drop seen in the experimental result. This plateau occurs at 
approximately 12.7 kN for the fast model, which is clearly a much higher load than the 
failure load of 9.1 kN seen in the experiment, with a percentage error of 39.6%. Curiously, 
this model produces a more significant overestimate than the benchmark model without a 
cohesive layer, despite using a slightly longer step time. The slow partitioned model produces 
a far more promising result – though it is still non-conservative compared to the experimental 
result, it is much closer, with the plateau occurring at approximately 9.9 kN, for a percentage 
error of 8.8%. 
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While the predicted severity of the delamination is suspect, and the failure load showing a 
plateau rather than a sharp drop is not ideal, that the cohesive layer is showing the onset and 
propagation of delamination, and that this has a subsequent effect on the load-displacement 
response of the plate, is a very encouraging result, which will be extremely valuable for the 
sandwich panel models to follow. The close agreement for the ultimate strength using the 
slow model is also very useful. 
 
The final consideration is the effect of mass scaling, an additional modelling technique that 
has been hitherto neglected. As mentioned in Chapter 2.4.1, this is a technique specific to the 
explicit solver used to improve the computational efficiency of dynamic analyses, by 
selectively increasing the elemental mass density to reduce the stable time increment. This 
technique is trialled here. Figure 68 shows the fast partitioned model (blue, denoted as ‘No 
MS’) compared with an otherwise identical model with variable mass scaling applied (gold), 
both over a shortened analysis run (1mm displacement). The mass scaling function is set to 
achieve a minimum time increment of 1e-8 s, by automatically increasing the mass of critical 
elements in the mesh. The positive effect on the run time is indisputable – the scaled mass 
model completes the analysis in 3 hours, as opposed to the unscaled model which takes 12 
hours (both use two processors). For completeness, note also that the slow model just 
discussed completed the analysis in around 14.5 hours, using four processors. The mass 
scaling used here has a significant negative effect on the results, producing a response almost 
identical to the mode-independent fracture response (Mode 1) from Figure 65 (cyan). This is 
an obvious deviation from the expected behaviour, though it is unclear why the response 
suddenly seems to become dominated by a normal opening fracture mode when all other 
aspects of the two models are the same. Additional work here is appropriate, since the 

Figure 67: Degradation of the cohesive layer at (a, left) 0.5mm and 
(b, right) 1mm indenter displacement 
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runtime benefits of using mass scaling are too significant (and potentially useful) to abandon 
the technique altogether - while good results have been shown to be achievable, the 
computational requirements may prove problematic. All this said, producing good quality 
results remains the priority, and the work presented in this chapter provides a very solid 
foundation upon which the sandwich panel models can be developed. Crucially, the use of 
rigid surfaces in conjunction with a contact algorithm for load application, the explicit 
dynamic numerical solver for the analysis, and the Hashin criteria and the cohesive zone 
model have all been shown to work effectively in modelling load and damage in composite 
structures. 
 

 
 
 
 
Based on the work presented in this Chapter, it is shown that delamination and intralaminar 
failure in composite plates can be successfully simulated using the cohesive zone method and 
Hashin criteria. This necessitates the use of the explicit solver in Abaqus to ensure robustness 
once the material behaviour becomes highly non-linear. The use of a rigid surface in 
combination with a general contact algorithm is a convenient method for applying the load 
and extracting the force-displacement data. Continuum shell elements are suitable for 
meshing the plates, as it may be readily applied to a 3-dimensional geometry (useful for 
sandwich panel construction, where multiple components may need to be assembled) and 
allow improved through-the-thickness fidelity over their conventional 2-D counterparts. The 
sandwich panels developed in the following Chapters will thus implement all of these 
features.  

Figure 68: Load-displacement response of mass-scaled and unscaled models 
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5: Sandwich Model Development 
 
The numerical model for a sandwich panel representative of the experimental work described 
in Chapter 3 is developed and presented herein, using the skin model developed in Chapter 4. 
The model allows for the formation and propagation of delaminations in the impacted skin of 
a sandwich panel subject to a quasi-static indentation (which serves as an approximation of a 
low-velocity impact), followed by edge compression. The influence of this damage 
mechanism is used in conjunction with the Hashin composite failure criteria, and a simple 
plasticity model to capture core crushing. This model is prepared using material and panel 
configuration data from an experimental study by Czabaj et al [33,40]; the results from this 
study are used for comparative purposes. The predicted and measured damage extents will 
also be compared, to ascertain whether there is a link between the quality of the damage 
prediction and the accuracy of the strength estimate. 
 
 
5.1: Czabaj, Singh et al Experimental Studies 
 
A number of panel configurations and layups were studied by Czabaj et al [33,40], using 
panels with carbon-epoxy skins (IM7/8552) and aluminium honeycomb core (HexWeb CR-
III, 3.2mm cell size, 5052 aluminium alloy). This model simulates the the‘Q1-C1’, ‘Q1-C2’ 
and ‘Q2-C1’ configurations indicated in Czabaj et al. Q1 and Q2 relate to two of the quasi-
isotropic lay-ups used by Czabaj et al, with lay-ups of [45/0/-45/90]S and [45/-45/0/90]S 
respectively. C1 and C2 correspond to two of the cores used in the Czabaj et al study, both 
with density 49.7 kgm-3, but with thicknesses of 25.4mm and 16.5mm respectively. The 
planar dimensions are 178 x 152 mm for all panels. Only the cross-sectional area of the skins 
is used for the strength calculation: with a nominal ply thickness of 0.127mm, this gives a 
skin thickness of 1.016mm, for a total cross-sectional area of 3.08864 x10-4 m2

. The ribbon 
direction of the honeycomb core and the 0º plies in the skins are parallel to the longer of the 
panel’s planar dimensions. This is also parallel to the loading direction in compression. 
Panels damaged with the smaller indenter tended to show lower residual strengths in the 
experimental investigation, perhaps due to fibre fracture during indentation, which was not 
caused by the larger indenter. 
 
The initial damage is produced via quasi-static indentation due to an applied load, recreating 
the damage induced in sandwich panels during an experimental study by the Singh et al [168]. 
Two sizes of indenter, both hemispherical, are used here, with a suitable load applied to 
correspond with the onset of Barely Visible Impact Damage (BVID). For the 76.2mm 
indenter, this load equalled 2,800 N. The smaller 25.4mm indenter required a 1,300 N load 
for BVID. Both cases are modelled here for each of the panel configurations stated above, as 
well as the undamaged (virgin) panels for each configuration, for nine models in total. During 
the quasi-static indentation, the panel was rigidly supported – that is to say, it was placed on a 
solid surface, with no additional constraint necessary. For the subsequent edge compression, 
the free edges of the panel were left unconstrained. The strength results from this study are 
included with the predicted strengths from the model in Table 13. Failure in the virgin panels 
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tests was usually via microbuckling, shear fracture, or a combination thereof in the 0º plies 
with subsequent fracture in the rest of the plies in a direction perpendicular to the loading 
direction [40]. The nature of the damage caused by the QSI varied depending on the skin and 
core configuration; from Singh et al [168], the Q2 lay-up experienced more delamination than 
the Q1 lay-up, due to the presence of 90º changes in ply orientation. The panels with the 
thinner C2 cores also experienced more delamination then those with the C1 core, due to 
reduced load redistribution resulting in an effectively stiffer structural response. Finally, the 
larger indenter induced larger delaminations, though this conclusion is based on qualitative 
rather than quantitative assessments. 
 
 
5.2: Model Description 
 
The final form of the model developed in the current work has the following features: 

• The panel model has a single symmetry plane parallel to the compressive loading, so 
for efficiency, a half-model is used, with a symmetric boundary condition ensuring 
correct model behaviour. Note that in post-processing, the reaction forces must be 
doubled to give a true representation of the structural response. 

• The analyses are performed as multistep analyses. A quasi-static transverse 
indentation is applied first, under load control. The indenter is then withdrawn and 
finally, after a pause step to facilitate redefinition of boundary conditions, a quasi-
static edge compression is applied via displacement control to find the residual 
strength of the damaged panel. 

• All steps use a dynamic explicit solver, due to the highly non-linear structural 
response arising from material damage and failure. The indentation load is applied at 
a rate of 1MN/s, and the compression-after-impact (CAI) displacement is applied at a 
rate of 0.5m/s. The use of load control in the indentation phase is not ideal, but in lieu 
of displacement information for this phase, ramping the load to the stated target load 
must suffice. These loading rates represent a significant acceleration of the problem as 
compared to a true quasi-static analysis. The rule-of-thumb for simulating quasi-static 
loadings with a dynamic solver assumes that the response of the structure is quasi-
static provided that the kinetic energy does not exceed 5% of the system internal 
energy [147]. The ratio between kinetic and internal energy falls well below this 
accepted threshold for these loading rates – a typical example here, Q1-C1-lg-3, has 
an energy balance of 0.02% in the indentation phase and 0.33% in the compression 
phase - so the quasi-static loading assumption can be considered valid. The peak load 
is taken as the point of reference in both steps, as the kinetic energy will inevitably 
spike at ultimate load, due to a loss of system equilibrium. 

• Both the initial indentation and compression-after-impact loading are applied via rigid 
surfaces using a general ‘all-with-self’ contact interaction. This allows the load and 
displacement history for both steps to be generated by monitoring a single node that 
defines the surface. The rigid surfaces have small masses applied to the controlling 
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nodes, to enable their use with the explicit solver, while minimising the effect of 
inertia. 

• The cohesive surface interactions between surface pairs, forming the interlaminar 
interfaces for delamination prediction, are defined within the general contact 
definition, using the material data given in Table 10. There are two locations for the 
cohesive interface: configuration 1 places the surface at the third interface from the 
indented surface in the indented skin (between the -45º and 90º plies in the Q1 lay-up, 
and the 90º and 0º plies in the Q2 lay-up). This surface is denoted as ‘cohesive surface 
1’ in Figure 41. Configuration 2 places the interface at the fifth interface from the 
indented surface (between the 90º and -45º plies in the Q1 lay-up, and the 0º and 90º 
plies in the Q2 lay-up); this surface is denoted in Figure 69 as ‘cohesive surface 2’. 
There is also a third configuration presented here, which includes both of the above-
mentioned cohesive surfaces. These locations have been chosen because delamination 
is expected to occur at a location where there is a change in fibre orientation [168]. 

• The skins are perfectly bonded to the core using tie constraints. The sets used to 
define the tied regions are selected such that a region around the edges of the mated 
parts are treated as unconstrained, to avoid clashes with the boundary condition 
definitions. 

• All boundary conditions are applied to sets defined at the assembly level. For 
convenience, these sets are defined by geometry. 

• Skins are meshed using 8-node general-purpose continuum shell elements with 
reduced integration (SC8R). The composite lay-ups are defined using Abaqus’ lay-up 
tool, with Hashin criteria used to model laminate damage initiation and evolution 
[118]. The core is modelled as a solid, using a homogenous orthotropic core model 
with crushing behaviour applied via a simple plasticity response. It is meshed using 8-
node linear solid elements with reduced integration (C3D8R). Hourglass control is 
applied to all elements by default, preventing spurious compliances under loading. 

• Damage in the cohesive interface is initiated via the quadratic traction criteria and 
damage evolution controlled by the energy-based Benzeggagh-Kenane criteria with 
linear softening behaviour. 

• The indented skin (which is split into two or three blocks to allow for the inclusion of 
the cohesive surface, depending on the configuration) has approximately 1 element 
every 0.46mm on average, with the mesh density increasing significantly towards the 
indented region. This level of refinement is necessary for the cohesive surface to 
provide a reasonably accurate description of the initiation and propagation of the 
delamination. Indeed, to improve the delamination prediction would require even 
greater mesh refinement; for composite materials, the cohesive zone whereby damage 
is developing will typically be tenths of a millimetre in length, and it is recommended 
to have at least three elements in this region to produce an accurate cohesive response 
[122,125]. The mesh size chosen is a compromise solution, giving an acceptable load-
displacement response without requiring excessive computational resources, which 
was verified via a brief mesh sensitivity study, performed by trialling the preliminary 
models with different mesh densities (presented in the next section). The two cores 
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are meshed with approximately 1 element/mm in the through-thickness-direction to 
ensure a good representation of the core crushing behaviour. The distal skin has a 
relatively coarse mesh, as its response is only of secondary importance in this 
particular model. In total, the models contain approximately 113,000 elements; the 
exception is the Q1-C2 model, which has approximately 94,000 elements, due to the 
thinner core. Model configuration 3, with the additional cohesive layer, has between 
approximately 138,000 and 119,000 elements, depending on the core thickness.  

• The key data output is the reaction force and displacement at the compression 
surface’s controlling node, and the system’s kinetic and internal energies. The force 
and displacement of the indenter is gathered to confirm the required load level for the 
damaging event is reached. Full-field data is collected for the out-of-plane 
displacement, the stiffness degradation in the cohesive surface, indicating 
delamination, and intralaminar damage. This data is used to predict the extent of the 
damage induced by the indentation. 

 
A small number of preliminary models were produced and analysed before the final form 
described above was settled upon, based upon the Q1-C1-lg configuration only. These 
approaches are as follows: 
 
P1: A single cohesive element layer introduced to the mid-plane of the top (impacted) 
skin only. 

i. A variant of this model uses a cohesive surface interaction, which provides a 
cohesive interaction without needing a separate layer of element, between the 
two ply blocks, as opposed to a layer of cohesive elements. Two versions of 
this model are trialled, using moderately refined and highly refined meshes. 
These will be distinguished using the suffixes –mid and –hi respectively. 

P2: A single layer of cohesive elements added to the mid-plane of both skins. Both 
models using cohesive elements are added by the use of partitions in the part model, and are 
meshed using 8-node cohesive elements (COH3D8). 
P3: Three cohesive surface interactions are added to the top skin, dividing the top skin 
into pairs of plies. Two versions of this model, using coarse and refined meshes, are trialled, 
designated using the suffixes –lo and –hi respectively. 
 
The final model is shown schematically in Figure 69, showing load directions, boundary 
conditions, material orientations and interfaces. The meshed model (Q1-C1-lg-1), also 
showing the rigid surfaces used to apply the loadings, is shown in Figure 70. Note that 
degrees-of-freedom 1, 2 and 3 and displacements u, v and w act in the directions of the x, y 
and z coordinates respectively. 
 
The material data used in the model is given in Table 10. The data is predominately taken 
from Czabaj (the ‘corrected’ data stated in [40] is used here). Some data has had to be taken 
from other sources, namely the core ultimate and crush strengths, taken from Hill [4], and the 
cohesive layer properties. There is no data provided by Czabaj for the interlaminar behaviour 
of this particular material, so the required data is predominately gathered from Camanho & 
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Davila [75] for a similar carbon-epoxy material. The exception is the normal opening and 
shear opening fracture energies, and the interlaminar shear strength, which are taken from 
Lloyd [163] for another carbon-epoxy composite. The mode-mix ratio used in the 
Benzeggagh-Kenane criterion for fracture propagation is also taken from Camanho & Davila, 
for yet another material system. This lack of consistency in the interlaminar material data 
must be regarded as a potential source of error, though it should be noted that the interlaminar 
performance of these different materials is reasonably similar. The data provided assumes a 
cohesive layer of 10 microns thick. Damage stabilisation is applied to the skin and cohesive 
models to ensure smooth behaviour. This is set at 1e-6 for all stabilisation parameters, to 
prevent stabilisation having an undue influence on the solution. Note in Table 10 that the 
numbers 1, 2 and 3 correspond directly with the same numbers in Figure 69. For the strength 
directions, the first letter (L or T) refers to the longitudinal (1) direction or transverse (2) 
direction respectively. The second letter (T or C) denotes tension and compression 
respectively. 
 

  

Figure 69: Schematic representation of the composite sandwich model, including 
boundary conditions, load and material directions and interfaces [1,2] 
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Figure 70: Meshed sandwich including rigid 
surfaces for load application (Q1-C1-lg-1) [1] 



123 
 

Table 10: Material Data for Czabaj Numerical Model [1] 

 
 
The Czabaj et al investigation used composite skins produced from uni-directional prepregs 
rather than fabric composites, such as used by Hwang & Lacy [11,12]. Thus, using Abaqus’s 
composite layup tool is more likely to produce an accurate result for this material 
configuration. The material of the honeycomb is also significant. Modelling a nomex 
honeycomb as an orthotropic solid with elastic-plastic behaviour to simulate crushing may 
not be ideal, as the aramid paper that the core is made from is itself an anisotropic material, 
with failure under compressive loading occurring via fracture rather than cellular buckling 
[139]. Czabaj et al induced damage via quasi-static indentation, so in this model there is no 
need to try to and approximate the dynamic impact event; as well as potentially improving 
the accuracy of the results by removing the influence of inertia and strain-rate dependency, it 
is also more efficient from a modelling perspective, as the damage event does not require 
calibrating in terms of finding a level of applied displacement that will produce a state of 

 C-E skins Al HC core Bond 
t (mm) 0.127 (ply) 25.4 or 16.5 0.01 

ρ (kg/m-3) 1,770 49.7 

- E (GPa) 
1 143 1.48 x10-4 
2 12.9 1.47 x10-4 
3 - 1.1 

KE3 (TPa/m) - 1,100 

G (GPa) 
12 4.13 8.9 x10-5 

- 13 4.13 0.17 
23 3.98 0.127 

KG (TPa/m) m2 - - 600 
m3 370 

ν 
12 0.32 1 

- 

13 - 1 x10-5 
23 1 x10-5 

σ (MPa) 

LT 2,323 

- LC 1,200 
TT 160.2 
TC 199.8 
Ult 

- 
2.3 

Crush 0.9 
mode 1 

- 

45 

τ (MPa) 

L 130.2 - T 151.7 
m2 - 66.3 
m3 66.3 

GC (N/m) 

LT 81,500 

- LC 106,300 
TT 277 
TC 788 
m1 

- 

275 
m2 940 
m3 940 

Mode-mix ratio 2.284 
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damage representative of that produced via impact. The key departures of the current model 
from the Czabaj et al exercise include the use of a homogenous orthotropic core throughout 
in the current model, whereas Czabaj et al included a region under the indenter with an 
explicitly modelled honeycomb geometry. Additionally, Czabaj et al used skins meshed with 
solid elements, without a prediction method for delamination initiation and growth, whereas 
the current model utilises continuum shells, with the cohesive zone method providing 
delamination simulation. 
 
The models are all run on a 64-bit Intel Xeon supercomputing cluster due to their size. Note 
that wall time is defined as the real time the problem is run for. CPU time is the equivalent 
time a single CPU would require to complete the run, and the parallelisation efficiency of the 
run is provided by dividing the wall time by the CPU time, and then dividing this number by 
the number of cores used for the analysis. The supercomputing cluster is split into 161 
processing nodes, with each node containing two six-core Intel Westmere Xeon X5650 CPUs, 
for a clock speed of 12 x 2.66 GHz. As far as the author is aware, it is not possible to split an 
analysis over multiple nodes. This, combined with a hard limit on the wall time of 100 hours, 
creates a limit on the amount of CPU time available for a single analysis of 1,200 hours. It is 
possible to run analyses for longer than 100 hours of real-time via the use of Abaqus’ restart 
functionality, but this was not used here to avoid over-use of available resources. 
 

5.3: Preliminary model results 
 
Table 11 gives the strength results from the preliminary sandwich models described in the 
previous section. The numerical result is compared with the maximum strength result given 
by Czabaj’s experiments [40] for this panel configuration. Table 12 gives the runtime data for 
these models, so the computational performance of the analysis can be assessed. Note that 
virgin panel models were not produced for every model configuration. In these, and all 
following cases, the strength is found by simply dividing the peak force output by the 
numerical model by the cross-sectional area of the skins, which was previously given as 
3.08864 e-4 m2 for every panel configuration under consideration in this Chapter. 
 
From these tables, it is clear that introducing a cohesive layer to the impacted skin alone 
provides a very good estimate for the strength of the panel, provided that the mesh is 
sufficiently refined to allow the cohesive zone model to behave correctly. Including the 
cohesive layer on both skins results in a large over-estimate of the CAI strength. Model 1-i-hi 
and 3-hi both show very good agreement with the experimental result for the damaged model, 
with the former model being nearly as accurate as the latter model, while requiring less than a 
quarter of the computational resources, despite being less than half the size in terms of the 
number of elements. This difference is due to the number of cohesive interactions: even 
though these relationships do not contribute to the element count, computational effort is still 
required to solve them, so obviously increasing the number of cohesive surfaces increases the 
computational effort.  
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Table 11: Numerical results for the preliminary Czabaj sandwich models 

Model Virgin strength (MPa) CAI strength (MPa) % error (CAI) 
P1 465.34 347.27 +6.99 

P1-i-mid - 271.13 -19.1 
P1-i-hi 506.01 319.49 -1.1 

P2 - 413.6 +21.91 
P3-lo - 359.13 +10.1 
P3-hi 460.63 324.59 +0.49 

 

Table 12:  Runtime data for preliminary models 

Model Problem size 
(elements) 

Cores 
used 

Wall time 
(hours, mins) 

CPU time 
(hours, mins) 

Parallelisation 
efficiency (%) 

P1 116,328 12 40h 16m 471h 44m 97.6 
P1-vir 116,328 8 3h 29m 25h 21m 91.0 

P1-i-mid 80,612 6 30h 13m 167h 37m 92.5 
P1-i-hi 156,642 6 45h 41m 256h 59m 93.8 

P1-i-hi-vir 156,642 12 6h 30m 63h 42m 81.7 
P2 205,816 12 50h 25m 588h 15m 97.2 

P3-lo 70,016 12 33h 12m 372h 33m 93.5 
P3-hi* 146,464 12 90h 1m 1063h 48m 98.5 
P3-vir 146,464 12 18h 0m 207h 58m 96.3 

*Did not finish; wall-time allocation for run exceeded 
 
The results for the virgin models are more questionable when compared with the 
experimental results. 1 and 3-hi are both outside experimental variation, but are within 10% 
of the upper end of this range. 1-i-hi gives a result that over-estimates the maximum 
experimentally observed virgin strength, for a percentage error of +19%, as compared to the 
upper limit of the experimental range (425.4 MPa). However, it is noteworthy that the three 
virgin models give results within 10% of one another. It should also be reiterated that scatter 
in experimental data for edge compression of panels is a well-recognised problem, due to its 
sensitivity to geometric imperfection, and the models assume a perfect panel, so these results 
cannot be discounted out of hand, even though these limitations cannot be ignored either. One 
observation worth making is that the elements at the boundary between the core and the 
bottom (un-impacted) face show considerable deformation, as the distal skin tries to buckle 
away from the core. This suggests that skin-core debonding may be a valuable inclusion in 
the model at this location, though it should be noted that panel failure occurs before this 
deformation is observed, so the apparent debonding seen here may be a consequence of panel 
failure, rather than influencing the failure itself. Based on these above results, model P1-i-hi 
will be carried forward for the modelling of the experiments. 
 
The preliminary models form a mesh sensitivity study of sorts as well. The computational 
demands of the analysis mean that performing a full mesh sensitivity analysis would consume 
too many resources, especially due the model being made up of numerous components, the 
refinement of each part undoubtedly having its own influence on the overall mesh sensitivity 
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of the model. The number of elements in each variation is obviously governed as much by the 
structure of the model as the mesh refinement. Direct comparisons are possible with 1-i and 3. 
1-i-mid and 1-i-high have 80,612 and 130,407 elements respectively, and 3-lo and 3-hi have 
70,016 and 146,480 elements respectively. Clearly, and intuitively, increasing the mesh 
refinement improves the accuracy of the results. The highly-refined models showed very 
good agreement with the experiments so there was no need to further refine the mesh, as the 
increase in computational effort would not be worth the marginal improvements in accuracy. 
The accuracy of the solution drops quite quickly with coarser meshes; this is particularly 
clear with 3-lo, despite the notionally more accurate structure of the model. This will at least 
partly be due to inaccuracies in the cohesive model response with the coarser meshes. 
 
The loading rates applied result in significant acceleration of the problem. Both the 
indentation and the edge compression are quasi-static loadings in actuality. The reader is 
reminded of the rule-of-thumb for simulating quasi-static loadings with a dynamic solver, 
which assumes that the response of the structure is quasi-static provided that the kinetic 
energy does not exceed 5% of the system internal energy. It is difficult to determine whether 
this criterion is met during the indentation phase, as the indentation is applied via load control 
rather than displacement control, resulting in a non-linear displacement-time response, and 
consequently a complex relationship between kinetic energy and internal energy. Considering 
1-i-hi, the peak displacement, corresponding to the peak load occurring at 5.6ms, is 4.313mm, 
giving a peak kinetic energy for the indentation phase of 0.297J. The system internal energy 
at this time is 7.271J, giving an energy balance (the ratio of kinetic energy to internal energy) 
of 4.09%. This falls comfortably within the threshold for a quasi-static response. Next, the 
edge compression phase is considered up to 9.08ms, where panel failure occurs (the loss of 
system equilibrium inevitably causes a spike in the kinetic energy here). At this time, the 
kinetic energy is 0.64J and the internal energy is 30.17J. This gives an energy balance of 2.12% 
for the compression phase, which is also well within the 5% threshold. The energies are 
easier to interpret here, as the edge compression is applied via displacement control. Also, at 
the start of the compression phase, the internal energy is non-zero, due to residual strain 
energy from the indentation phase. 
 
On the whole, it is more efficient (defined in this context as (CPU time / number of 
processors) / real time) to use a higher number of processors - the relatively low efficiency of 
the 1-i-hi-vir run standing out as an obvious anomaly, due the overall brevity of this 
particular analysis - but software licensing constraints mean that it is often not possible to 
make full use of the hardware. Longer runs also tend to be more efficient, as the 
supercomputer requires a certain amount of time to get up to speed. One factor that does 
stand against the use of 6 cores in the supercomputing cluster is that a single core of the 
cluster is slower than a single core in the available desktop machines, so using 6 cores in the 
cluster is not appreciably quicker than using the maximum available 4 cores on a desktop. 
Using the desktop for the analysis runs would create separate difficulties of its own however, 
as the machine would become unavailable for routine usage. It should be noted that the final 
model is based on P1-i, with a mesh refinement roughly between that of the –mid and –hi 
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variations. It should also be reiterated that the position of the cohesive surface is moved to 
boundaries between dissimilar ply orientations, to produce a more realistic response. 
 
 
5.4: Residual Strength Prediction 
 
The residual strength results from the final-form models are presented in Table 13. The 
models are all run on the supercomputing cluster mentioned previously (with exception of 
Q1-C2-lg, which is run on an office desktop computer, see asterisk). Included in this table are 
the mean CAI strengths for the configurations considered, as presented in the experimental 
results from Czabaj [40]. The suffixes vir, lg and sm indicate the virgin tests, and the CAI 
tests using damage induced by the large and small indenters respectively. Table 14 shows the 
strain-to-failure and stiffness predictions from the models, as compared with the experimental 
results. 
 
The CAI strength results vary between very good-to-fair depending on the panel, loading 
configuration and model configuration. For the purposes of this discussion, a “good” result 
has a percentage difference, as compared to the experiments, of 10% or less, and “very good” 
is 5% or less. These values are based on the experimental variation in the experimental data; 
5% is within experimental variation for most of the experiments, and 10% is within the 
maximum variation across all tests. Model configuration 1 gives the best residual strength 
predictions for the large indenter configurations whereas configuration 2 gives the best results 
for the small indenter configurations, and also the undamaged panel models. Perhaps 
unsurprisingly, configuration 3, using both cohesive surfaces, offers a ‘best of both worlds’ 
solution, with generally good agreement with the experiments for both CAI configurations, 
albeit at a significant computational cost (the runtimes using configuration 3 are 
approximately double that of the other two configurations). What is interesting to note is that 
the percentage residual strength prediction, if not necessarily the absolute strength values, is 
generally conservative, with the agreement between the numerical and experimental 
percentage residual strengths sometimes becoming weaker as the agreement between the 
absolute strength results becomes stronger. However, the residual strength prediction is 
necessarily dependant on the accuracy of the undamaged strength prediction. The model 
seems to perform best with the Q2-C1 configurations, as the presence of the cohesive 
surfaces at a 90º ply boundary (where delamination is more likely) produces a physically 
more accurate response. The strength results tend to be non-conservative, as the model is an 
idealised representation of actual structures (that is to say, the geometry, loading and 
boundary conditions are all assumed to be perfect), and so lack the imperfection sensitivity 
present in real structures.   
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Table 13: Residual strength results from numerical models 
and Czabaj et al experiments [1] 

*1 = cohesive surface 1 only; 
2 = cohesive surface 2 only; 
3 = both surfaces 
 
** Minor adjustments to the mesh required for Q1-C1-sm-3 to avoid element distortion issues. 
 
+ All Q1-C2-lg models run on a desktop machine using 3 cores. 
 

Colour code for percentage errors: 
<5%  <10%  <15%  >25%  >35%  >50% 

           

Model* CPU time 
(hrs, mins) 

Pmax 
(kN) 

σCAI (MPa) % residual strength 
Num Exp % error Num Exp % error 

Q1-C1 

vir 
1 143h 28m 144.5 467.8 

400.1 
16.9 

- 2 297h 52m 101.5 328.7 -17.8 
3 289h 23m 150.4 486.8 21.7 

 

lg 
1 276h 19m 101.5 328.7 

322.7 
1.9 70.3 

80.7 
-12.9 

2 263h 1m 76.2 246.9 -23.5 75.1 -6.9 
3 472h 29m 104.2 337.2 4.5 69.3 -14.1 

 

sm 
1 157h 48m 116.4 376.7 

293.6 
28.3 80.5 

73.4 
9.7 

2 271h 41m 86.6 280.3 -4.5 85.3 16.2 
3** 403h 4m 83.7 271.0 -7.7 55.7 -24.1 

 

Q1-C2 

vir 
1 147h 40m 143.9 466.0 

348.3 
33.8 

- 2 125h 42m 102.3 331.3 -4.9 
3 282h 24m 149.8 484.8 39.2 

 

lg+ 
1 160h 29m 79.2 256.3 

274.7 
-6.7 55.0 

78.9 
-30.3 

2 146h 13m 75.9 245.8 -10.5 74.2 -5.9 
3 278h 19m 85.6 277.2 0.9 57.2 -27.5 

 

sm 
1 211h 52m 93.1 301.3 

247.3 
21.8 64.7 

71.0 
-8.9 

2 203h 24m 76.3 247.2 0.0 74.7 5.2 
3 434h 3m 76.5 247.5 0.1 51.1 -28.1 

 

Q2-C1 

vir 
1 152h 45m 148.0 479.3 

444.1 
7.9 

- 2 134h 02m 139.3 450.1 1.6 
3 291h 18m 157.4 509.6 14.7 

 

lg 
1 276h 100.6 325.7 

299.1 
8.9 68.0 

67.3 
0.9 

2 279h 47m 98.7 319.5 6.8 70.8 5.2 
3 442h 43m 103.6 335.6 12.2 65.8 -2.2 

 

sm 
1 165h 57m 124.0 401.5 

312.4 
28.5 83.8 

70.3 
19.1 

2 221h 10m 107.5 348.0 11.4 77.2 9.7 
3 441h 20m 104.8 339.4 8.6 66.6 -5.3 
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Table 14: Strain and stiffness results from models and experiments 

 *Stiffness calculation assumes linear response up to final failure 
 
 
On the whole, the predictions for the undamaged panel strengths are moderately good at best 
when compared with the experimental results, becoming quite poor for the Q1-C2 panel; all 
the same, the numerical model produces strength predictions well within the 1.4 factor of 
safety recommended by NASA for uniform composite structures [169]. Generally, the 
undamaged strength predictions are noticeably less accurate than the CAI results produced 
using the same model set-ups. The already-mentioned problem of scatter in experimental data 
for edge compression of panels may be an influencing factor in this error. One peculiar result 
in Czabaj’s study is that the compressive strength of the undamaged panels seems to be 

Model Strain-to-Failure (%) Stiffness (GPa)* 
Num Exp % error Num Exp % error 

Q1-C1 

vir 
1 0.81 

0.77 
5.1 65.4 

52.0 
25.8 

2 0.54 -30.0 65.6 26.2 
3 0.88 14.6 55.2 6.1 

        

lg 
1 0.56 

0.56 
-0.7 59.1 

57.6 
2.6 

2 0.41 -26.8 60.2 4.5 
3 0.57 2.3 58.8 2.2 

        

sm 
1 0.63 

0.51 
24.5 59.3 

57.6 
3.0 

2 0.45 -11.9 62.4 8.3 
3 0.46 -10.8 59.6 3.4 

         

Q1-C2 

vir 
1 0.81 

0.70 
15.6 59.2 

49.8 
19.0 

2 0.55 -21.3 64.1 28.8 
3 0.88 25.2 55.3 11.1 

        

lg 
1 0.44 

0.49 
-9.4 57.7 

56.1 
2.9 

2 0.40 -17.5 60.8 8.3 
3 0.47 -4.8 59.4 5.9 

        

sm 
1 0.51 

0.42 
20.4 59.6 

58.9 
1.2 

2 0.40 -3.7 61.1 3.8 
3 0.41 -2.4 60.4 2.5 

         

Q2-C1 

vir 
1 0.87 

0.85 
2.4 62.7 

52.3 
19.8 

2 0.76 -10.1 55.5 6.1 
3 0.96 13.0 53.0 1.4 

        

lg 
1 0.55 

0.51 
8.0 59.2 

58.7 
0.8 

2 0.53 4.6 59.9 2.0 
3 0.56 10.2 59.7 1.8 

        

sm 
1 0.68 

0.53 
28.3 59.1 

58.9 
0.3 

2 0.57 8.1 60.7 3.1 
3 0.57 7.1 59.8 1.6 
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dependent on the lay-up in a manner that is not expected, as the Q1 and Q2 lay-ups have 
identical numbers of plies oriented to the 0/45/-45/90º axes [40]; this may be due to the 
increased likelihood of delamination in the Q2 lay-up. Additionally, the Czabaj panels had 
skins co-cured with the cores, resulting in some waviness of the plies closest to the core, 
which in turn induces a degree of imperfection for which the model does not allow. It may 
therefore be more appropriate to treat the virgin panel numerical results as a theoretical 
upper-limit for panel strength. The noteworthy exception already identified is model 
configuration 2, which shows good agreement with the experimental strength results. 
 
Considering Table 14, it can be seen that the numerical strain-to-failure estimates are 
moderately good, though with considerable variation between indenter and structural 
configurations. The panel stiffness estimates provided by the model are generally very good 
for the indented panels. The stiffness estimates for the virgin panels are generally 
significantly overestimated, due to the significantly non-conservative estimates for the 
ultimate strength of these panels. However, it is encouraging that these values are generally 
accurate, as it demonstrates that the model is capturing the structural response of the panels 
correctly, as well as the ultimate strength. The stress-strain responses for all 18 models are 
shown in Figure 71 to Figure 79. Each figure compares the performance of the three different 
model set-ups for each structural configuration against each other, and an idealised stress-
strain response derived from Czabaj’s experimental data (indicated in each plot by the suffix 
Exp). These plots clearly show the generally good agreement between the models and the 
experimental work. Encouragingly, every model exhibits the classic linear-elastic-brittle 
structural response, with little or no softening of the structure being observed prior to the 
severe load-drop that indicates failure. The post-failure response varies between models. 
Most drop to a very low near-constant stress value. Others, particularly the small indenter 
models, show some degree of progressive failure prior to the strength degrading to a constant 
value. It is noteworthy that the virgin panel models show greater stiffness than the 
experimental results would suggest, while the damaged models capture this very well, and on 
the whole the response of the models is largely independent of the specifics of their 
configuration.  
 
A key limitation with all the models is the simple, homogenised core response. Singh et al 
[168] note that the core is the primary controller of the QSI indentation response, so 
inaccuracies in the core behaviour will inevitably affect the state of the damage prior to the 
CAI loading, and thus influence the ultimate strength. In spite of this, the CAI results are 
consistently good using model configuration 3, regardless of panel and load configuration. 
Instead, the deficiency in the core model may be more significant in explaining the relative 
weakness of the model at predicting the undamaged strength of the panels, as the response of 
the virgin panels may be more sensitive to flaws in the core response in lieu of a pre-existing 
delamination. Future work is required to address this deficiency in the core model. Singh et al 
also note that, for the small indenter configurations, delaminations tend to be deeper in the 
plate, at the 5th, 6th and 7th interfaces. This may explain why model configuration 2, with the 
cohesive surface set deeper into the panel, gives improved results for the small indenter load 
cases over configuration 1, where the cohesive surface is placed closer to the indented surface  
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Figure 71: Stress-strain responses for the Q1-C1-vir panel models [1] 

Figure 72: Stress-strain responses for the Q1-C1-lg panel models [1] 

Figure 73: Stress-strain responses for the Q1-C1-sm panel models [1] 
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Figure 75: Stress-strain responses of Q1-C2-lg panel models [1] 
 

Figure 76: Stress-strain responses of Q1-C2-sm panel models [1] 
 

Figure 74: Stress-strain responses of Q1-C2-vir panel models [1] 
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Figure 77: Stress-strain responses of Q2-C1-vir panel models [1] 

Figure 78: Stress-strain responses of Q2-C1-lg panel models [1] 

Figure 79: Stress-strain responses of Q2-C1-sm panel models [1] 
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of the panel. Based on the improved results for the large indenter load cases using 
configuration 1, one could hypothesise that, for these cases, the delaminations that control the 
response of the panel occur closer to the indented surface. Without experimental data for the 
large indenter cases, it is not possible to state conclusively whether or not this is in fact true.  
 
Regarding the failure mechanism, it is difficult to observe the propagation of damage due to 
the relatively low resolution of the field data output. However, for most configurations 
studied here, the model appears to show indentation growth (that is to say, the dent is 
becoming deeper, rather than wider) prior to final failure. Failure seems to usually occur via a 
rapid propagation of delamination across the width of the panel, resulting in delamination 
buckling. An example of this is shown in Figure 80a, for configuration Q1-C1-lg-1 (the top 
ply block is removed to show the cohesive surface). In a couple of cases, the dent depth gets 
smaller, but this does not appear to influence the final failure. Some panels also appear to 
undergo localised longitudinal compressive failure, as seen by a continuous line of elements 
across nearly the whole width of the panel that suddenly exceed the Hashin criteria’s limit for 
this damage mechanism; this is shown for Q2-C1-sm-1 in Figure 80b. It is unclear for these 
panels whether it is the ubiquitous delamination growth or the local compressive damage that 
initiates final failure. As far as the model allows, the predicted onset and propagation of 
failure appears to agree well with the experimental observations for the panels studied. 
 
 
5.5: Damage Extent Prediction 
 
To get a better understanding of the behaviour of the model, the percentage difference 
between the predicted and experimentally measured damage geometries are presented in 
Table 15 (complete data in Appendix F). Delamination is presented by Czabaj [40] by area 
for the small indenter cases only, and no core damage metrics are provided by Czabaj. The 
mean values from Czabaj for damage magnitude are presented here for comparison. 
Delamination is considered to have occurred in the model when the scalar stiffness 
degradation in the cohesive surface equals one, indicating complete separation of the two 
faces at that location. The diameter of the dent is determined by considering the region where 
the depth of the dent exceeds 0.25mm (the visible threshold for BVID is accepted at 0.5mm 
[17], however, a smaller threshold is required here due to the small maximum dent sizes). 
The same lower limit is used to establish the depth and diameter of the crushed core region, 
as this approximately corresponds with the generation of significant plastic strain in the core, 
indicating permanent deformation in the core. The numerical damage sizes are estimated 
from the element sizes; based on the mesh seeds, 1 element approximately equals 0.46mm in 
the skin, and 2.5mm in the core. The core also has approximately 1 element/mm through-the-
thickness. Due to the use of biased meshing to increase the mesh density in the indented 
region, these measures are average sizes and so are not perfectly accurate, but adequate for 
making broad comparisons between the experiments and the models.  
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As with the strength results, the estimates for damage extent from the models vary 
significantly between configurations. The large indenter configurations generally show the 
best agreement with the experimental results for dent depth and extent, with model 
configuration 1 providing the best agreement across all panel configurations; as previously 
discussed, the large indenter models also tended to have the strongest agreement with the 
experiments for the residual strength, regardless of which model configuration was used. This 
suggests that the response of these configurations is controlled more by the damage in the 
skins, but without experimental data for delamination extent in the large indenter 
configurations, or core damage in general, this observation is by no means conclusive. 
 
 
 

Figure 80: Sandwich panels at the point of final failure. [1] 
a) (left) Q1-C1-lg-1, showing typical delamination propagation and buckling – 

delamination occurs when CSDMG = 1.  
b) (right) Q2-C1-sm-1, showing compressive failure of the fibres – fibre failure in 

compression occurs when HSNFCCRT = 1. 
(Note that the abbreviations here correspond with those in the Figure) 
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Table 15: Percentage error between predicted and measured damage extents in the 
sandwich panels at the end of the quasi-static indentation phase 

 
Model Dent depth % 

error 
Dent ø % 

error 
Delamination 
area % error 

Q1-C1 

lg 
1 1.0 7.6 

- 2 37.5 15.5 
3 26.9 10.7 

     

sm 
1 -24.1 -4.7 175 
2 -8.6 68.2 454 
3 136 55.6 436 

      

Q1-C2 

lg 
1 -24.2 6.7 

- 2 -20.2 8.9 
3 -15.2 8.9 

     

sm 
1 4.3 24.9 47.0 
2 23.4 41.0 76.8 
3 25.5 52.9 188 

      

Q2-C1 

lg 
1 0 2.3 

- 2 7.4 6.0 
3 9.0 3.7 

     

sm 
1 -55.9 -35.9 35.4 
2 -35.3 2.3 121 
3 138 58.7 317 

 
 
The small indenter models show poor agreement with the experiments for dent depth and 
extent, with the thick-core models (Q1-C1 and Q2-C1) being particularly poor. However, the 
model still produces acceptable strength results for this loading configuration. The 
discrepancy is particularly stark with model configuration 3, which shows very poor 
agreement for the dent depth and magnitude for most small indenter models, and yet in the 
main produces good agreement with the experimental results for residual strength. The small 
indenter case is also the only one where there is quantitative experimental data for the 
delamination extent; the model invariably over-estimates delamination by a significant 
amount. This leads one to conclude that the response of the small indenter configurations 
may instead sensitive to the accuracy of the core response model; without experimental data 
for the core damage extent, no comparisons are possible at this stage. Improving the core 
response was previously identified as an area for improvement (see section 5.4, ‘Residual 
Strength Prediction’). In any case, it is clear that poor predictions for the damage magnitude 
at the QSI phase of the analysis do not necessarily correlate with poor accuracy in the 
compression-after-impact strength estimates; Q1-C1-sm-3 and Q2-C1-sm-3 are good 
examples of this point, as the damage extents estimated by these models are extremely poor, 
yet the ultimate strength estimates for both models fall within 10% of the experimental results. 
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Singh et al [168] state that, based upon qualitative assessment, the larger indenter induces a 
greater size of delamination than the small indenter, so it is possible that numerical 
delamination prediction is better for the large indenter models. Additional work is necessary 
to support this hypothesis. It is also noteworthy that the model does not capture the shape of 
the delamination accurately. Considering configuration Q1-C1-sm-1, it can be seen that the 
delamination in the model is approximately circular (see Figure 81), whereas in the 
experimental study it is broadly elliptical (see Figure 82 – taken from Singh et al [168] - 
‘interface 3’). This is to be expected, as the response of the other interfaces isn’t captured, 
thus removing their influence on the response of the interface under consideration here. 
Additionally, recall that the mesh may not be sufficiently fine to ensure an accurate estimate 
of the delamination size and shape (see section 5.2, ‘Model Description’). The model is 
unable to capture any asymmetry that may be present in a delamination due to the use of a 
half-model geometry, which necessarily assumes that the structure behaves in a symmetric 
manner. 
 
For model configuration 3, the delaminations in both interfaces tend be more of a ‘squashed 
circle’ shape, closer to the shape seen in the experiments, but all the same, the minor 
dimension in the numerically-derived delamination is much larger than the experimental 
results would suggest. It is interesting to note that with this model configuration, no 
delamination is detected after indentation for any of the large indenter models in the first 
interface (near the surface), and the deeper, second interface delamination is always the larger 
one in the small indenter models. This seems to contradict the experimental findings of 
Hwang & Liu [37], who note that the near-surface delamination should be the largest after an 
impact event. Also noteworthy is the fact that the residual strength predictions for 
configurations 1 and 2 clearly demonstrate that the position of the cohesive surface (and thus 
the delamination) influences the strength, yet this effect seems to be negated once multiple 
delaminations are able to form. It should be restated that the material data for cohesive 
surface is taken from different sources for different materials, and thus may not be entirely 
representative for this particular material system.  
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Figure 81: delamination in Q1-C1-sm-1 after QSI 
(right: full panel view) [1] 

≈ 5.5mm 

Figure 82: 3D damage map of the Q1-C1 specimen [168]. The 
delamination shown in Figure 81 corresponds with ‘interface 3’ 

 

 

 

 

 

Image hidden due to copyright restrictions. 
Please refer to [168], figure 6 
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5.6: Parametric Study – Effect of Inaccuracies in Material Data Input 
 
A parametric study is presented investigating the effect of inaccuracies in the material data 
input to the model. A large amount of data is required for this particular model to work, 
including skin, core and cohesive interface, for 39 entries in total (not including material 
thicknesses). All of these values are subject to inaccuracy: some entries may be difficult to 
acquire, or not have an agreed standard test for measuring the quantity. A good example of 
this is the fibre fracture energies required for damage evolution using the Hashin criteria for 
intralaminar failure within Abaqus, which may be determined by a combined experimental 
and numerical procedure recently proposed by Pinho et al [120]. Often, some data will have 
to be gathered from a literature source, possibly for a similar (but still different) material; 
indeed, this was necessary for the model just discussed. With this in mind, the sensitivity of 
the model to these inaccuracies, particularly the strength and fracture energy is investigated. 
The out-of-plane stiffness of the core is also included. Additional to the material properties, 
this study looks at the sensitivity of the model to inaccuracies in the material orientations. 
Laying-up of composite plies by hand is a laborious process, subject to error, and the 
orientations of the plies (and also the core) may well be offset from their required positions 
by some margin. 
 
In the first instance of this study, each of these quantities is varied individually by ±20% of 
the nominal value included in Table 10. For the plies and core orientation, the offset is 18º, 
corresponding to a 90º ply offset by 20% of its nominal value. A value is considered 
‘sensitive’ if the difference between the baseline numerical results for the compressive 
strength discussed previously in this chapter (case 0) and the strength result given by the 
modified model exceeds 5%; a change of 5% or more will cause the strength result to exceed 
the variation for most of the compression-after-impact experiments. For those cases where 
either the positive or negative value change results in a percentage difference of more than 
10%, which exceeds the observed experimental variation across all tests, this change is 
regarded as significantly sensitive and an additional test is performed for a parameter 
variation of ±10% from the nominal value (9º for the angular parameters). If the percentage 
difference for a given variation is less than 1%, this parameter is considered insensitive. 
 
Some additional variations are performed for the structural parameters (i.e. ply and core 
orientations). A variation of ±20% for the material properties, while quite large, is not 
unrealistic; 20% is incidentally almost exactly the variation between maximum and minimum 
values for the longitudinal tensile strengths determined in the experiments discussed in 
Chapter 5 (‘Experimental Work’). However, deviation of more than a few degrees in the ply 
and core orientations would justifiably cause alarm in a production context. So, three 
analyses, varying the orientation of the 0º and ±45º plies and the core by 1º, are performed, 
reflecting a change representative of typical manufacturing tolerances. Four ‘special case’ 
models are also performed. Test #7 offsets the ±45º plies by -45º, producing a cross ply lay-
up of [0, 0, 90, 90]S. Test #8 continues with this theme, using a cross-ply lay-up of [0,90]2S. 
Finally, two different core orientations are trailed: test #12 with an unorthodox core 
orientation of +45 º, and test #13, which rotates the core by 90º, thus, making the ribbon 
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direction perpendicular to the load direction. These tests will demonstrate the ability of the 
model to handle parametric studies as relevant to design, where small changes to the 
configuration of the basic structure may be necessary to optimise the structure for a given 
application. 
 
All of these tests are performed for the Q1-C1-…-1 model, for the virgin and large indenter 
configurations. For the honeycomb core material properties, the small indenter configuration 
is also included to test the hypothesis offered in the previous section that some of the 
configurations studied were more sensitive to the core properties than offers. Time and 
resource constraints prevent this study from being a comprehensive investigation of all 
properties for all load and lay-up configurations. The results of the study are presented 
graphically in Figure 83 and Figure 84, showing the compressive strength of the panel for 
each of the variations performed as compared with the original numerical result (case 0), for 
the virgin panel and large indenter damage cases respectively. The complete list of these 
variations is given in Table 16. A complete set of data is given in Appendix G, and an 
abridged data set, giving just the percentage difference between each test and case 0 is 
presented in Table 17. 
 

Table 16: Summary of tests performed in the parametric study  

Region # Property 
Change 
(from 

nominal) 

 

Region # Property 
Change 
(from 

nominal) 
- 0 Base model (Q1-C1) N/A 

Skin 
(energies) 

24 GLT +20% 
    25 -20% 

Structure 

1 
0º fibres (offset) 

+1º 26 GLC 
+20% 

2 +9º 27 -20% 
3 +18º 28 GTT & TC 

+20% 
4 

±45º fibres (offset) 
 

+1º 29 -20% 
5 +9º     
6 +18º 

Bond 

30 σm1 
+20% 

7 -45º 31 -20% 
8 Cross-ply lay-up [0,90]2s 32 σm2 & m3 

+20% 
9 90º fibres (offset) +18º 33 -20% 
10 

Core orientation 
(offset, planar) 

+1º 34 Gm1 
+20% 

11 +18º 35 -20% 
12 +45º 36 Gm2 & m3 

+20% 
13 +90º 37 -20% 

    38 Mode-mix ratio +20% 

Skin 
(strengths) 

14 σLT +20% 39 -20% 
15 -20%     
16 

σLC 

+20% 

Core 

40 σult 
+20% 

17 -20% 41 -20% 
18 +10% 42 σcrush 

+20% 
19 -10% 43 -20% 
20 σTT & TC +20% 44 E3 

+20% 
21 -20% 45 -20% 
22 τL & T +20%  23 -20% 
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Figure 83: Compressive stress of all virgin model variations 
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Figure 84: Compressive strength of all large indenter model variations 
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Table 17: Percentage difference in strength between base models and variations 

 
 

Colour code for percentage errors (parametric study) 
<1%  >5%  >10%  >25% 

       
 

 
This study reveals a few key trends. Firstly, the indented model is moderately sensitive to 
most of the parameters, with the percentage difference from the base model usually being 
around ±4 – 6%. However, the indented models never show ‘significant’ (>10% change) 
sensitivity. Contrast this with the virgin panel models, which are insensitive to the majority of 
the applied changes, particularly the changes to fracture energies for intra- and interlaminar 
failure. This comes as something of a surprise, as the fracture energy is regarded as a 
parameter that has a significant influence on the accuracy of delamination prediction in 
particular [19]. For these parameters, the insensitivity is likely down to the strength of the 
panel being governed by the ultimate intralaminar strengths; with little progressive damage to 
speak of, changes in the parameters governing progressive damage are of negligible effect. 
However, where the virgin model is sensitive, it is usually significantly so, with the 
orientation of the 0º fibres, the ±45º fibres and the longitudinal compressive strength all being 
particularly sensitive parameters for the undamaged model especially. This is not overly 
surprising, given the nature of the problem; the panel is loaded in uniaxial compression, so 
clearly the strength and orientation of the primary load-bearing fibres, nominally parallel to 
the loading direction, will have a profound effect on the strength of the structure. Altering the 
orientation of the 0º and ±45º fibres and the core by only a small amount does not affect the 
ultimate strength of the panel to a serious extent, whether it is damaged or not. 

# % error 

 

# % error  # % error 
virgin large virgin large virgin large small 

1 -2.5 2.3 14 0.0 -4.5 30 0.3 -3.6 

- 

2 -4.9 -6.4 15 0.0 -4.0 31 0.5 -4.5 
3 -15.2 -8.6 16 5.7 -4.2 32 0.2 4.0 
4 -0.2 -2.3 17 -11.1 -4.2 33 0.4 -3.8 
5 -7.3 -2.2 18 4.3 -5.9 34 0.5 -3.4 
6 -16.8 1.2 19 -5.1 -5.0 35 0.7 -4.4 
7 13.8 -4.3 20 -0.2 4.8 36 0.0 -2.9 
8 24.8 5.2 21 3.4 -4.5 37 -0.2 -4.8 
9 -5.9 -8.7 22 1.3 -5.5 38 0.2 -5.5 
10 1.0 -3.7 23 -3.7 -4.0 39 0.4 -3.9 
11 0.5 -5.0   
12 0.7 -4.6 24 0.0 -4.0 40 2.1 8.3 -7.6 
13 -0.3 -8.0 25 0.0 -5.3 41 -0.6 -5.8 -4.3 

 26 0.2 -2.9 42 1.5 1.6 8.5 
27 0.2 -5.4 43 -4.0 -5.1 0.7 
28 1.5 -4.2 44 0.8 -5.2 -0.1 
29 0.3 -5.7 45 0.2 -5.1 6.2 



144 
 

It is less clear why the indented panels are less sensitive to the intuitively crucial strength and 
orientation of the 0º fibres. One possibility is that the presence of damage moderates the 
imperfection sensitivity inherent to the edge compression problem. Since the weakness is 
induced in the panel becomes the feature controlling eventual failure, changes to any single 
parameter become less important. Additionally, changing many of the parameters will often 
increase the strength of the virgin panel, and reduce the strength of the indented panel, 
regardless of whether the parameter is increased or decreased. An obvious example is the 
fracture energies and the bond properties, which when changed almost invariably increase 
(albeit very marginally) the undamaged panel strength, and reduce the strength of the 
indented panel. In fact, most parameter changes will reduce the strength of the damaged panel. 
It appears that increasing one parameter seems to create a peculiar competitive situation 
whereby other failure mechanisms come into play, resulting in reduced panel strength. These 
unexpected results suggest a good deal of interaction between various properties in a manner 
not yet fully understood, and perhaps worthy of further study. What can be said for certain is 
that, based on this study, that no one parameter seems to have particular control over the 
ultimate failure of the damaged panel. 
 
Regarding the core parameters, it is seen that the virgin panel is fairly insensitive to the out-
of-plane properties of the core. However, the sensitivity of the panel to the core properties 
does vary depending on whether the panel is indented with the small or large indenter. On the 
whole, it appears the large indenter model is the slightly more sensitive of the two 
configurations, but both models are generally moderately sensitive to the core data input. The 
difference in sensitivity between the damaged and undamaged models is due to the change in 
stabilisation provided by the core. As previously suggested, the strength of the virgin panel is 
governed primarily by the ultimate intralaminar strengths, so the other parameters are less 
important. Once damage is induced in the panel, the stabilisation provided by the core is 
more significant. This is particularly apparent when considering the ultimate and crushing 
strengths of the core. Increasing or reducing other property tends to produce a noticeable 
increase or decrease in the ultimate strength of the damaged panel, though paradoxical results 
still occur with the small indenter model. While considering only the out-of-plane data for a 
sample of the configurations, these paradoxical results perhaps indicates that the core model 
itself is the ‘weak link’ in the model, though it is just as possible that these unexpected results 
are products of the complex interaction of failure modes inherent to composite and sandwich 
structures. It is pertinent to reiterate at this stage that the original virgin model and 
particularly the small indenter model gave fair to poor agreement with the experimental 
results; it is not inconceivable that an improved model might demonstrate different levels of 
sensitivity to various parameters. 
 
The final discussion point relates to the four ‘special case’ models: the two cross-ply lay-ups 
and the two alternative core orientations (tests 7, 8, 12 and 13). The two cross ply lay-ups, not 
surprisingly, were considerably stronger for the virgin test cases, due to the greater number of 
plies parallel to the loading direction. This was particularly pronounced for the [0,90]2s lay-up 
(test 8), as the removal of the ply-clustering will have improved its delamination resistance, 
even though the number of interfaces vulnerable to this effect increased [35]. This trend is 
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further apparent when these panels were indented, with the panel with ply-clustering (test 7) 
showing reduced strength compared to the (quasi-isotropic) base model, and the non-
clustered panel (test 8) showing higher strength. The indented model showed a smaller 
change in strength as compared to the virgin model. It must be stressed that these results do 
not suggest that the cross-ply lay-up is superior, as its ultimate strength will obviously be 
harmed should the load be applied in a different direction (for example, in shear) due to the 
absence of the ±45º plies. Changing the core orientation does not influence the strength of the 
virgin panel to any appreciable extent, but it does influence the strength of the damaged panel. 
It is difficult to say for certain what is causing this effect, due to the simplicity of the core 
crushing response. Changing the orientation does change the effective action of the shear 
stiffness however. This may be changing the support given to the damaged skin to a greater 
or lesser degree, but further work is necessary for this assessment to be conclusive. 
 
It must be stated that this study has only looked at changing a single parameter at a time, and 
makes the assumption (in lieu of better data) that the rest of the data is perfectly accurate. 
Clearly this assumption is not representative of reality, otherwise it is likely that there would 
be little or no difference between the experimental strength results and the numerical model 
predications for any of the configurations tested, as opposed to just some of them. The 
significance of this is that, given the large amount of independent variables required by the 
model, the effect of cumulative errors could potentially become very significant. Indeed, the 
build-up of small errors, which may have little influence on their own, could explain some of 
the weaker strength predictions presented in this chapter, and highlight the need for a 
comprehensive and reliable experimental program to gather a complete set of material data. 
 
To investigate the effect of the core and the bond parameters more closely, the change in 
crushing and delamination extent induced by the indentation is considered next. As with the 
strength results, the size of damaged estimated by each altered model is compared with the 
results from the base model, and sensitivity determined using the same percentage difference 
thresholds. An additional threshold is added for when the percentage difference exceeds 25% 
indicating a very severe deviation from the base models. Complete results may be found in 
Appendix H, and Table 18 gives an abridged presentation of the results, giving the percentage 
difference from the base model. The percentage difference in the strength result given in 
Table 16 is also provided, to assess the influence of the change in damage size on the change 
in ultimate strength. 
 
From Table 18, it’s clear that changes to the various material parameters generally have a 
dramatic effect on the predicted damage extents produced by the indentation, with the effect 
being especially profound in the core depth prediction (though in this latter case, the effect 
may be at least partially due to the use of a relatively coarse mesh in the through-thickness 
direction). The large indenter models experience greater changes in the core crush depth, 
whereas the small indenter models tend to exhibit greater changes in damage diameter. A 
simple explanation for this could be the smaller load applied in the small indenter models. 
The delamination extent observed is also rather sensitive to changes in the material data, but 
not nearly to same extent as the core damage. The fracture energy for the shear opening 
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delamination modes is the major exception, being very sensitive to change (test 36). The 
same applies, to a lesser extent, to the shear-opening strength (test 32). Curiously, changing 
the normal opening strength noticeably increases the delamination extent, as does decreasing 
the mode-mix ratio, which increases the influence of the shear-mode fractures in the B-K 
criterion. These results suggest that the delamination is dominated by the shear-opening mode 
(which is intuitive, due to the local bending) but there remains a considerable amount of 
competition between normal mode and shear mode fracture. 
 

Table 18: Percentage difference for QSI damage extents between base models and 
variations 

 

# 
Delamination 

area 
% error 

 

Core crush 
diameter % error 

 

Core crush 
depth % error 

 Strength % 
error 

lg sm lg sm lg sm 
30 10.1 

- - - - 

-3.6 

- 

31 17.4 -4.5 
32 -8.3 4.0 
33 25.5 -3.8 
34 7.5 -3.4 
35 5.2 -4.4 
36 -8.9 -2.9 
37 32.3 -4.8 
38 1.4 -5.5 
39 11.6 -3.9 

   
40 

-  

-2.4 -30.0 

 

-21.3 -14.3  8.3 -7.6 
41 14.1 51.7 82.5 71.4 -5.8 -4.3 
42 8.8 10.0 112.5 14.3 1.6 8.5 
43 2.4 -5.0 -21.3 28.6 -5.1 0.7 
44 13.6 0.0 70.0 20.0 -5.2 -0.1 
45 12.0 10.0 71.3 0.0 -5.1 6.2 
 
 
There doesn’t appear to be any obvious correlation between the extent of the damages 
observed and the ultimate strength of the panel in the compression step. This is particularly 
obvious in the case of delamination. Paradoxically, the parameter change that influences the 
size of the delamination the least has the biggest effect on panel strength (test 37). This test 
increases the mode-mix ratio, favouring normal-opening fractures. Though it is not possible 
to state for certain, this particular result may indicate that normal-opening delamination starts 
to predominate in the compression step. Again, this is a fairly intuitive conclusion, supported 
by the experimental work presented in the next chapter, as the delamination will start to 
buckle in the out-of-plane direction, driving further delamination growth. The panel strength 
is more sensitive to changes in the core parameters, as already noted, but the change in 
strength seems fairly minor when the considerable changes in the extent of core damage are 
considered. It can only be assumed that, while both core damage and delamination are 
important to the response of the panel, changing their material inputs will not dramatically 
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influence the global behaviour of the panel, as other factors, such as the intralaminar material 
strengths, are ultimately the controlling factors in panel failure. 
 
 
5.7: Summary 
 
In this chapter, a numerical model for the behaviour of composite sandwich panels tested by 
Czabaj et al [33,40] is developed and compared with their experimental data. Inter- and 
intralaminar skin damage are accounted for in this model, using cohesive surface interactions 
and the Hashin criteria respectively. A simple plasticity model is used to capture core 
crushing. The use of a cohesive surface interaction to capture the onset and propagation of 
interlaminar delamination within the skin of a sandwich is a novel feature that to the best of 
the author’s knowledge has not been implemented in a numerical model for sandwich panels 
prior to this effort. The compression-after-impact strength predictions are generally good, but 
tend to become weaker for the undamaged panels. The strain-to-failure predictions by the 
model are reasonably accurate, and the stiffness estimates are also very good, but become 
weaker for the virgin panels due to the over-estimated strength for this configuration. Table 
19 restates the percentage error between the numerical model and the experiments for these 
structural performance metrics, by way of a summary. This table also includes a statement of 
‘overall [model] quality’ – refer to the notes for details on how this has been calculated. The 
calculation emphasises the accuracy of the strength estimate in the overall quality assessment, 
as the ultimate strength prediction is the key performance metric for this model. 
 
The predictions for the damage extent resulting from the quasi-static indentation phase are 
usually quite poor, though there doesn’t seem to be a correlation between the accuracy of the 
damage extent and the accuracy of the ultimate strength estimate. The simple core response 
used for this model is identified as a potential source of error. Additionally, the model 
assumes a geometrically perfect panel, which will not be representative of reality, a limitation 
compounded by the sensitivity of the panel to these very same imperfections when 
compressively loaded. 
 
Additionally, a parametric study is performed, revealing that the undamaged model is 
particularly sensitive to the longitudinal compressive strength of the skins and the correct 
orientation of the 0º plies, but little else. The damaged panel, however, shows moderate 
sensitivity to most of the material data. This exercise, though not comprehensive (due to time 
constraints) highlights the importance of using correct material data, as the cumulative effect 
of small errors in the data could potentially result in large errors in the ultimate strength 
prediction, as seen for some of the models presented here. Despite the limitations however, 
the model presented here represents a promising basis for further development, which may 
ultimately prove useful for design work. 
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Table 19: Summary of the % errors between models and experiments 

 

  

Model 
  % errors   

Strength % residual 
strength 

Strain-to-
failure 

Stiffness Overall 
quality 

Q1-C1 

vir 
1 16.9 

- 
5.1 25.8 0 

2 -17.8 -30.0 26.2 -1 
3 21.7 14.6 6.1 1 

       

lg 
1 1.9 -12.9 -0.7 2.6 3 
2 -23.5 -6.9 -26.8 4.5 1 
3 4.5 -14.1 2.3 2.2 3 

       

sm 
1 28.3 9.7 24.5 3.0 1 
2 -4.5 16.2 -11.9 8.3 2 
3 -7.7 -24.1 -10.8 3.4 2 

        

Q1-C2 

vir 
1 33.8 

- 
15.6 19.0 -1 

2 -4.9 -21.3 28.8 1 
3 39.2 25.2 11.1 -2 

       

lg 
1 -6.7 -30.3 -9.4 2.9 2 
2 -10.5 -5.9 -17.5 8.3 1 
3 0.9 -27.5 -4.8 5.9 2 

       

sm 
1 21.8 -8.9 20.4 1.2 1 
2 0.0 5.2 -3.7 3.8 3 
3 0.1 -28.1 -2.4 2.5 3 

        

Q2-C1 

vir 
1 7.9 

- 
2.4 19.8 2 

2 1.6 -10.1 6.1 3 
3 14.7 13.0 1.4 2 

       

lg 
1 8.9 0.9 8.0 0.8 3 
2 6.8 5.2 4.6 2.0 3 
3 12.2 -2.2 10.2 1.8 2 

       

sm 
1 28.5 19.1 28.3 0.3 0 
2 11.4 9.7 8.1 3.1 2 
3 8.6 -5.3 7.1 1.6 3 

Quality 
measure <5%  <10%  <15%  >25%  >35% 

          
Strength +5  +3  +1  -3  -5 

          
Others +3  +2  +1  -1  -2 

          
The overall quality of a model is determined by assigning the above values to each 

metric based on the error for that metric. These ‘scores’ are then averaged across all 
metrics to give the model quality, rounded to the nearest integer. 
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6: Numerical Modelling of the Experimental Work: 
 
6.1: Model Description 
 
The model developed and discussed in Chapter 5 (‘Sandwich Model Development’ – 
henceforth referred to as the ‘Czabaj model’, after the experiments this model was based on) 
will now be used to attempt to recreate the results of the experimental study in Chapter 3, 
henceforth referred to as the ‘James model’. To reiterate from Chapter 3, all panels have 
planar dimensions of 150 x 100mm, and use the same 12.7mm thick (nominal) aluminium 
honeycomb core (HexWEB CRIII 3/16 5052 4.4). The skins are produced from T700S carbon 
fibre reinforced pre-pregs with an out-of-autoclave cured epoxy resin (M77/42%/UD90/CHS). 
The symmetric panels use 8-ply quasi-isotropic skins with a [-45/0/45/90]s lay-up on both 
sides. The asymmetric panels use the same 8-ply skin on the impacted face, and have a 6-ply 
multi-directional skin, using a [45/0/-45]s lay-up, on the distal skin. The mean ply thickness 
(derived from the measured skin thicknesses) of 0.107mm is used for all plies. A core 
thickness of 12.815mm is used in the model, which includes the thickness of the adhesive 
layer. This value is found by subtracting the ply thickness multiplied by the number of plies 
from the mean measured total panel thickness of the experimental panels. For additional 
realism, the measured mean planar dimensions are also used in the model, giving dimensions 
of 149.65 x 99.635 mm. 
 
The damage is induced via a quasi-static indention using a ø16mm hemispherical indenter to 
the centre of an unsupported 125 x 75mm region of the panel (clamped around the periphery) 
before the compression-after-impact step, which adds simple supports to the unloaded edges 
of the panel, as well as the usual clamped conditions on the loaded ends. The geometric 
partitions used to apply the boundary conditions are altered to accommodate this. Note that 
the side supports used on the experimental CAI fixture are not included in the numerical 
boundary conditions, as in practice these exist only to provide a means to secure the knife-
edges used to provide the simple-support. Including them in the model would result in an 
overly stiff response. The QSI and edge compression displacements in the numerical model 
are applied at rates of 1ms-1 and 0.5ms-1 respectively. Otherwise, the James model is 
constructed in the same manner as the Czabaj model, with a single cohesive layer in the 
impacted skin, displacements applied via rigid surfaces and a similar mesh density, using the 
same elements and analysed using the explicit/dynamic solver. Please see Chapter 5 for a 
complete description of the model. Of course, the material data is different for this model, as 
a different composite material system and honeycomb core was used; this data is given in 
Table 20. 
 
Initially it was felt that ‘configuration 2’ from Chapter 5, with the cohesive surface placed 
closer to the core, would be the better option for this phase of the investigation, since this set-
up gave better results for the small indenter cases in the Czabaj study, which are more 
representative of the indenter used in the experimental study. However, this configuration 
failed to give results for the worst damage cases, with the analysis failing very early into the 
compression step due to extreme element distortion in the ply block close to the core. Thus, 
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‘configuration 1’ is used for this part of the study. The total problem size is 51840 elements, 
for all panels. 

Table 20: Material Data for James Numerical Model [2] 

 
It should be made clear that this section of the investigation is not ‘more of the same’ as 
compared with the Czabaj study: the heavy damage induced by the 5mm and 7mm applied 
displacements place high demands on the numerical model, as significant ply damage, 
including fibre failure, is generated by the indentation steps. Conversely, the indentation used 
in the Czabaj models only generated BVID, with little ply damage (excluding delamination) 
being caused by the indentation step. Furthermore, the inclusion of the unusual asymmetric 
panel configuration is also a noteworthy addition. 
 
As with the Czabaj model, the material data for the model had to be gathered from multiple 
sources. Some material property tests were performed to collect some of the skin data; these 
entries are denoted by an asterisk in Table 20. The remainder of the strength and shear data 

 C-E skins Al HC core Bond C 
t (mm) 0.107 (ply) 12.771 0.01 

ρ (kg/m-3) 1,800 70 

- E (GPa) 
1 106.45* (tensile) or  

92.76* (compressive) 1.48 x10-4 C 

2 5.918* 1.47 x10-4 C 
3 - 1.0 

KE3 (TPa/m) - 1,100 

G (GPa) 
12 5.4 8.9 x10-5 C 

- 13 4.7 0.21 
23 4.7 0.47 

KG (TPa/m) m2 - - 600 
m3 370 

ν 
12 0.27* 1 C 

- 

13 - 1 x10-5 C 
23 1 x10-5 C 

σ (MPa) 

LT 2,032.21* 

- LC 439.688* 
TT 45.509* 
TC 129.7 
Ult 

- 
4.1 

Crush 1.72 
mode 1 

- 

45 

τ (MPa) 

L 72.5 - T 72.5 
m2 - 66.3 
m3 66.3 

GC (N/m) 

LT 89,830 

- LC 78,270 
TT 230 
TC 760 
m1 

- 

275 
m2 940 
m3 940 

Mode-mix ratio 2.284 
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for the skin is taken from Lloyd [163], as are the skin fracture energies. The cohesive layer 
properties and the in-plane properties of the core are the same as those used in the Czabaj 
model; all properties carried over from the Czabaj study are denoted by a superscript ‘C’. The 
out-of-plane core properties (including shear in the 13 and 23 directions, but excluding 
Poisson’s ratio) and the core strength data are taken from Hill [4]. 
 
One significant difference between the present model and the developmental model in 
Chapter 5 is the use of mass-scaling. This technique was discussed in Chapters 2 and 4 as a 
means to reduce the computational effort required in using the dynamic explicit solver, by 
using selective increases in the elemental mass to reduce the stable time increment. This 
technique is now used here to improve the efficiency of the model – usually only a small 
number of critical elements are responsible for the small minimum time increment, so in this 
instance, the solver is set to scale the mass of only those elements whose stable time 
increment is less than 2.5e-8 s. The solver will rescale the elemental mass as required every 
4,000 increments, to ensure that damage progression does not result in a sudden dramatic 
decrease in the time increment.  
 
 
6.2 Numerical Modelling Results 
 
The results from these numerical models are now presented. All of the models are run twice 
using either the compressive or tensile values for the ply longitudinal Young’s Modulus, 
since the material property experiments performed provided both values. These variations are 
denoted E1C and E1T respectively (indicated by a –c or –t suffix in the tables for brevity). 
The models simulating higher levels of damage, with the 5mm and 7mm applied indentations, 
had rather noisy load-displacement responses and thus the data was smoothed via a 
Butterworth filter with a cut-off frequency of 35Hz. A summary of the results from the James 
models are presented alongside the mean results from the experimental study in Table 21 and  
Table 22, for the compressive and tensile values for the longitudinal ply modulus respectively. 
 
The CAI strength prediction show strong agreement with the experimental results for the 
symmetric panels at all damage levels. The strength prediction is weaker for the asymmetric 
panels, particularly for the low- and no-damage states, though even here the agreement with 
the experiments is not so poor as to compromise the validity of the model. For this 
configuration, the agreement with the experiments is much better at the higher damage levels, 
becoming comparable with (and sometimes better than) the symmetric models. The 
asymmetric models do not capture the increase in strength for the dented A2.5 panels as 
compared with the virgin panel observed in the experiments, instead showing what would be 
better described as insensitivity to the induced damage, even when the damage becomes 
highly significant. This is best seen in the negligible reduction in strength between A2.5 and 
A5, whereas the strength reduction between S2.5 and S5 is much more noticeable, particularly 
for the E1C variation. From these results, one can conclude that the model does capture the 
same tendency for improved tolerance to the damage induced observed in the experiments for 
the asymmetric panels when compared with the symmetric panels. The percentage residual 
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strength for the asymmetric panels is generally higher than for the symmetric panels, so the 
stabilising effect of the thickness asymmetry is clearly having some effect in the numerical 
analysis. That being said, it is also clear that the instability induced by this asymmetry has a 
significantly exaggerated influence in the model for lightly dented and undamaged panels.  
 

Table 21: Results from the numerical models of the James experiments (E1C)[2] 

 
The use of the tensile value for the Young’s modulus usually increases the ultimate strength 
of the panels (with the notable and unexpected exception of A7-t) as the elastic stability is 
increased for these panels, delaying the onset of buckling. This results in slight overestimates 
for the failure strength in some of the symmetric panels and improves the predictive ability of 
the model for the asymmetric panels, though the effect of this change on the strength of these 
panels is marginal (excluding A7-t, as already stated). The percentage residual strength 
prediction is also good for both panel configurations and longitudinal stiffness inputs. This is 
aided by the good prediction of the undamaged panel strength for the symmetric panels, but it 
is noteworthy that the weaker strength estimate for the undamaged asymmetric panels does 
not harm the percentage residual strength estimate, further supporting the conclusion that the 
use of the thinner distal skin does indeed produce a balancing effect in the damaged panels. 
 
The stress-strain response of the numerical models is not representative of the experiments. 
The stress-strain responses are presented in along with the idealised, averaged stress-strain 
responses from the panel experiments in Figure 85 to Figure 88 for the E1C and E1T 
variations of the symmetric and asymmetric panel models respectively. First of all, the 

Model Pmax 
(kN) 

σCAI (MPa)  % residual strength 
Num Exp % error  Num Exp % error 

SV-c 41.4 242.8 259.9 -6.6  - - - 
S2.5-c 40.8 239.2 245.4 -2.5  98.5 94.4 4.3 
S5-c 36.4 213.6 219.8 -2.8  88.0 84.6 4.0 
S7-c 30.1 176.3 204.3 -13.7  72.6 78.6 -7.6 

         
AV-c 30.3 202.7 239.9 -15.5  - - - 

A2.5-c 29.7 198.7 254.7 -22.0  98.0 106.2 -7.7 
A5-c 29.5 197.9 216.2 -8.5  97.6 90.1 8.3 
A7-c 28.4 190.5 206.6 -7.8  87.9 86.1 9.1 

         
 δfailure 

(mm) 
Strain-to-Failure (%)  Stiffness (GPa) 

Num Exp % error  Num Exp % error 
SV-c 1.89 1.26 1.27 -0.9  37.4 31.19 20.0 

S2.5-c 1.60 1.07 1.20 -10.8  37.4 29.24 28.0 
S5-c 1.11 0.74 1.02 -27.6  37.0 29.33 26.0 
S7-c 0.78 0.52 0.98 -47.0  35.5 28.04 26.8 

         
AV-c 1.65 1.10 1.18 -6.5  41.3 29.79 38.7 

A2.5-c 1.20 0.80 1.04 -23.2  40.9 30.42 34.4 
A5-c 0.90 0.60 0.97 -38.5  39.2 29.58 32.5 
A7-c 0.81 0.54 0.91 -40.6  39.8 30.14 32.0 
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stiffness of the panels is hugely overestimated by the models, in some cases being 50% 
greater than the stiffness calculated via the experimental load-displacement responses when 
using the tensile longitudinal ply stiffness. The overestimate in the overall stiffness is 
significantly reduced using the longitudinal compressive modulus, but the error still remains 
rather high. It should be noted that the overall panel stiffness found by considering the 
(admittedly small) sample of strain gauged panels is considerably higher than that calculated 
from the force-displacement curves, so it is possible that the stiffness predicted by the 
numerical models is actually not as inaccurate as it may appear at first glance. Indeed, the 
stiffness of some of the models agrees very well with the strain gauge stiffness data, with a 
percentage difference between the two values of less than 10% for half of the models 
considered. 

Table 22: Results from the numerical models of the James experiments (E1T)[2] 

Model Pmax 
(kN) 

σCAI (MPa)  % residual strength 
Num Exp % error  Num Exp % error 

SV-t 42.8 249.6 259.9 -4.0  - - - 
S2.5-t 42.3 248.2 245.4 1.1  99.4 94.4 5.3 
S5-t 40.7 238.5 219.8 8.5  95.5 84.6 13.0 
S7-t 30.9 181.4 204.3 -11.3  72.7 78.6 -7.6 

         
AV-t 31.0 207.7 239.9 -13.4  - - - 

A2.5-t 30.0 201.1 254.7 -21.0  96.9 106.2 -8.8 
A5-t 29.9 200.1 216.2 -7.5  96.4 90.1 6.9 
A7-t 27.3 182.6 206.6 -11.6  87.9 86.1 2.1 

         
 δfailure 

(mm) 
Strain-to-Failure (%)  Stiffness (GPa) 

Num Exp % error  Num Exp % error 
SV-t 1.57 1.05 1.27 -17.2  42.6 31.19 36.7 

S2.5-t 1.57 1.05 1.20 -11.9  41.4 29.24 41.7 
S5-t 1.27 0.85 1.02 -17.2  41.7 29.33 42.3 
S7-t 0.73 0.49 0.98 -49.7  42.5 28.04 51.6 

         
AV-t 1.56 1.04 1.18 -11.6  45.5 29.79 52.6 

A2.5-t 1.17 0.78 1.04 -25.2  45.2 30.42 48.5 
A5-t 0.87 0.58 0.97 -40.5  44.6 29.58 50.8 
A7-t 0.70 0.47 0.91 -48.7  44.0 30.14 45.9 
 
What is of greater concern is that the models do not exhibit the expected linear elastic 
response leading directly into a sharp load drop due to brittle failure, as observed in the 
experiments. The symmetric panels show bilinear, and occasionally even tri-linear, stress-
strain behaviour, with all panels showing a drop in an the overall panel stiffness to a stiffness 
slightly less than that seen in the experiments at a strain of around 0.5% for the E1C models 
or 0.4% for the E1T models. This drop occurs at this strain level regardless of damage level, 
except for the highly damaged S7 models, where the stiffness reduction approximately 
coincides with failure. This initial softening appears to be caused by the formation of highly 
localised compressive matrix damage, and the initial formation of partial compressive fibre 
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damage and cohesive surface damage. SV and to a lesser extent S2.5 also show a plateau in 
the stress at around 0.9% strain. Aside from the changes in strength and stiffness already 
discussed, using the tensile longitudinal ply modulus has no significant influence on the 
response of the symmetric panels, except that the strain-to-failure of the undamaged panel is 
markedly reduced using this higher stiffness value. 
 
The asymmetric panels usually show a plateau in the stress at around either 0.5% or 0.45% 
strain for the E1C and E1T model variations respectively. The length of this plateau gets 
shorter with increasing damage, until it is essentially non-existent for A7. The strain-at-failure 
is usually significantly underestimated for all models as well, getting lower with increasing 
damage. Like the symmetric panel models, changing the ply modulus has no significant 
influence on the response of the asymmetric models. As with the experiments, it appears that 
none of the numerical models experience any appreciable reduction in the initial panel 
stiffness due to the induced damage. Additionally, the model shows a considerable amount of 
global out-of-plane deformation from the indentation, which was not observed the 
experiments. The peculiar behaviour of the models may be due to the nature of the damage 
criteria used in the model, whereby damage propagates due to energy release upon reaching 
the specified strength thresholds. Additionally, as only a small amount of data for this 
particular material was collected experimentally, with the rest gathered from the literature, 
there is a distinct possibility that the input data is inconsistent, thus creating these anomalous 
stress-strain responses. Both of these factors will be investigated and discussed later in this 
chapter. It is important to note that the deviation from the usual elastic-brittle strain-strain 
response for composite materials becomes less severe for all panels with increasing damage, 
becoming insignificant or non-existent for the S7 and A7 cases. 
 
It was previously mentioned that mass-scaling has been used in this particular model to 
improve the computational efficiency. To check the validity of this approach, the mass-scaled 
models for the virgin and 2.5mm indentation cases (both symmetric and asymmetric) are 
compared with the results from non-mass-scaled versions of these models. The strain-strain 
responses from this exercise are shown in Figure 89 and Figure 90 for the symmetric and 
asymmetric panels respectively. The use of mass scaling in this investigation has a negligible 
effect on the response of the panels. Crucially, the ultimate strength and the response up to 
this point is not changed to any appreciable degree, though the strain at the load drop does 
occasionally vary. Without mass scaling, the stable time increment for these panel models is 
typically of the order 1e-8 s, so the mass scaling used here is very minor from a physical 
perspective, but has a significant effect on the run time. For the virgin models, the analysis is 
as much as 1.5 hours faster with mass scaling, and 5 to 7 hours faster for the 2.5mm 
indentation models. The maximally damaged models complete the analysis in approximately 
20 hours, whereas preliminary, non-mass-scaled models with this amount of damage required 
nearly twice that. As a final check, the ratio of kinetic energy to system internal energy is 
checked. In the compression phase, the energy balance is always less than 0.1%, and in the 
indentation phase the ratio does not exceed 0.5% (and is usually lower, as the internal energy 
is higher for the more deeply indented panels, while the kinetic energy remains effectively 
constant). This is well within the accepted 5% threshold for a valid quasi-static solution [147].  
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Figure 85: Stress-strain response from the models of the James experiments (symmetric, E1C) [2] 

Figure 86: Stress-strain response from the models of the James experiments (symmetric, E1T) [2] 
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Figure 87: Stress-strain response from the models of the James experiments (asymmetric, E1C) [2] 

Figure 88: Stress-strain response from the models of the James experiments (asymmetric, E1T) [2] 
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Figure 89: Comparison of mass-scaled and non-mass-scaled symmetric panels 

Figure 90: Comparison of mass-scaled and non-mass-scaled asymmetric panels 
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6.3 Damage and Failure Progression 
 
The undamaged symmetric panels fail via a delamination buckle forming near the end of the 
panel, as seen in the experiments. However, the damaged symmetric panels all fail via the 
propagation of delamination buckling originating at the damaged region in the centre of the 
panel, with no evidence of extensive fibre damage that would indicate kink band formation. 
The propagation of the delamination buckle seen in the model is shown in Figure 91 for S7-C, 
and is representative of all of the panels failing in this manner. The undamaged asymmetric 
panel fails in a similar manner to the damaged panels, with the delamination buckling 
originating at a random location between the loaded end and the centre line. A2.5 and A5 are 
also more interesting cases, with the delamination buckle originating at the damaged region 
as in the other damaged panels, but propagating at an angle, rather than perpendicular to the 
load direction. This tendency is shown in Figure 92 for A2.5-C. A7 fails in the same manner 
as the damaged symmetric panels. The use of the higher longitudinal modulus in the plies 
does not change the nature of the final failure, though in the case of SV-T, the delamination at 
the loaded end seems to be somewhat exaggerated, resulting in a rather dramatic peeling of 
the free surface of the top skin (see Figure 93). Generally, the failures seen in the numerical 
models are a deviation from the experiments, which typically showed failure via kink band 
formation for the 5mm and 7mm indented panels, and via delamination buckling at the end 
for the undamaged and 2.5mm indented panel. Thus, it would appear that delamination is 
perhaps overly influential in this particular model. 
 

Figure 91: Delamination propagation in S7-C. The leftmost frame shows the panel just prior to 
final failure, with the delamination growing outwards from the damaged region to the fully-
developed state in the rightmost frame. The failure propagated fully in less than 0.2ms. [2] 
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Figure 92: Failure of A2.5-C, showing angled 
propagation of the delamination buckle. 

Figure 93: Severe delamination of SV-T, 
resulting in skin peeling. 
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Next, the accuracy of the estimates of damage magnitude from the QSI phase of the analysis 
is considered by comparison with the experimental QSI results, with the damage extents 
measured from the numerical models presented in Table 23 to Table 25. 
 
As with the Czabaj model, delamination is considered to have occurred in the model when 
the scalar stiffness degradation in the cohesive surface equals one. Delamination extent 
predicted by the model is included here, though there is no experimental data available to 
verify the accuracy of this estimate. The diameter of the dent is determined by considering 
the region where the depth of the dent exceeds 0.5mm. It is not really practical to consider a 
separate measure for the depth of fibre damage, as the thickness of the skin in the model does 
not change any by any appreciable amount under indentation. Another curious effect is that 
the dent often bulges outwards after the indenter is withdrawn, complicating the estimate of 
the dent depth. The peak displacement in the top face of the indented skin will be used for 
this measure, but it should be noted that this may not necessarily be at the centre of the panel. 
 
The core damage extent is determined differently from the Czabaj model. The key driver for 
this change is the global deformation caused by the indentation, so simply setting a universal 
lower bound on the out-of-plane core displacement is inadequate for estimating the onset of 
crushing. Additionally, the threshold displacement for the onset of core crushing is altered, by 
calculating the strain at crushing using the out-of-plane stiffness and the ultimate strength, 
and then multiplying this by the core thickness. This gives a displacement at crushing onset 
of 0.052mm for this configuration. The lower bound for core damage is thus this 
displacement plus the peak global displacement of the core for the panel in question. This 
change should give a better estimate for the predicted core crushing, which when coupled 
with the availability of core crush measurements from the experiment, makes a more rigorous 
assessment of the effectiveness of the core material model possible. As with the Czabaj 
model, the numerical damage sizes are estimated from the element sizes; based on the mesh 
seeds for this model, 1 element approximately equals 0.55mm in the skin, and 2.5mm in the 
core. The core also has approximately 1 element/mm through-the-thickness, as in the Czabaj 
model. Figure 94 to Figure 96 show the dent and core displacement profiles for S2.5-C, S5-C 
and S7-C, which are used as a proxy to estimate the extent of the panel damage. The profiles 
shown here are representative of the damage at these three indentation levels for both the 
symmetric and asymmetric panels, and for both values of longitudinal ply modulus. 
 
First of all, it is noteworthy that the ‘cup’ of damaged fibres observed in the experiments is 
not recreated by the model, and there is little evidence of extensive fibre damage even in the 
most severely damaged cases. Without significant fibre damage in the indented region where 
the indenter starts to penetrate the top skin, there is no suitable initiation point for kink-band 
formation, which would explain why the numerical panel models fail exclusively via 
delamination buckling. The same difficulty was seen in Chapter 4, where the skin model is 
developed from Lloyd’s results of a composite plate loaded to failure via quasi-static 
indentation [163] – recall how the numerical model of this case resulted in a load plateau at 
peak load rather than the expected load drop due to localised fibre failure (see Figure 66, 
section 4.3.3). It has already been noted that the dent bulges outwards in all cases, indicating 
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a degree of elastic recovery in the damage skin that simply wasn’t present in the experimental 
5mm and 7mm indentation cases, due to lack of local fibre breakage. The presence of the 
global panel deformation may also be attributed to this deficiency in the skin damage model. 
The relatively minor global deflection seen in the 2.5mm indentation cases may actually be 
plausible - after all there is a fairly large unsupported region in the panel during the 
indentation phase - but when the amount of indentation increases, the global deformation also 
continues to rise as the indenter fails to penetrate the top skin and create the severe localised 
damage that is expected. The global deflection may contribute to the tendency of the model to 
underestimate the ultimate strength, as the resultant geometric imperfection causes a 
reduction in the elastic stability of the panel, and thus increasing the likelihood of buckling. 

 
Table 23: Skin damage metrics from numerical model (compressive longitudinal modulus) 

 
Table 24: Skin damage metrics from numerical model (tensile longitudinal modulus) 

 

Table 25: Core damage and delamination metrics from numerical model  

Model δglobal 
(mm) 

Pmax, indt (N)  Dent depth (mm)  Dent ø (mm) 
Num Exp % error Num Exp % error Num Exp % error 

S2.5-c 0.94 1162 2219 -47.6 1.3 1 30.0 24.8 40 -38.0 
S5-c 2.33 2333 2916 -20.0 3.1 2 55.0 33.6 45 -25.3 
S7-c 2.63 2939 2928 0.4 4.4 2.5 76.0 34.1 50 -31.8 

           
A2.5-c 0.97 1158 2264 -48.9 1.3 1 30.0 24.8 37 -33.0 
A5-c 2.58 2345 2539 -7.6 3.0 2 50.0 33.6 42 -20.0 
A7-c 2.84 2939 2662 10.4 4.5 2.5 80.0 34.1 40 -14.8 

Model δglobal 
(mm) 

Pmax, indt (N)  Dent depth (mm)  Dent ø (mm) 
Num Exp % error Num Exp % error Num Exp % error 

S2.5-t 0.84 1224 2219 -44.8 1.3 1 30.0 23.9 40 -40.3 
S5-t 2.45 2480 2916 -15.0 3.0 2 50.0 33.3 45 -26.0 
S7-t 2.61 3063 2928 4.6 4.4 2.5 76.0 34.1 50 -31.8 

           
A2.5-t 1.04 1201 2264 -47.0 1.3 1 30.0 25.3 37 -31.6 
A5-t 2.64 2406 2539 -5.2 3.0 2 50.0 33.6 42 -20.0 
A7-t 2.81 3030 2662 13.8 4.4 2.5 76.0 34.1 40 -14.8 

Model 
Crush depth (mm)  Crush ø (mm)  Delamination 

area (mm2) Exp Num % error Exp Num % error 
C T C T C T C T C T 

S2.5 5 3.4 4.4 -32.0 -12.0 37 12.5 13.8 -66.2 -62.7 1996 2121 
S5 6.5 12.3 11.8 89.2 81.5 42 15 13.8 -64.3 -67.1 2591 2651 
S7 9.5 12.3 12.3 29.5 29.5 45 17.5 17.5 -61.1 -61.1 3969 3914 

             
A2.5 5 2.9 3.4 -42.0 -32.0 35 12.5 12.5 -64.3 -64.3 2053 1819 
A5 7 12.3 11.8 75.7 68.6 37 13.8 12.5 -62.7 -66.2 2680 2501 
A7 12 11.8 11.8 -1.7 -1.7 39 16.3 17.5 -58.2 -55.1 3748 3803 
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Figure 94: Damage profile for S2.5-C 

Figure 95: Damage profile for S5-C [2] 
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As with the Czabaj models, the prediction of damage magnitude is again very poor. The 
depth of the dent and core damage is usually over-estimated, often severely so, whereas the 
dent diameter and particularly the core damage diameter are considerably underestimated. 
The prediction for the peak indentation load varies with the applied dent, significantly 
underestimating the load for the small indentation, and overestimating the load for the largest 
indentation. These errors are likely due to the global deformation (as in bending the whole 
panel is less stiff than the localised portion of well-supported skin in contact with the indenter) 
and the inability of the model to capture the localised fibre damage, respectively. There is no 
significant difference in the damage metrics between the symmetric and asymmetric panels, 
though the latter does show slightly higher global deformation and slightly lower peak 
indentation forces, due to the reduced bending stiffness of the asymmetric panels. This is 
expected based on the experimental observations, where the insensitivity of the damage 
metrics to panel configuration is due to the identical thickness and lay-up of indented skin 
between the two configurations. The use of the tensile longitudinal ply modulus causes a 
minor increase in the overall panel stiffness, notable in the slight reduction in global 
deformation and marginally increased peak indentation forces, though this change does not 
change the damage extent in any appreciable way. 

 
The delamination produced by the indentation is, as with the other damage metrics, 
effectively independent of panel configuration. The delamination after indentation is shown 
for S2.5 in Figure 97. The delamination after indentation and just prior to ultimate failure are 
shown in Figure 98 and Figure 99 for S5 and S7 respectively, showing the growth in the 
delamination with the compressive loading. These images are representative of the 

Figure 96: Damage profile for S7-C 
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delamination present at these damage levels for both panel configurations and longitudinal 
moduli. Typically, panels with 2.5mm and 5mm of indentation show an elliptical 
delamination with the major axis being parallel with the panel transverse direction. For the 
7mm indentation case, the major axis switches to become parallel to the longitudinal 
direction. The largest delamination also starts to deviate from the elliptical form, with lobes 
forming in the longitudinal direction. In all cases, the dimension of the axis parallel to the 
transverse direction remains approximately constant, with only the longitudinal dimension of 
the delamination changing. As the compressive load is applied, the delaminations formed by 
the 5mm and 7mm indentations show uniform growth prior to the propagation of 
delamination buckling. This is particularly prominent in the 7mm case, with the delamination 
induced by the indentation nearly doubling in size prior to ultimate failure. The 2.5mm 
indentation case does not exhibit this growth in the delamination prior to failure, with the 
delamination buckling propagation occurring suddenly with no warning. As the delamination 
grows, dark regions are seen in the images which perhaps suggests that the cohesive layer is 
reforming in this region, though that is not possible as the option for the cohesive bond to 
reform after failure and separation (in a manner akin to Velcro) is not selected in the 
numerical pre-processor. Thus, the meaning and reason behind this remains unclear. It is 
possible that these dark regions indicate that the two ply blocks are coming back into contact 
with the compressive loading, but not rebonding. In any event, the delamination buckle still 
propagates in the expected manner. Again, note that the delamination extent was not 
measured in the experimental study, so the form and size of the delamination predicted by the 
numerical model still requires experimental validation. 
 
 
 

 

  

Figure 97: Delamination after indentation for S2.5 

≈ 33mm 
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Figure 98: Delamination in S5 a) (left) after indentation and b) 
(right) immediately prior to ultimate failure 

Figure 99: Delamination in S7 a) (left) after indentation and b) 
(right) immediately prior to ultimate failure 

≈ 31mm 

≈ 29mm 
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6.4 Investigation of the Unexpected Stress-Strain Response 
 
The unexpected stress-strain response is investigated next, in a manner similar to the 
parametric study shown in Chapter 5. Of particular interest are the quantities not found 
experimentally, especially the shear strengths and stiffness, which are felt to contribute to the 
error in the stiffness prediction, and the fracture energies of the skin and bond layer, which 
may be contributing to the multi-linear stress-strain response and load plateaus seen in some 
of the models. The variations discussed in this section are for the virgin symmetric and 
asymmetric panel model, as these models showed the biggest deviation from the expected 
experimental shape.  The original models, as presented previously in this chapter, are 
henceforth referred to as the ‘benchmark’ models, and use the same designation in the graph 
legends as before. 
 
By comparison of the material used for this particular model (Table 20) and the data used in 
the Lloyd and Czabaj models (Table 6 and Table 10) one quantity that sticks out as 
questionable is the longitudinal compressive strength σLC. The experimental value has been 
used in this model, as previously stated, but is approximately 2.5 times smaller than the other 
values, while the other experimentally-derived values used here are broadly comparable with 
those in the other data sets. Thus, the first variation trialled here changes only σLC, using the 
value from Lloyd instead (σLC = 1,032 MPa [163]). This variation is also trialled for the 
maximally damaged 7mm applied indentation models, as these represent the ‘worst case’ 
situation as far as damage is concerned, though it should be reiterated that these panels did 
not deviate from the usual elastic-brittle strain-stress response to any significant extent, if at 
all. The results of this change for both the symmetric and asymmetric models are shown with 
the experimental result and the benchmark model results in Figure 100 to Figure 103, for both 
values of the longitudinal modulus that were found in testing. 
 
It is clear from these plots that the markedly lower longitudinal compressive strength is the 
key parameter resulting in the flawed response of the benchmark models. This is particularly 
obvious for the virgin symmetric panels, where the use of the higher σLC value gives an 
almost-textbook demonstration of the elastic-brittle behaviour expected of composite 
materials, and which has been observed in the experiments (see the purple traces in Figure 
100 and Figure 101). The modified asymmetric panel models (the purple traces in Figure 102 
and Figure 103) do not mimic the experiments quite as well, showing evidence of progressive 
failure that was not observed in the experiments (or at least, not nearly to the same extent), 
though this is still clearly a marked improvement on the plateau seen in the benchmark 
asymmetric models (red traces). Progressive failure of this nature, with multiple load drops 
prior to ultimate failure, is entirely consistent with the known behaviour of composite 
materials. Indeed, many of the experiments did show evidence of continued loading after the 
main failure, as the distal skin appeared to start carrying more load. Based on the original 
strain-strain plots, it is fair to presume that 2.5mm and 5mm indentation models using the 
increased longitudinal compressive strength value would fit somewhere between the 
undamaged and 7mm indentation cases presented here. 
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Figure 100: Stress-strain responses of symmetric panels using increased longitudinal 
compressive strength and compressive longitudinal stiffness [2] 

Figure 101: Stress-strain responses of symmetric panels using increased longitudinal 
compressive strength and tensile longitudinal modulus [2] 
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Figure 102: Stress-strain responses of asymmetric panels using increased longitudinal 
compressive strength and compressive longitudinal modulus [2] 

Figure 103: Stress-strain response of asymmetric panels using increased longitudinal 
compressive strength and tensile longitudinal modulus [2] 
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The difficulty arises from the fact that, while increasing σLC to a level consistent with the 
literature sources does result in a more realistic stress-strain response, this modification also 
causes the ultimate strength of the panel to far exceed that seen in the experiments. The 
benchmark models, as stated previously, do agree well with the experiments on the ultimate 
strength of the panels at all damage levels. This suggests that the compressive strength value 
found via experimentation and given in Table 20 is in fact representative of the material 
system used for the experiments, and actually it is the inconsistency between this and the rest 
of the material data gathered from external sources that is causing the erroneous structural 
response seen in the benchmark models. This effect is particularly significant for the 
symmetric models. Interestingly, the increased value for the longitudinal compressive 
strength has only a limited effect on the ultimate strength of the highly-damaged panels, with 
the modified models producing only a small over-estimate in this property when compared 
with the benchmark models and experiments, as the failure of these panels is dominated by 
other damage mechanisms, such as delamination and fibre fracture in the indentation phase. 
Even so, these models still show a different response to the benchmark cases, with 
progressive damage and failure becoming much more prominent in the modified panel 
models. 
 
As the longitudinal stiffness and strength values were also found by experimentation, and 
thus may also be treated as representative for this material, the transverse compressive 
strength (σTC) of the material is considered next, as well as the shear stiffness (in-plane and 
out-of-place) and shear strength. Additionally, models are trialled using reduced fracture 
energies in the skin and cohesive layer. As damage propagates according to the fracture 
energy given in the material data after the specified threshold strength is reached, it is 
believed that an overly-high fracture energy value is causing damage to propagate too slowly 
prior to ultimate failure, resulting in the load plateau observed in the benchmark models. The 
normal-opening and shear-opening strengths are also changed in some models for the sake of 
completeness, though it is expected that this will have little effect, due to the previously 
observed insensitivity of the normal-opening mode to changes in a virgin model (see the 
parametric study in Chapter 5). Various combinations of these altered parameters are trialled, 
and detailed in Table 26; the designations given in the table are suffixed to the SV and AV 
panel designations as required. In all cases, the specified material parameter is taken as half 
the nominal value given in Table 20, and the variations are performed on both symmetric and 
asymmetric panels. 
 

Table 26: Material data variations [2] 

Variation σTC τL & C Gij GC (skin) GC (bond) σ & τ (bond) 

m1 √      
m2 √ √ √    
m3    √   
m4    √ √ √ 
m5 √ √ √ √ √ √ 
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A final model (designated as m6) is trailed that halves all of the skin and bond material 
parameters, with exception of σLC, Poisson’s ratio and the mode-mix ratio in the cohesive 
surface data. The rationale behind this final variation is to observe the effect of artificially 
generating a consistent data set based around the longitudinal compressive strength, which 
while standing out as anomalously low, does at least give a good estimate for the ultimate 
strength of the panel. Crucially, this test treats the rest of the experimentally-derived material 
data as suspect also. In all model variations, the material data for the core is left unchanged. 
Note that this exercise is intended to demonstrate the effect of changing the material data of 
the on the response of the panels, in an attempt to identify where the issue in the material data 
might lie, so as to explain the strange stress-strain response of the model. An effort to curve-
fit the numerical model results to the experimental results will not be made, as that would 
defeat the whole purpose of using numerical modelling as an alternative to experimentation. 
It is more useful instead to understand precisely which items of data the structural response is 
sensitive to, and the effect of this sensitivity. 
 
The results from this investigation are presented in Figure 104 and Figure 105 for the virgin 
symmetric and asymmetric panels respectively (the compressive longitudinal modulus is used 
in all cases, except m6, where the value given in Table 20 is halved). From these plots, it’s 
clear that none of the applied data changes fundamentally alter the erroneous strain-strain 
response of the models, m6 being a (partial) exception that will be discussed separately. For 
the symmetric panel, altering the transverse compressive strength, the skin fracture energies 
and the bond properties (m1, m3 and m4 respectively) all seem to produce approximately the 
same reduction in ultimate strength. These changes also give a marked reduction in the strain-
to-failure, though it should be noted that, while this mitigates the unexpected load plateau, it 
also results in a considerable underestimate of the experimentally-observed strain-to-failure 
(also note that any reduction in the ultimate strength also represents an increasing 
underestimate of the experimental results when compared with the benchmark models). The 
effect is stronger for the m3 and m4 cases.  The bilinear response before failure is unchanged. 
 
The behaviour of the asymmetric panel is slightly different, only registering a change in 
strength when the skin energies and bond properties are changed, with no accompanying 
reduction in the strain-to-failure. In fact, there is a paradoxical increase in the strain-to-failure 
seen AV-m4. Conversely, changing the transverse compressive strength does reduce the 
strain-to-failure, but doesn’t appear to influence the ultimate strength to any meaningful 
extent. For both panels, there is little difference between the strength results produced by m3 
and m4, suggesting that the bond properties have a negligible effect on the overall 
performance of the panel. 
 
Reducing the shear modulus and strength has a noticeable effect on the response of both 
panels. Allowing for the influence of the altered transverse compressive strength in the m2 
variations, both the symmetric and asymmetric panels show a slightly less-stiff initial elastic 
response, slightly reduced ultimate strength and a considerable reduction in the strain-to-
failure. The m5 variations suggest that the cumulative effect of the above changes in the panel 
response are approximately additive.  
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Figure 104: Undamaged symmetric panels with various changes to the material properties [2] 

Figure 105: Undamaged asymmetric panels with various changes to the material properties [2] 
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The m6 variations, as previously mentioned, are something as a special case as they treat the 
experimentally-derived material data as suspect, whereas the previous alterations only 
changed data gathered from literature sources, potentially for different material systems, and 
thus were already acknowledged as a potential source of error. The most striking result here 
is that the initial response of the model now agrees very well with the experiments. This 
suggests that the longitudinal and transverse ply stiffness found in the experiments is 
something of an overestimate, though recall that the overall panel stiffness calculated using 
the strain gauge data demonstrated fairly close agreement with the numerical model. 
However, even this change, which is cumulative with the previous model variations (the 
changes in m6 are added to the changes in m5) does not eliminate the load plateau after 
maximum strength is reached, though it does at least eliminate kink in the symmetric panel 
response prior to ultimate strength. Furthermore, as the panel stiffness is dramatically reduced, 
the elastic stability of the panel is inevitably reduced in turn, resulting in a significant 
underestimate of the ultimate strength when compared with the experimental result as 
buckling resistance drops. This provides the further suggestion therefore that the ply stiffness 
found in the experiments is perhaps not as flawed as it appears at first glance. It is possible 
that the reduced longitudinal tensile strength is contributing to the reduced overall strength 
seen in m6, though this is unlikely, based on the results of the parametric study in Chapter 5 
and given that the problem exclusively involves a uniaxial compression loading. 
 
This investigation highlights the importance of gathering a complete and coherent set of 
material data for the material system under consideration. While it was to a greater or lesser 
extent unavoidable given the constraints of the project, a certain degree of inconsistency in 
the data used for this model has been revealed, and it cannot be easily corrected via small 
adjustments to the material parameters. This data inconsistency is the primary reason for the 
flawed response of the model in this investigation, rather than it being due to a fundamental 
failing of the model itself, which was shown to perform well when a self-consistent data set 
was available (refer to the simulation of the Czabaj et al experiments in Chapter 5). 
 
It would not be reasonable to imply that certain pieces of data are unimportant, but it is fair to 
say that the longitudinal compressive modulus and strength are the critical parameters for 
achieving good results for the ultimate strength (which is this project’s primary objective), 
with the other material parameters refining the response. Based on these results, future 
studies must include the generation of a comprehensive material data set as an essential 
prerequisite to numerical modelling. Furthermore, it is clear that the model is fairly 
ineffective at simulating very severe levels of indentation causing fibre fracture in the skin, as 
the model does not allow any degree of penetration to occur. This might be addressed by the 
careful use of additional cohesive layers in the skin to provide a space in which fibre fracture 
is able to occur. It should be restated however that this model, despite its clear limitations and 
the requirement for further development, does achieve its main goal of accurately estimating 
the residual strength of the panels. 
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7: Numerical Modelling of Combined Loadings in Sandwich Panels 
 
In this chapter, the use of the model presented in Chapter 5 (‘Sandwich Model Development’) 
is extended to address complex load cases in both damaged and undamaged panels. 
Additionally, the influence of geometric scaling is investigated, by increasing the planar 
dimensions of the panel (while holding the thickness constant). The investigation does not 
simulate a specific experimental investigation, and is instead intended to demonstrate the 
utility of the developed model in studying more realistic load cases. 
 
 
7.1 Model Description 
 
This investigation looks at square, flat sandwich panels, using the same material data as used 
for the developmental models using Czabaj’s data (please refer to Table 10 in Chapter 5). The 
material thicknesses and lay-ups are the same also, that is to say, both skins use a quasi-
isotropic [45/0/-45/90]S lay-up, with a ply thickness of 0.127mm, giving a skin thickness of 
1.016mm. The 16.5mm core from the development work is used here. This material data is 
used since it produced good agreement with the experimental results for the ultimate stress of 
the sandwich panels, and also generated the expected elastic-brittle stress-strain response. By 
using this proven data, the intention is to avoid the problems of data inconsistency that 
dogged the numerical modelling of the experiments performed in Chapter 3 – these issues 
were discussed at length in Chapter 6. Three (planar) sizes of panel are used, with lengths of 
150, 200 and 300mm. For square panels, this approximately doubles the planar area of the 
panel with each size increment. This variation is to study the influence of geometric scaling 
on the performance of the panel, which would be relevant to the use of the model in design 
studies. Both undamaged and damaged panels are studied here, with the damaged panels 
being subject to a quasi-static indentation with an applied displacement of 2.5mm, using 
ø16mm hemispherical indenter, as used in the experimental study in Chapter 3. The panel is 
rigidly supported during the indentation, thus eliminating global displacement, which would 
inevitably vary with the increasing width of the panels. By removing the global displacement, 
it is expected that the amount of damage produced would be independent of the panel size, 
and thus should be identical for all panels. 
 
The numerical model most closely matches the Q1-C2-sm-1 case from Chapter 5 (recall that 
this designation indicates that the single cohesive surface is placed closer to the free surface 
of the panel rather than the core, between the -45 and 90 plies). The model features two 
fundamental differences when compared with the models previously discussed, to investigate 
further improvements to the computational efficiency. Firstly, the model is built as a quarter-
model rather than a half-model, making further use of the symmetry in the panel. This change 
halves the number of elements required in the model, but it also halves the displacement-to-
failure, as it mimics a displacement being applied at both ends of the panel rather than just 
one. Consequently, this effectively doubles the loading rate as well. The second change, used 
sparingly in the Chapter 6 models, is the use of significant mass scaling. For this particular 
study, the solver aims for a target time increment of 1e-7s. This would result in a considerable 
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improvement on the speed of the model, given that the stable time increment without mass 
scaling is in the region of 2 – 3e-8 s for this particular problem. Figure 106 shows the stress-
strain response for the initial quarter-model and mass scaling tests, with the test models 
produced using the SV model from Chapter 6 as a convenient basis, and compared with the 
mass-scaled and non-mass-scaled versions of SV (red and crimson lines respectively). 
Displacing both ends of the benchmark panel at once provides a loading rate akin to the 
quarter-model, but is seen to have a negligible effect on the stress-strain response (purple 
line). 
 
While the mass scaling does have a small influence on the post-failure response, the ultimate 
strength and the response prior to this point is not changed to any appreciable extent when 
compared with the benchmark half-model with no mass scaling. The model shown here uses 
an even larger target time increment of 5e-7, which does introduce some noise into the 
response, hence the use of the smaller time increment stated before. Note that the 
displacement-to-failure is halved for the quarter model (blue line) as compared with the 
benchmark model, as expected, but as the gauge length of the quarter model is also halved, 
the stress-strain responses of the two models are seen to be very similar, though the quarter 
models lack the erroneous stress plateau of the original benchmark models. The upshot of 
these changes, of course, is a significantly reduced run time. The non-mass-scaled model runs 
in approximately 8 hours, whereas the highly mass-scaled quarter model (cyan) runs in 30 
minutes (both using 12 processing cores). In the practice, the first model considered in this 
study, 75-0-0x, which in terms of geometry and loading is very similar to the SV panel, runs 
slower than the fast quarter model, due to being a larger problem (in terms of element 
quantity) and reduced mass scaling. All the same, this model still runs in little over an hour 
using the same number of processors. Clearly, this updated model is far more efficient than 
earlier iterations, at the cost of a minor change in the structural response. 

 Figure 106: Comparison of quarter-models with benchmark half-models 
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As a final check, since this remains a quasi-static loading problem as before, the ratio of 
system kinetic energy to internal energy is compared. For the fast quarter model, this is 
0.27%, which is far below the established 5% threshold for a valid quasi-static solution [147]. 
These two changes aside, the models are set up as before – please refer to Chapter 5 for the 
specifics. 

 
Two different load cases are used, using either a longitudinal compressive load (as with the 
other simulations studied so far) or a combined longitudinal and transverse load, achieved by 
displacing the edges of the panel in the x- and y-directions simultaneously, at the same rate. 
Additionally, each of these loadings is applied to either pressurised or unpressurised panels. 
Pressure is applied to the distal (undamaged face of the panel) prior to the compressive 
loaded, and held at the required level for the duration of the compressive load. Two pressure 
levels are used, to simulate cabin pressurisation in an aircraft at altitude: 60.2 kPa (the ‘low’ 
pressure regime, simulating an airliner cruising at 12,000m with the cabin pressurised to an 
altitude of 2,000m [170]) and 94.8 kPa (the ‘high’ pressure regime, simulating an aircraft at 
18,000m with the cabin at sea-level pressure – akin to the now-defunct Concord, but with 
even greater cabin pressurisation [171], for the sake of providing a more severe loading case 
for the model). These pressures are found using the difference in barometric pressure between 
the two altitudes, found using a simplified approximation assuming linear temperature change 
with altitude [172,173]: 
 

𝑃ℎ =  𝑃0 �1 −
𝐿 ∙ ℎ
𝑇0

�
𝑔
𝑅∙
𝑀
𝐿

 

(32) 
where: 
 Ph = the atmospheric pressure (Pa) at altitude h (m) 
 P0 = standard atmospheric pressure at sea-level = 101.3 kPa [173,174] 
 L = temperature lapse rate for dry air  = 0.0065 K/m [173,174] 
 T0 = standard temperature at sea-level  = 288.2 K [173,174] 
 g = acceleration due to gravity   = 9.81 ms-2 
 M = molar mass of dry air   = 0.029 kg/mol 
 R = universal gas constant   = 8.32 J/(mol K) 
 
Solving this equation for the required altitudes gives the pressures stated above. Obviously, 
these pressures are very low, and should not cause much displacement in the panels, and 
certainly no damage. For the purposes of this study, the applied pressure is to a) show the 
response of the panel to the combined loading and b) see what effect, if any, this 
representative pressure would have on a loaded aerospace structure. During the pressure and 
compressive loadings, the boundary conditions around the external edges are set to constrain 
out-of-plane movement only, mimicking a simply-supported panel. The symmetry constraints 
along the internal edges of the quarter model also constrain the rigid body motion in the 
longitudinal and transverse directions. The model is shown schematically in Figure 107, 
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showing the loads and the boundary conditions. Please refer to Figure 69 (Chapter 5) for the 
schematic describing the basic model construction. The models use a similar mesh density to 
the other sandwich models presented in this report, giving problem sizes (in approximate 
number of elements) of 20,000, 35,000 and 79,000 for the 150, 200 and 300mm panel models 
respectively. Compare this with the James experiment models (Chapter 6), which had 
approximately 52,000 elements each, and the closely-related Q1-C2-…-1 Czabaj model 
(Chapter 5) which had around 94,000. In terms of problem size alone, the use of a quarter-
model represents a considerable improvement in computational efficiency.  

 
 
 
 
Between the geometric scaling, damage, pressure and differing load cases, this study will 
consider a total of 36 unique models. The results will be designated thusly, for ease-of-
understanding: 
 

L - δ - Q  P 
 
 
 

Figure 107: Schematic showing loads and boundary conditions for 
the combined loading study 
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where: 
L = edge length of model (half the true length) = 75, 100 or 150 
δ = applied displacement on the indenter = 0 or 2 (actually 2.5) 
Q = high or low pressure case   = H or L 
P = compression load case   = xy or x 
    (combined or longitudinal only) 
 

Example: 100-0-Hxy, denoting a quarter panel with a 100mm long edge (representing 
the 200mm size of panel), undamaged, with 94.8 kPa of pressure applied prior 
to a combined longitudinal and transverse pressure load. 

 
 
7.2 Results 
 
Before presenting the strength results from the model, it is appropriate to confirm the model 
is responding correctly to the complex applied loads. This is confirmed by considering the 
displacement of the panel at various stages of the analysis: indentation, pressurisation and 
compressive displacement prior to failure. The displacement profile at these three stages of 
the analysis are shown 150-2-Hxy are shown in Figure 108 to Figure 110 (note the 
displacement due to pressurisation is scaled by a factor of 10, due to the low absolute value of 
the displacement). These displacement profiles are representative of all the panels featured in 
this investigation. From these images, it can be shown that the model is responding correctly 
to the applied loads. Note the direction of the displacements due to indentation and pressure – 
indentation acts in the negative z-direction, whereas pressure, which is applied to the distal 
face, displaces the panel in the positive z-direction. The triangular shape of the displacement 
contour for the compressive loading confirms that the longitudinal and transverse loads are 
being applied at the same rate, as required. 

  Figure 108: Displacement of 150-2-Hxy (indentation) 
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Figure 109: Displacement of 150-2-Hxy (pressurisation) 

Figure 110: Displacement of 150-2-Hxy 
(compression, prior to failure) 

≈0.5mm 
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The complete results from this study are presented in Table 27. The dent size from the 
indentation is given for both its initial size and its resultant size after pressurisation. As with 
the Czabaj and James models presented earlier in this report, the dent diameter is measured 
for the region where the out-of-plane displacement exceeds 0.5mm, and is estimated from the 
average element size, which for these models is approximately 1.76 elements/mm. The dent 
depth is simply the peak local out-of-plane displacement. The global displacement of the 
panel due to the pressure loading is taken as the maximum displacement at the pressurised 
face (which is the distal face, taken relative to the damaged face). The stress and strain at 
failure is presented for both the longitudinal and transverse directions, as appropriate, with 
the % residual strength being given only in the longitudinal direction, as compared with the 
relevant model’s undamaged counterpart. The stress-strain responses of the models are 
presented in Figure 111 to Figure 116. From the set-up of the analysis, it is expected that the 
initial dent sizes will be independent of the panel size and that global displacement and 
change in dent size due to the pressure loading will be independent of the subsequent 
compressive loadings. This was seen to be largely true, with minor variations in these 
parameters being observed, due to the dynamic and thus highly-variable nature of the 
numerical solution. Thus, average values for the damage size and global displacement are 
given in Table 27 where appropriate. 
 
From these results, the following general trends can be observed. First of all, for all panel 
sizes, loading the panel in the longitudinal and transverse directions at the same time does not 
particularly harm the strength of the panel, and occasionally improves it. However, the strain 
to failure for the doubly-loaded panels is always much lower, due the larger magnitude 
displacement vector that results from loading in both directions at the same time. The 
strength in the transverse direction is higher than the longitudinal direction, despite the use of 
a quasi-isotropic lay-up. One possible explanation for this finding is that the 90º fibres, which 
are in the centre of the laminate, are the primary load-bearing fibres for the transverse loading. 
Since they have more layers on either side of them than the 0º fibres, which may be only a 
single ply away from the free faces, these plies may be slightly more stable than the 0º plies, 
improving their buckling resistance. This trend was also found by Hitchen & Kemp [34], 
where laminates having more 0º plies remote from the free surface of the composite plate 
tended to have greater compressive strength, either undamaged or damaged. Most studies on 
stacking sequence focus on the formation and consequences of delamination, so more work 
may be required to confirm this hypothesis. 
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Table 27: Results of combined loading study 

 
  

Panel designation 
Dent size (mm) 

(diameter x depth) δpress 
(mm) 

Max stress 
(MPa) 

Strain (at max 
stress) / % % residual 

strength 
Initial Pressurised L T L T 

75 

0 

0 x 

- 

- 343.0 - 0.63 - 

- 

xy 335.8 364.2 0.41 0.45 

L x 0.052 362.0 - 0.68 - 
xy 342.2 373.2 0.40 0.47 

H x 0.081 350.3 - 0.63 - 
xy 344.2 362.6 0.39 0.43 

2 

0 x 

14.8  x  
2.51 

- - 380.2 - 0.69 - 110.8 
xy 347.5 379.0 0.40 0.49 103.5 

L x 0  x  0.043 0.18 349.7 - 0.64 - 96.6 
xy 355.9 374.7 0.42 0.50 104.0 

H x 0  x  0.028 0.19 362.4 - 0.66 - 103.5 
xy 355.7 376.6 0.42 0.48 103.3 

           

100 

0 

0 x 

- 

- 350.6 - 0.64 - 

- 

xy 309.5 343.3 0.36 0.42 

L x 0.11 343.6 - 0.61 - 
xy 310.6 345.1 0.36 0.43 

H x 0.17 331.8 - 0.59 - 
xy 315.9 335.8 0.36 0.41 

2 

0 x 

15.6  x  
2.45 

- - 323.3 - 0.59 - 92.2 
xy 330.1 356.9 0.38 0.44 106.6 

L x 0  x  -0.046 0.16 363.4 - 0.65 - 105.8 
xy 319.5 350.4 0.37 0.44 102.9 

H x 0  x  -0.019 0.23 349.4 - 0.63 - 105.3 
xy 325.1 348.5 0.36 0.42 102.9 

           

150 

0 

0 x 

- 

- 314.0 - 0.56 - 

- 

xy 291.3 324.9 0.34 0.37 

L x 0.34 322.2 - 0.58 - 
xy 298.5 317.9 0.34 0.37 

H x 0.54 260.8 - 0.47 - 
xy 248.4 292.3 0.30 0.35 

2 

0 x 

15.9 x 
2.50 

- - 323.0 - 0.58 - 102.9 
xy 302.9 329.3 0.35 0.38 104.0 

L x 0  x  -0.45 0.34 307.4 - 0.56 - 95.4 
xy 297.4 325.8 0.34 0.37 99.6 

H x 14.5  x  -0.63 0.50 282.8 - 0.51 - 108.4 
xy 299.4 320.5 0.34 0.36 120.5 
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Figure 111: Stress-strain response for undamaged 150mm square panels with combined loading 

Figure 112: Stress-strain response for damaged 150mm square panels with combined loading 
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Figure 113: Stress-strain responses for undamaged 200mm square panels with combined loading 

Figure 114: Stress-strain response for damaged 200mm square panels with combined loading 
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Figure 115: Stress-strain responses for undamaged 300mm square panels with combined loading 

Figure 116: Stress-strain responses for damaged 300mm square panels with combined loading 
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Changing the size of the panel does not have a significant effect on the stress-strain response 
until it becomes quite large. Note how the ultimate strength of the 150mm and 200mm panels 
is quite similar for the longitudinal load only cases. The doubly loaded 200mm panels do 
show a noticeably reduced failure stress however, and the strength of the 300mm panels is 
significantly reduced across all cases as compared to the much smaller 150mm panels. The 
reason for this is that the elastic stability of the panels falls as the gauge length increases, 
increasing the tendency of these panels to buckle. The strain-to-failure does not change 
appreciably with increased size, which is expected, as the materials used in the panel 
construction are not changed. 
 
For the undamaged panels, the application of pressure has only a small effect on the stress-
strain response. In some cases, for example, with the 150mm panels, the pressure improves 
the strength of the panels, perhaps due to the application of a small beneficial preload, but 
this effect could just as easily be due to numerical variations – in lieu of comparative data, 
this question cannot be answered for certain. For the larger models, and especially the 
300mm panel case, the use of the higher pressure harms the strength of the panel, as the large 
global displacement that the pressure load induces starts to act as an increasingly significant 
geometric imperfection, which when coupled with the large unsupported area of these panels, 
has a rather detrimental effect on the elastic stability of the panel. 
 
On the other hand, applying a pressure load has a very interesting effect on the residual 
strength of the damaged panels, with the pressurised damaged panels usually (and the highly 
pressurised panels invariably) exhibiting increased strength over their undamaged or 
unpressurised counterparts. What appears to be happening when pressure is applied to the 
distal face of a damaged panel is that the dent is squeezed out, returning the damaged face to 
a nearly-flat condition, albeit with the presence of a delamination induced by the indentation 
(incidentally, intralaminar damage and core crushing due to a mild indentation appears to be 
very limited, as expected based on the experimental observations in Chapter 3). The 
elimination of the dent becomes more significant as the panel size increases, due to the 
increased global displacement generated by the pressure loading in these cases. Indeed, the 
dent actually develops into a convex bulge in the two larger panels, becoming especially 
prominent for the 300mm, highly pressurised panel. The mechanism by which this occurs is 
not immediately obvious, but one distinct possibility is that the panel bending under pressure 
induces tensile stresses in the damaged face which straighten out the deformed skin, 
removing the dent. 
 
Unfortunately, the unpressurised panels have unexpectedly and entirely counterintuitively 
also tended to show improved strength with damage, though based on the previous panel 
models analysed in this report, the reduction in strength due to damage was not expected to 
be significant in any event. This error is perhaps due to the rather heavy mass scaling used in 
this model, but again, without comparative data, it can’t be conclusively stated one way or the 
other whether this effect invalidates the model. That being said, the results presented here do 
show some interesting trends which are worthy of further study, particularly with respect to 
using pressure loadings as a way to recover the strength of damaged sandwich panels. 
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The singly-loaded undamaged sandwich panels all fail via the propagation of delamination 
buckling across the full width of the panel at the loaded end, with the buckle tending to 
originate at the free edge of the panel. This is likely due to the stress concentration formed by 
contact with the rigid surface used for load application at this point (to avoid clashes between 
the two surfaces when the panel is doubly-loaded, the surface was made slightly narrower 
than the panel). Changing the panel size and the application of the pressure load does not 
affect the failure mode. The damaged panels also (usually) show the same failure mechanism.  
 
While the indentation does induce a delamination at the centre of the panel, this delamination 
does not propagate to full-width before the delamination at the loaded end does so, and thus 
the inclusion of damage does not affect the failure mechanism. This might explain why the 
strength of the indented panels is not lower than the undamaged panels. Again, this is 
independent of size and pressure, though the initial delamination from the indentation is 
occasionally more prominent in the pressurised panels. The competition between these two 
delaminated regions can be seen in Figure 117. The only exception is the unpressurised 
200mm panel, where the delamination due to damage does control the failure, reaching the 
full width of the panel before the loaded-end delamination can fully develop; this is shown in 
Figure 118. Additionally, the highly pressurised 300mm exhibits the formation of 
delamination at the unloaded edges at the point of failure. This effect is not observed in the 
other cases, but is not a significant feature of the ultimate failure. 

 
 
 

Figure 117: Failure of panel 75-2-Lx, showing competition between the two delaminated 
regions of the panel. The upper delamination, at the loaded end, controls the ultimate 

failure of this particular panel. 
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The undamaged doubly-loaded panels, with both longitudinal and transverse compression 
loads, also fail via delamination propagation. As with the singly-loaded panels, the ‘upper’ 
edge, which is perpendicular to the longitudinal load, exhibits the full-length delamination 
first, with the other loaded edge, carrying the transverse load, following soon after. This 
explains the increased strength in the transverse direction, and supports the suggestion that 
the plies are slightly more stable in this direction. The delamination originates in the top 
corner of the panel, and propagates much quicker than the singly-loaded panels, with 
extensive delamination observed soon after the peak load. The failure mechanism is 
independent of pressure, as in the singly-loaded panels, though the transverse delamination 
develops more slowly than the longitudinal delamination with increasing panel size. This can 
be seen in Figure 119 for the undamaged, unpressurised 300mm panel. This panel also shows 
an unusual change in direction of the longitudinal delamination away from the free edge of 
the panel not seen in the other cases, but is otherwise representative of the failure of all of 
these panels. The doubly-loaded damaged panels also fail in the same manner, with the 
indentation-induced delamination having even less chance to propagate under loading than 
seen in the singly-loaded panels, though the 200mm unpressurised panel again proves 
something of an exception, with the longitudinal edge delamination and the central initial 
delamination seeming to grow at the same rate, making it unclear as to which one is 
controlling the ultimate failure of this particular panel.  

Figure 118: Failure of 100-2-0x. The delamination induced by the indentation in the 
centre (lower left) of the panel is propagating rapidly towards the free edge, before the 
top delamination can form. Ultimate strength has already been reached at this point. 
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The interaction of the various delaminations and loadings tend to result in complex buckling 
modes after ultimate strength has been reached. An example of this may be seen in Figure 
120 for 150-2-Hxy. The precise nature of the buckling mode is obviously highly dependent 
on the form of the delaminations under the surface, and can change with continued load 
application as this hidden damage propagates. It is also entirely possible that failure due to 
kink-band propagation could well result in different post-failure mode shapes, if these are 
seen at all. However, since this investigation is concerned only with ultimate strength and the 
causes of the final failure, post-buckling is only a curiosity for the current purposes.  
 
The real utility of this exercise is in demonstrating the effectiveness of the sandwich model in 
a simulated design study, where an initial assessment of the suitability of a structure for a 
given application may be required. The use of mass-scaling and the reduction in problem size 
achieved by taking advantage of panel symmetry has provided a dramatic improvement in the 
computational efficiency of the model, which has allowed this example study to be completed 
very quickly. The analysis of all 36 models required less than 2,200 hours of processor time, 
which when divided over the 12 cores used for the analysis runs, equates to less than 8 days 
of real-time. This compares very favourably with earlier iterations of the sandwich model, 
which focussed more closely on achieving highly accurate results at the cost of increased 

Figure 119: Failure of 150-0-0xy, showing delamination 
propagation in two directions. 
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computational effort. For example, the virgin Czabaj models (with a single cohesive surface) 
from Chapter 5 required an average of 167 hours of CPU time per analysis, increasing to 220 
hours with the introduction of damage, even before considering the effect of simulating the 
larger panel sizes, which require a doubling of the number of elements used each time. Using 
this earlier model in this kind of design study would thus have required maybe 16,000 hours 
of processor time, resulting in nearly 2 months of continual computational effort if using 12 
cores, for seven times the time taken to complete the study when the various efficiency 
improvements described here were applied.  
 

 
 
The erroneous increase in strength of the unpressurised panels with damage obviously 
indicates some degree of inaccuracy in the model, but these errors can be eliminated by 
reducing some of the problem acceleration used here in the form of increased loading rate 
and mass scaling, and by increasing the mesh density. For instance, having made some initial 
conclusions about the suitability of a proposed design, the engineer may now reduce or 
eliminate these efficiency measures to increase confidence in the numerical results. It must be 
reiterated that despite the anticipated loss of accuracy, the model still captures the same 
fundamental composite damage and failure mechanisms that had been designed into the 
simulation from the very beginning. The retention of this considerable complexity in the 
solution is very encouraging, and despite the loss of accuracy, the model is still capable of 
producing valuable insights in the behaviour of the structure under these conditions. For 
example, the markedly reduced in-plane strength of the highly pressurised 300mm panel 
would be an observation that might be particularly valuable for a designer developing a large-
scale aerospace structure. Another observation of note is the apparent recovery of strength 
with pressurisation on damaged panels. 

Figure 120: Post-failure buckling mode shape of 150-2-Hxy 
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Simulating this kind of complex loading problem is where the strength of finite element 
modelling truly lies, as it easily investigates loading states that might be difficult to perform 
experimentally. Crump et al [175] propose an experimental set-up for the pressurisation of 
sandwich panels at a low rate of loading, but most other experimental and numerical 
investigations focus on explosive blast loading of sandwich panels [176,177], rather than 
mild pressurisation as part of routine operation, such as in cabin pressurisation. Few of these 
also consider compressive loading as well, with a noteworthy exception being the work of 
Wang & Shukla [89]. Combined loads on composite and sandwich panels have received 
some consideration in the literature, including compression-and-shear loading [178], and 
biaxial compression akin to that considered in this chapter [179]. These two examples are 
concerned more with analytical solutions of buckling problems, however. Another work 
considers both shear and biaxial normal stress in the finite element environment for civil 
engineering applications [180]. However, experiments investigating this particular class of 
problems for these particular structures appear to be hard to come by, and certainly there is 
little evidence to suggest that the work presented in this chapter has been attempted either 
numerically or experimentally. The flexibility of numerical modelling allows for these 
structural investigations to be expanded further, for example by changing the loading rates, 
boundary conditions or panel geometry, such as introducing single and double curvature into 
the panel. Other new developments, such as through-the-thickness reinforcement of the skins, 
and perhaps even nanoscale reinforcement, might also be simulated in this environment. 
Additional studies of this nature are left to future research efforts, and are contingent on the 
satisfactory resolution of some of the model limitations that have been highlighted in this 
report. 
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8: Summary and Conclusions 
 
This report has presented a numerical model for the prediction of the compression-after-
impact strength of composite sandwich panels, and an accompanying experimental study 
which provided data for model validation. The experimental study revealed that the use of a 
thinner distal (undamaged) skin could improve the strength of mildly damaged sandwich 
panels over undamaged sandwich panels using the same asymmetric configuration. It is 
believed that this effect is due to the movement of the neutral plane of the sandwich panel 
caused by the reduction in the stability of the damaged skin through stiffness reduction and 
geometric imperfections. This removes the eccentricity of the compressive loading that exists 
in the undamaged asymmetric panels, which has mismatched axial stiffness between the 
indented skin and the thinner distal skin, and thus a noticeably lower ultimate strength than 
the undamaged symmetric panels.  
 
The numerical model generally agreed well with the ultimate stress found in the experiments 
for these different configurations, but is quite poor at estimating the magnitude of the damage 
induced by the indentation. When used to model the experimental study, the model gave 
generally good, conservative estimates for the residual compressive strength of both the 
symmetric and asymmetric panels. The tendency of the asymmetric panels to become 
stronger with mild damage was not captured by the model per se, with the numerical results 
instead showing an insensitivity to damage in the asymmetric panels, which was not shared 
by the symmetric panels. However, the numerical model did exhibit erroneous strain-stress 
responses for both panel configurations, particularly for the undamaged and mildly damaged 
cases. Investigations revealed that this erroneous behaviour was caused by inconsistency in 
the material data, which had been collected partially via experimentation and partly from 
literature sources. 
 
Finally, the sandwich panel model is utilised in a simulated design study looking at the effect 
of combined longitudinal and transverse compressive loads and out-of-plane pressure loads 
on panels of varying size and with and without impact damage. This final exercise made 
extensive use of mass-scaling to significantly improve computational efficiency, as well as 
further use of panel symmetry to produce a quarter-model. Thanks to these improvements, 
the complete study of 36 models was completed with little over one week of computational 
effort. This supplementary investigation demonstrated the utility of the sandwich model 
developed by this project in studying different candidate designs for a given application, 
though there was a reduction in accuracy due to the considerable mass-scaling used. Of 
particular interest is the apparent recovery of compressive strength seen in damaged panels 
with a pressure loading, with the highly-pressurised damaged panels considered in this study 
invariably showing an improvement in strength over their damaged, but unpressurised 
counterparts. On closer inspection, it appears that the bending induced by the pressure load 
(applied to the distal face) causes the dent in the opposing face to get pulled out by the tensile 
forces induced on this side of the panel, mitigating the instability induced by this geometric 
imperfection. This finding certainly warrants further study. 
 



194 
 

This project achieved its primary goal of producing a numerical model for damaged sandwich 
panels that can reliably produce good estimates of the ultimate compressive strength for a 
number of different structural and loading configurations, while taking into account all of the 
major damage mechanisms for composite sandwich panels. However, there remains plenty of 
scope for improvement. It has already been stated that consistency of material data is crucial 
to give trustworthy numerical results – this must be gathered via dedicated and 
comprehensive experimental work for the material system/s in question. The experimental 
study itself could have been improved via more extensive use of strain gauging to give better 
estimates of the overall panel stiffness, and to confirm the hypothesis that mild damage in the 
asymmetric panel is providing a stabilising influence under compressive loading. The 
addition of an LVDT or similar instrument would allow experimental verification of the 
global displacement observed in the numerical model, and a future study would ideally use 
some form of non-destructive testing, such as ultrasonic measurement, to establish the size of 
the delamination induced by the indentation, thus establishing the quality of the cohesive 
surface response used in the numerical model. Another useful addition to the experimental 
effort would be to choose composite lay-ups such that both symmetric and asymmetric panels 
have the same overall cross-sectional thickness, so that any change in strength would be 
purely due to changes in the neutral axis rather than simple differences in thickness. As 
already mentioned, the effect of pressurisation on the compression-after-impact behaviour of 
damaged sandwich panels would also be a worthwhile investigation, if potentially difficult to 
perform in practice. 
 
Particular weaknesses identified in the sandwich model are the skin damage model and the 
core model. The deficiency of the skin damage model, particularly the inability to capture 
extensive fibre breakage, has already been discussed. This may be solved by careful 
adjustment of the solution and meshing parameters, for example via element deletion (which 
carries its own difficulties in terms of the robustness of the numerical solution), but there are 
also a myriad of different composite damage theories that have been developed over the past 
decade which may be applied to this problem. These would require a great deal of care and 
expertise to implement these developments correctly, as they all require self-programmed 
subroutines within Abaqus. The use of the cohesive zone method may also be used for this 
purpose, via the addition of a width-wise cohesive layer through the centre of the damaged 
region. The core material and crushing response used in this project was very basic, and 
could be readily improved. A common approach is to explicitly create the geometry of a 
honeycomb, and apply basic isotropic material properties to the resultant structure. Other 
approaches capturing the response of the core in various directions are obviously more 
involved, again requiring extensive experimentation to gather the needed material data and 
implemented via the use of user-defined subroutines. The use of a quarter-model could have 
been attempted earlier in the project, and the benefits this approach offered in reducing the 
computational effort in solving these problems make it a very valuable technique, especially 
if using more complex material responses, more refined meshes, or explicit honeycomb 
geometries (though obviously, this approach has some limitations – for example, it would not 
be suitable for the investigation of shear loadings, due to the non-symmetrical shape this 
would produce). 
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Finally, there are other problems that this model could potentially be applied to. The 
combined loading study in Chapter 7 considered more realistic multiple loading cases, and 
another study could perhaps consider the behaviour of singly- and doubly-curve sandwich 
panels, representative of realistic aerospace structural geometries. A different study may 
involve the effect of shear loading on sandwich panels, or a further look at different materials 
(such as form cores common to the marine industry). A useful contribution might be a 
numerical investigation into the effect of through-the-thickness reinforcement of the skins on 
the compression-after-impact performance of a sandwich, which could be perhaps be 
implemented simply by altering the homogenous properties of the skin and the bond. The 
model might also be used for the investigation of high-energy impacts, provided that strain-
rate dependency of the material was included. Preparing these continuation studies would be 
fairly straightforward as far as the numerical model is concerned (presuming the deficiencies 
mentioned previously were adequately addressed), but as with the other investigations 
presented here, experimental verification of this would be required, and potentially difficult 
and costly to implement. Ultimately, the entire purpose of numerical modelling is minimise, 
if not eliminate, the need for experimental work. Despite the promising advancements made 
by this project, there remain sufficient shortcomings in the models as they currently stand that 
experimental validation remains necessary, particularly for these more involved loading cases 
and more complex geometries. 
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Appendix A: Results from Material Property Tests 

 
T0  = longitudinal, tensile (for E1T and σLT in models) 
T90  = transverse, tensile (for T2T and σTT) 
C0 = longitudinal, compressive (for E1C and σLC)  
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Appendix B: Impact Jig Pendulum Setting 
 
The initial kinetic energies selected for the impact tests were 4, 7 and 10J, as noted previously 
in Chapter 5. This appendix details how this was translated to a setting for the initial position 
of the pendulum, which was done via measuring the angle of the pendulum from its rest 
position. 
 
Based on the principle of conservation of energy, kinetic energy equals the gravitational 
potential energy, therefore, for the energy levels given above: 
 

𝐸𝐾,0 = 𝑚𝑑ℎ 

(33) 
 
where EK,0 is the initial kinetic energy, g is acceleration due to gravity (taken as 9.81 for these 
calculations), m is the effective mass of the pendulum (discussed below) and h, the sole 
independent variable in this system, is the perpendicular height of the hammer above the 
target, taken from the centre of the hammer to the centre of the pendulum pivot. 
 
The effective mass of the pendulum is found by considered the moment of inertia of its 
component parts about the pivot point: 
 

𝐼𝑖 = 𝑚𝑖𝐹𝑖2 

(34) 
 
where Ii is the moment of inertia of component i, mi is the mass of the component and ri is the 
distance to the centre of the pivot from the centroid of the component. Where possible, the 
mass of the components of the pendulum were measured directly, but some estimates needed 
to be made, as the welded construction of the pendulum made complete disassembly 
impossible. The hammer and force transducer at the front of the pendulum, the two identical 
side weights and the single circular weight at the back of the pendulum where all weighed, 
giving masses of 36g, 1338g and 400g respectively (the 1338g quoted for the side weights is 
for both weights). The volumes of the weights were calculated based on their linear 
measurements, and this information used to estimate the precise density of the steel used in 
their construction, so as to have a representative value to use in the coming calculations. This 
was found to be approximately 8,103 kgm-3. 
 
The pendulum was dismantled as much as possible, and the resulting arm assembly, featuring 
an end block (onto which the weights and hammer head are fitted – they are not included in 
the following calculations), a long pendulum arm, a shaft forming the pivot, and a single 
bearing block were weighed as one unit. Two identical bearings are used to support the 
pendulum: one could be removed, and the other couldn’t, due to a welded plate at one end of 
the shaft. The total mass of the entire assembly was measured as 3,677g. The mass of the 



199 
 

bearing was measured at 662g. The mass of the shaft was estimated by calculating its volume 
from engineering drawings and direct measurement, and using the density of steel calculated 
above. The mass of the end block was calculated in the same way, taking into account the 
material removed for the two M6 through-holes used to fit the additional weights. From the 
calculations therefore, the masses of the end block and shaft were found to be 920g and 903g 
respectively. These masses, and the mass of the single irremovable bearing, are subtracted 
from the mass of the whole assembly to give the mass of the arm itself, at 1,992g. 
 
The distance to the hammer from the pivot was measured at 357.5mm. This value was taken 
as the distance between pivot and centroid rend for the end block and the side weights. The 
distance rarm for the arm was measured as 176mm, and the distance rcirc for the circular 
weight and the hammer assembly was calculated to be approximately 362mm. Using these 
values, and equation 34, the moment of inertias of arm, end block (including side weights) 
and the combined circular weight and hammer were calculated to be 0.0368, 0.2888 and 
0.0576 kgm2, respectively. The sum of these inertias gives the total moment of inertia for the 
pendulum of 0.3832 kgm2. Note the omission of the shaft and bearings from this calculation; 
as their centroids coincide with the pivot point, their masses do not contribute to the moment 
of inertia of the system. By rearrangement of equation (34), the effective mass of the 
pendulum at the hammer was found to be approximately 3kg: this value can now be 
substituted for m in equation (33). 
 
Rearranging (33) to find h, and solving for the energy levels required, gives the hammer 
heights required to produce 4, 7 and 10 J impact energies as 135.9, 238.0 and 339.8 mm 
respectively. Using elementary trigonometry, this gives the required pendulum angles from 
rest (the rest position being where the hammer is just touching the target, with the hammer 
square-on to the panel) for the three required impact energies as 51.7º, 70.5º and 87.2º 
respectively. These angles are measured with a digital inclinometer during testing. The 
limiting factor for maximising the impact energy is the range of the potentiometer. Beyond an 
angle of approximately 122.5º (from rest), the potentiometer would return an open-circuit 
signal. This corresponds to a height of approximately 550mm, for an impact energy of 16.2J. 
This theoretical maximum assumes the pendulum is a lossless system. This is obviously not 
true, but since the pendulum is properly supported on ball bearings, these losses are 
considered negligible. Working in reverse, using the measured rebound angle and basic 
trigonometry to find the rebound height, and then equation for gravitational potential energy, 
one can easily find the absorbed kinetic energy as well. 
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Appendix C: Instrument Calibration 
 
Two measurement devices require calibration on this jig: a potentiometer fitted to the shaft, 
used to record the angle of the pendulum, and a force transducer, used to record the force at 
the hammer head. Calibrating the potentiometer was very straight-forward: the pendulum was 
rotated to various angles, the angle being measured with an inclinometer, and the output 
voltage at each angle was recorded with a voltmeter. This process was performed lifting the 
pendulum up from rest, and then repeated by gradually returning it to rest. The data was 
plotted for both actions, and shown in Figure 119. The potentiometer response was 
approximately linear, but a quadratic curve fit is used for improved accuracy. All voltages 
recorded from the potentiometer in testing were entered into the following equation, averaged 
from the ascending and descending curve fits, to give the instantaneous angle of the 
pendulum: 
 

𝜃 = −1.1627𝑣2 − 70.6105𝑣 − 3.8598 

(35) 
 
The force transducer used was a Bruel & Kjaer Type 8200, coupled with a Bruel & Kjaer 
Type 2935 charge amplifier. To calibrate the force transducer, the device was stuck to a 
suspended 10kg mass using wax. The mass was then driven by an electrodynamic shaker. 
The inertance and coherence of the system were calculated and plotted on a computer 
monitor in real-time by signal-processing software: for this system, these quantities should 
equal 0.1 and 1 respectively. The force transducer was then calibrated by adjusting the charge 
sensitivity on the charge amplifier until the displayed inertance and coherence equal the 
values stated above. The test apparatus is shown in Figure 120. A detail view of the force 
transducer fitted to the suspended mass and shaker is shown in Figure 121. For this particular 
force transducer, the sensitivity was set to 376 pC/N. The charge amplifier outputs a voltage, 
multiplied by a user-specified factor to give the force. In this instance, the output was set to 
1mv/unit (N for force). 
 
No special setting and calibration procedure was required for the quasi-static indentation and 
compression-after-impact tests, as the force and displacement outputs are collected directly 
by the machine software. Where strain gauges are used, the strain output was also gathered 
directly by the LabWorks software, using the gauge factor provided by the manufacturer. 
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Figure 121: Angle-against-voltage plot for potentiometer calibration 

Figure 122: Apparatus for the calibration of force transducer 



202 
 

 
 
 
 
 
  

Figure 123: Close-up of force tranducer mounted to hanging mass 
(left) and electro-dynamic shaker right) 
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Appendix D: Raw Compression-after-Impact Data – Symmetric Panels [2] 

 
 

Failure codes:  K = kink-band, D = delamination buckling, B = bending 
  E = near-end, C = centre 
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Appendix E: Raw Compression-after-Impact Data – Asymmetric Panels [2]  
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Appendix F: Damage Magnitude Results from Development Sandwich Model [1] 
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Appendix G: Complete Results from the Parametric Study 
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Appendix H: Damage Magnitude Results from the Parametric Study 
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