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Abstract

A multi-component diffusion model which is capable of simulating the evolution
of microstructure of a coated nickel based superalloy system has been developed.
The key components of this model are a one-dimensional finite-difference based
diffusion solver to calculate the distribution of alloying elements, a power-law
based growth rate model for predicting surface oxidation and a thermodynamic
equilibrium calculation routine for determining the phase evolution with time and
space within the substrate-coating system. In addition to forecasting the evolution
of concentration and phase profiles in the system after a given thermal history, the
model is capable of estimating the losses due to oxidation and the likely remaining
life of the coating based on a concentration and/or phase fraction dependent failure
criteria. The phase constitution and concentration profiles predicted by the model
has been compared with an experimental CoNiCrAlY coated CMSX-4 system
which has been aged for times up to 10 000 h at 850, 950 and 1050 ◦C, and many
features observed experimentally can be predicted by the model. The model is
expected to be useful both for assessing microstructural evolution of coated turbine
blade systems, and also as a tool for designing new coated alloy systems.

1 Introduction

Operating temperatures within gas turbine engines are continuously being increased
to keep pace with the desire for increased efficiency. The combination of these high
temperatures and aggressive environments leads to increased rates of oxidation and
hot corrosion attack upon the gas turbine components, which can significantly degrade
their mechanical properties. It is therefore necessary to have sufficient oxidation and
corrosion resistance at high temperatures in order to provide a satisfactory component
life. In most industrial turbines, Ni-based superalloy components such as turbine blades
and vanes are typically protected by MCrAlY coating systems (M being Ni and/or Co).
Coatings attain their protective action by reacting with oxygen present in the working
environment. This interaction with oxygen forms dense, adherent oxide scales on the
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surface of the coating which as a result, inhibits further losses due to oxidation. To
form this dense oxide layer the coating needs to be rich in elements that readily form
protective oxide scales such as Al and Cr, and therefore the life of the coating is related
to its ability to form the protective scales and/or replace the scale as and when required.
The oxide scale may suffer periodic damage (spallation) due to the stresses induced
by thermal cycling; however, the scale can be restored by further oxidation as long as
there are sufficient scale forming elements remaining in the coating. The efficiency of
this healing process diminishes as the reservoir of protective scale formers, mainly Al
in the coating, depletes over time. Aluminium in the coating is lost both due to its
consumption by the oxide scale and interdiffusion with the substrate. A critical Al
content in the coating can be defined to indicate the useful life of the coating. This
critical Al content could indicate the time at which less protective oxides are able to
form on the surface or indeed a time at which the coating should be stripped from the
component and a new coating applied.

The differences in chemical composition between the coating and substrate promote
interdiffusion of chemical elements across the coating/substrate interface. Modern single
crystal superalloys contain a multitude of heavy elements such as Co, Ta, Hf, W, Re and
Mo, and because their compositions are optimised primarily for high creep strength,
the Al and Cr concentrations are kept lower than the desirable levels for prolonged
oxidation resistance. The overlay coatings on the other hand have higher levels of these
latter elements, and since their major function is surface protection, they contain a
smaller number of heavy elements compared to substrate alloys. Consequently, these
large differences in compositions between the coating and base metal cause significant
interdiffusion across the interface coating/substrate.

MCrAlY coatings can typically consist of a mixture of β (NiAl), γ ′ (Ni3Al) and γ (Ni)
phases, depending on the chemical composition and temperature. The depletion of Al
from the coating by the formation and growth of the oxide scale at the coating surface
and the interdiffusion with the substrate, results in the depletion of the β-NiAl phase,
which gradually transforms to a less Al-rich γ ′-Ni3Al and finally to a γ-Ni solid solution.
On the other hand, single crystal Ni-based superalloys are characterised by a two phase
microstructure consisting of a γ matrix and high volume fractions of the γ ′ phase. The
interdiffusion of elements across the coating/substrate interface can, however, result in
an interdiffusion zone which is characterised by the area at the interface affected by
the interdiffusion of elements, resulting in a distinct microstructure unlike that of the
coating and/or substrate. This can also contain intermetallic TCP phases such as σ, µ
and P phase, together with numerous carbides, including MC and M23C6 carbides.

A complete understanding of the diffusion assisted degradation processes and the mi-
crostructural changes that take place within the coating, interdiffusion zone and sub-
strate material is crucial in order to develop more accurate life prediction procedures
for coatings and coated Ni-based superalloys. Modelling of these diffusion processes
which occur during service can be an important tool to predict coating and substrate
degradation as a function of time and operating temperature. This can be a significant
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advantage for the estimation of long term component performance, and also for the
selection of optimum coating/substrate combinations.

It is important for any model dealing with microstructure evolution in coated superalloy
systems to be able to simulate the oxidation, interdiffusion and phase stability simul-
taneously because these phenomena are all interlinked. Previous modelling efforts have
been concentrated on limited systems. For example the work by Nesbitt [1] was on the
ternary system Ni-Cr-Al, and the models did not take either the phase constitution or
diffusion in precipitate phases into account. A recent paper [2] which utilizes the soft-
ware package DICTRA [3] takes multicomponent diffusion into account but it deals with
oxidation in a limited manner, and does not explicitly treat diffusion in phases other
than the γ matrix.

The first part of this paper presents the details of the modelling approach, and the
second part compares the predictions of the model with the experimental observations.
Simulations were performed at 850, 950 and 1050 ◦C for times up to 10 000 h for a
NiCoCrAlY based overlay coating on a CMSX4 substrate.

2 Coupled Thermodynamic and Kinetic Model

Due to the planar nature of the system a coated superalloy can be approximated by
a one-dimensional model. Within this investigation the aim was to develop a one-
dimensional model to predict the concentration profiles and in turn, phase constitution
associated with the oxidation and interdiffusion that occurs in coated superalloys. This
model can therefore act as a ‘time temperature recorder’, to allow the prediction of the
effective operating temperature of a component and as a result (in combination with
other information such as operating stress) estimate its remaining life in service. Due to
the complexities of the problem, a numerical solution scheme employing finite difference
(F-D) techniques was implemented.

2.1 Diffusion model

For a multicomponent system with n elements, the diffusion of a species can be mathe-
matically described by means of Fick’s First Law of diffusion [4, 5]:

Ji = −
n−1∑
j=1

D̃n
ij

∂Cj
∂x

(1)

where i and j are diffusing components and Ji is the flux of element i. The interdiffusion
coefficient matrix D̃n

ij, is expressed in relation to a solvent n, in this case element Ni, and
Cj is the concentration of element j. Furthermore, the time dependence of concentration
of a species is given by Fick’s Second Law of diffusion:
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∂Ci
∂t

=
n−1∑
j=1

∂

∂x

(
D̃n
ij

∂Cj
∂x

)
(2)

where x and t are the diffusion distance and time respectively. This equation can be ex-
panded when concentration dependent interdiffusion coefficients are taken into account:

∂Ci
∂t

=
n−1∑
j=1

{
D̃n
ij

∂2Cj
∂x2

+

[
n−1∑
k=1

∂

∂Ck

(
D̃n
ik

∂Ck
∂x

)]
∂Cj
∂x

}
(3)

However, if the diffusion coefficients are constant the following simplification is possible:

∂Ci
∂t

=
n−1∑
j=1

D̃n
ij

∂2Cj
∂x2

(4)

The numerical model used to solve equation (3) was based on a finite difference (F-D)
method, with the differential terms being replaced by F-D approximations derived from
Taylor series expansions [e.g. 6]. The F-D method requires the use of a nodal grid across
the regions of the material over which the diffusion processes occur. For each node,
the unknown values are calculated, replacing the differential equations by difference
equations. In such a system, the solution is derived for small concentration differences
(∆C), at finite locations identified by a grid-spacing (∆X) and time intervals (∆t). The
concentration profile at a time t is found by solving the F-D equations for small time
increments (∆t) iteratively. These iterations are applied until the increments sum to the
desired total annealing time t.

The F-D equivalent to Ficks second law can be given by either an explicit or implicit
representation. The explicit F-D method enables the determination of an unknown
concentration value at one node to be expressed directly in terms of concentration values
at the previous time step. This method is commonly used when there is a strong time
dependent boundary condition, and requires the use of fairly small time increments.
According to the explicit scheme, the first and second derivative of the concentration
gradients are represented by central difference formulae as:

∂Ci
∂x

=
Ci
J,N+1 − Ci

J,N−1

2∆X
(5)

∂2Ci
∂x2

=
Ci
J,N+1 − 2Ci

J,N + Ci
J,N−1

∆X2
(6)

where i refers to the diffusing element, N is the node number and the suberscript J is
the current iteration at time t. These equations apply to all nodes n, where the adjacent
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nodes n − 1 and n + 1 exist. A forward difference, expression was used for the time
derivative in the left hand side of equation (3),

∂Ci
∂t

=
Ci
J+1,N − Ci

J,N

∆t
(7)

where J + 1 is the next iteration at time t + ∆t. The first derivative of the diffusion
coefficients in (3) are also represented by a central difference formula:

∂D̃n
ij

∂x
=

D̃n
ij(J,N+1) − D̃n

ij(J,N−1)

2∆X
(8)

Substitution of equations (5)-(8) in (3), would provide a formula for the unknown concen-
trations at J+1 time step Ci

J+1,N in terms of known concentrations, diffusion coefficients
and boundary conditions at step J , explicitly. Such an explicit scheme has the advan-
tage of being able to account for variable diffusion coefficients. However, the explicit
F-D method can suffer from instabilities and therefore the size of the time increment ∆t
must be restricted by a stability criterion, typically given as:

∆t ≤ 0.25
∆X2

D̃n
ij

(9)

where ∆X is the grid spacing. A consequence of this stability criterion is that there are
limitations on having comparatively large diffusion coefficients within the system.

The implicit F-D method proposed by Crank and Nicolson [7] requires the solution of
a set of N simultaneous equations at each time step; the number of unknown values
is related to the number of nodes within a grid. Therefore, this method involves a
significantly greater amount of computational work at each time step when compared to
the explicit method. However, the advantage is that this method is stable for all values
of ∆X2/D̃n

ij in equation (9). The implicit solution is derived by replacing the second
derivative of equation (4) by the average of its F-D representations on the (J + 1) and
Jth iterations as

∂2Ci
∂x2

=
1

2

{
Ci
J+1,N+1 − 2Ci

J+1,N + Ci
J+1,N−1

∆X2
+

Ci
J,N+1 − 2Ci

J,N + Ci
J,N−1

∆X2

}
(10)

Substitution of equations (7) and (10) in (4) produces a system of linear equations which,
after applying appropriate boundary conditions, can be solved efficiently for Ci

J,N by a
tridiagonal matrix algorithm [8].
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In this work, therefore, we used the explicit scheme described above for all elements
except for rapidly diffusing carbon, for which the Crank and Nicolson implicit F-D
method was used; see Section 3.4.

2.2 Oxidation model

There have only been a few studies into the oxidation kinetics of bond coat materials,
and in the absence of a model and data specific for the coating being investigated, the
model proposed by Meier et al. for a Ni-Co-Cr based bond coat was used [9]. The
model assumes that only Al is oxidised at the coating surface. The diffusion of elements
within the oxide are not considered in the current model. For isothermal oxidation, the
boundary condition at the oxide/coating interface is given as the rate of Al consumption,
where the thickness δ of the oxide scale in µm is given by

δ =

[
exp

{
Q

(
1

T0

− 1

T

)}
t

]n
(11)

where Q is a constant and equal to 27777.4, T is the temperature in Kelvin, T0 is
2423.7K, t is time in seconds and n is equal to 0.332. For the rate of change of oxide
thickness, the first derivative of equation (11) was taken with respect to time:

δ̇ = n

[
exp

{
Q

(
1

T0

− 1

T

)}]n
tn−1 (12)

Following a similar approach proposed by Nesbitt et al. [1] and Lee et al.[10] the rate
of change of oxide scale thickness in equation (12) can be used to calculate the Al atomic
flux in the coating, which was used as a boundary condition in the diffusion model. The
Al flux away from the oxide/coating interface into the oxide can be determined by the
following equation:

JAl

∣∣
x=ψ−

= δ̇ ρox r (13)

where ψ represents the position of the interface, δ̇ is the rate at which the oxide grows,
ρox is the density of the oxide and r is the ratio of atomic weight of Al to oxygen in
Al2O3. This flux of Al is equal to the diffusional flux of Al in the coating towards the
interface. However, as the interface between the oxide and the coating is moving, the
flux away from the interface into the oxide is related to the flux towards the interface
by the following equation:

JOX

∣∣
x=ψ−

= αJi
∣∣
x=ψ+ (14)

where ψ− and ψ+ refer to the oxide and metal sides of the oxide/coating interface,
respectively, with α given by:
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α =
1

1− VAlCAl
J,0

(15)

where VAl is the partial molar volume of Al, taken as 7.1× 106 m3/mol [11], and CAl
J,0 is

the concentration of Al at iteration J at the oxide/coating interface.

It should, however, be noted that the oxidation model given in equation (11) was devel-
oped for temperatures above the temperature range used in the current modelling work
and hence the parameters in equation (11) had to be extrapolated to lower temperatures.

The Al flux towards the coating surface can also be represented by:

Ji
∣∣
x=ψ+= −

n−1∑
j=1

D̃n
ij

∂Cj
∂x

(16)

for which the concentration gradients at the interface have to be determined using second
order forward difference equations as follows:

∂Cj
∂x

∣∣∣∣
x=ψ

=
−Ci

j,2 + 4Ci
j,1 − 3Ci

j,0

2∆X
(17)

equation (17) is then used in conjunction with equations (12)–(16) to calculate the
concentrations at the oxidation boundary.

2.3 Thermodynamic model

The thermodynamic equilibrium calculations were performed using the Application In-
terface [12] of MTDATA [13]. The MTDATA program consists of a numerical technique
for the minimisation of Gibbs energy, and was used in conjunction with a thermody-
namic database for Ni-based superalloys, Ni-DATA [14]. The code calls the MTDATA
application interface at each time-step, with the concentration at each node in the dif-
fusion grid sequentially. It should be noted that the system temperature and pressure
are assumed to remain constant during each simulations, with the pressure set to be
one atmosphere and the temperature chosen as the isothermal ageing temperature. The
thermodynamic calculations in turn return a description of equilibrium phases which
are likely to be present at each node. This description includes the fractional phase
composition and the composition within each of the phases. These data are used by
the diffusion code to calculate an effective diffusion coefficient for each element at each
node.

It should be noted that diffusion within these systems is a non-equilibrium process;
however the results provided by thermodynamic calculations are obtained under the
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hypothesis that thermodynamic equilibrium conditions exist at a given temperature
and concentration locally. Although non equilibrium conditions exist in reality, the
thermodynamic calculations provide a good indication of the phases present as a function
of time, temperature and composition.

Each thermodynamic calculation is computationally expensive because of the inclusion
of a large number of elements and alloy phases. Furthermore, there is a requirement to
perform a large number of such calculations due to the need to solve at each spatial grid
point at every time step. Therefore, to address these problems, the simulations have
been performed in parallel so as to minimise the computational run time. This has been
achieved by partitioning the spatial grid points between the processors, which is possible
because the thermodynamic calculations at each spatial grid point are independent.

3 Implementation

3.1 Zonal division

In the initial stages of the simulation, the diffusion was modelled only at two separate
locations in the coating/substrate system, as independent phenomena. These are des-
ignated as Zone 1 and Zone 2, where concentration gradients are steepest; Zone 1 is
at the surface of the coating, near the oxide/coating interface and related to the diffu-
sional transport due to oxidation. Zone 2 covers the coating/substrate interface which
is related to the interdiffusion between the two materials. Regions outside these zones
were assumed to have zero concentration gradients and hence no interdiffusion fluxes
should exist in these regions. Considering interdiffusion at the two zones as independent
problems allowed computational resources to be concentrated more efficiently.

The oxidation of the coating (Zone 1) can be treated as the oxidation of a semi-infinite
material which only affects the immediate area underneath the surface of the coating.
In a similar manner, coating/substrate interdiffusion (Zone 2) can be treated as a case
of interdiffusion between two semi-infinite materials, the coating and substrate.

At all temperatures, each zone was assigned 40 nodes and the starting node spacing at
850, 950 and 1050 ◦C were 0.2, 0.5 and 1.2µm respectively. The initial coating thick-
nesses used at these temperatures were 350, 215 and 350µm respectively. The initial
coating thickness was determined by experimental measurements and an appropriate
grid spacing chosen.

3.2 Initial concentration distribution

An error function solution was used to initially assign the coating and substrate com-
positions to the nodes in order to provide a smooth transition between the coating and
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substrate compositions. The initial concentrations of the nodes in Zone 2 were given by:

Cj = CC
j +

[
CS
j − CC

j

2

(
1 + erf

{
k
(x− xT )

xZ2

})]
(18)

where CC
j and CS

j are the initial concentrations of element j in the coating and substrate
respectively, xT is the thickness of the coating and xZ2 is the length of zone 2. The
constant k determines the sharpness of the distribution variation; for this work k = 0.33
was used.

The compositions of the coating and substrate used in these simulations are given in
Table 1. The presence of Y was neglected in the model as it is not allowed for within
the thermodynamic database, and because of its small concentration in the coating.
However, Y is generally thought to form oxides within such coatings and does not take
part in the formation of any of the main coating phases; therefore, the predictions of
the phases within the bulk of the coating are likely to be a reasonable representation.
It is at the same time recognised that Y may have a significant impact on the oxidation
rate, which will be addressed in future research.

Composition (wt.%)
Bond-coat Substrate

Al 8.5 5.6
Co 23.0 9.6
Cr 15.0 6.4
Mo 0.0 0.6
Ta 7.0 6.5
Ti 0.0 1.0
Re 0.0 3.0
W 0.0 6.4
C 0.0004 0.0024

Table 1: Bond-coat and substrate compositions used in the current study.

3.3 Zone expansion and merger

The simulation process was based on a flexible grid scheme. As such, the diffusion
zones expand or contract with time to match the position of the moving zone and
phase boundaries. As the simulation progressed, the calculated concentration profiles
extend further into the coating, in case of Zone 1, and both into the substrate and
coating in the case of Zone 2. As a result the boundaries of the zones were extended
accordingly while maintaining the semi-infinite boundary conditions that exist at the
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edges of the zones. The difference in concentration (|dCi|) of an element between the
two outermost nodes of a zone was taken as the criterion for expansion. If |dCi| < 0.0005
at.%, the zone was extended by a distance equivalent to the current node spacing, in
the relevant direction. The expansion process involved relocation of the nodes and
interpolating the concentrations onto the new grid locations using a spline-interpolation
process, similar to the scheme outlined in [1]. The expansion process continued until
the diffusion fields of the two zones overlapped (soft impingement) and from that stage,
the diffusion zones were combined together to form a single zone. The merging process
involved the relocation of the nodes in Zones 1 and 2 into a single zone (Zone 1) so that
they formed a continuous, equi-spaced zone.

3.3.1 Treatment of moving boundaries

The interface between the oxide-scale and coating represents a moving phase boundary,
which moves at a rate given by:

dψ

dt
= −ViJOX (19)

and as such was treated numerically according to the grid-point motion technique sug-
gested by Murray and Landis [15]. The main features of this method are that (i) the
number of grid points is kept constant, and (ii) the moving phase boundary is always
located on a node. This makes the grid either shrink or expand at each time step, de-
pending on the direction of the expansion. It also requires redistribution of grid points
at each time step. Application of this method to Zone 1, which is the zone affected by
the moving oxidation/bond coat phase boundary, results in the grid spacing in the zone
being reduced by a distance ∆ψ/(NZ1−1), where ∆ψ is the finite distance the oxidation
interface moves during a time step, calculated by integrating equation (19), and NZ1 is
the number of nodes in Zone 1. As a result of the relocation of nodes in the zone, the
concentration of each element i at each node N of the zone has to be incremented at
each time-step J by a factor given by

∆Ci
J,N =

dψ

dt

(NZ1 −N)

(NZ1 − 1)

(Ci
J,N+1 − Ci

J,N−1)

2∆XZ1

(20)

where ∆XZ1 is the grid spacing of Zone 1.

3.4 Carbon diffusion

Although C is not a deliberate addition in either the coating or substrate composition,
there was evidence that carbide phases precipitate after long term aging of the exper-
imental samples. In order to explore the possibility of predicting these phases, C was
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therefore incorporated in the model. However, in the case of C, the diffusion coefficient
is several orders of magnitude larger than those of the rest of the elements. The large
diffusion coefficient severely limits the size of time step that can be used in an explicit
solution scheme according to equation (9) and therefore results in extremely long com-
putation times. Consequently the diffusion of C was treated using the Crank-Nicolson
implicit scheme, outlined in Section 2.1. A parallel, equi-spaced grid was implemented
for C diffusion, independent of the two zone grid used for the other elements. At each
time step, the C diffusion profile was interpolated onto the main grid to allow phase
equilibrium calculations to be performed at the main nodes with C concentrations in-
corporated.

3.5 Diffusion coefficients

The diffusion model used is based on the binary interdiffusion coefficient of each element
with Ni. The cross interdiffusion coefficients are only available for a few ternary systems
which are for limited concentration and temperature fields. However, these are generally
up to an order of magnitude smaller than the major coefficients, and were therefore
ignored in this work. Where reliable concentration dependent binary data were available,
they were incorporated into the model in terms of activation energies and frequency
factors as polynomial functions of concentration.

3.5.1 Diffusion in the γ phase

The interdiffusion coefficient D̃ obeys the Arrhenius relationship as follows:

D̃ = D̃0 exp {−Q/RT} (21)

where Q, D̃0, R and T are the activation energy, frequency factor, universal gas constant
and absolute temperature respectively.

When such data were available, the concentration dependence of the elements in the γ
phase was modelled by fitting a third degree polynomial, derived from the Arrhenius
relationship, to the ln D̃0 and Q terms:

D̃ = exp

{
ln D̃0 −

lnQ

RT

}
(22)

The polynomial parameters representing ln D̃0 and Q are given in Table 2, together with
the source from which they were obtained; the polynomial parameters correspond to the
following expressions:
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Q = AQ +BQCi + CQC
2
i +DQC

3
i (23)

lnD0 = AD0 +BD0Ci + CD0C
2
i +DD0C

3
i (24)

where Ci represents the concentration of element i in atomic fractions. It should be noted
that for Al, C and Cr, reliable concentration dependent diffusion data do not exist
for the temperature range considered in the simulations and therefore, concentration
independent diffusion coefficients were used in these cases.

Q = AQ +BQC + CQC
2 +DQC

3

Element AQ BQ CQ DQ Reference

Al 267872.00 0.0 0.0 0.0 [16]
C 138164.40 0.0 0.0 0.0 [17]
Co 277341.76 66459.557 -161296.20 103145.10 [18]
Cr 256990.00 0.0 0.0 0.0 [19]
Mo 267943.98 401832.57 84552.276 3083.533129 [20]
Ta 245665.10 386576.60 82003.439 2842.274527 [21]
Ti 235752.04 431062.85 -5619895.9 -15667534.3 [22]
Re 259018.77 -518079.88 2606.3586 -251.9939130 [21]
W 286096.55 -1486255.9 -2030.5180 -11.82006453 [21]

lnD0 = AD0 +BD0C + CD0C
2 +DD0C

3 CMax

Element AD0 BD0 CD0 DD0 (At. fraction)

Al -8.5844019 0.0 0.0 0.0
C -11.512926 0.0 0.0 0.0 -
Co -8.3511690 -0.62406121 -0.99282309 -0.027067801 0.900
Cr -9.7145214 0.0 0.0 0.0 -
Mo -10.325493 41.560840 -112.43721 366.25500 0.064
Ta -11.356740 57.955144 -1432.0071 9964.6323 0.035
Ti -11.326019 47.902887 -612.70667 34.973423 0.060
Re -14.078119 1.9533470 -2057.9530 26267.299 0.034
W -10.495898 -81.674914 -1554.5447 14552.435 0.034

Table 2: Polynomial coefficients used to model ln D̃ (m2/s) in equation (22) for concen-
tration C of each element given in atomic fraction. The parameters are valid only up to
the maximum concentration Ci

Max. For concentrations above Ci
Max, the D̃ at Ci

Max was
used.
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3.5.2 Diffusion in the γ ′ phase

For Al diffusion in the γ ′ phase, the diffusion coefficients were determined by fitting a
second degree polynomial to Arrhenius parameters provided by Ikeda et al. [23]. The
polynomial expressions for the frequency factor D̃0 in m2/s and activation energy Q in
kJ/mol are given by the following expressions [23]:

log10 D̃0 = −1000C2 + 530C − 67.4 (25)

Q = 5000C2 − 3750C + 930 (26)

The concentration independent Arrhenius parameters (Q and D0) for Co and Cr were
taken from data by Minamino et al. [24], whereas for Ti, data published by St. Frank
et al. were used [25]. The values for the parameters used for Co, Cr and Ti are presented
in Table 3.

Activation energy Frequency factor

Element Q (kJ/mol) D̃0 (m2/s)

Co 325.0 4.2× 10−3

Cr 366.0 1.10× 10−1

Ti 424.6 8.59× 10−1

Table 3: Arrhenius parameters (activation energy Q and frequency factor D̃0) of D̃ for
a number of diffusing elements in the γ ′ phase.

3.5.3 Diffusion in the β phase

In the case of the β phase, reliable data exist only for Al. The concentration dependence
of Arrhenius parameters for CAl > 0.48 at.% were therefore modelled by fitting a third
order polynomial to the data reported by Wei et al. [26] and these are given by the
following pair of equations:

ln D̃0 = 248416C3 − 380687C2 + 194221C − 32999.7 (27)

Q = (2.63889C3 − 4.04333C2 + 2.06112C − 0.349333)× 109 (28)

However, for Al concentrations C < 0.48 at.%, data published by Nakamura et al. [27]
were applied with the following expressions derived by polynomial regression:
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lnD0 = −7890.25C3 + 10962.7C2 − 5032.65C + 759.432 (29)

Q = (−1.51515C3 + 2.02987C2 − 8.96807C − 0.13397)× 108 (30)

3.5.4 Diffusion in TCP and Carbide phases

There is an absence of diffusion data for elements within TCP and carbide phases.
However, being highly ordered phases, diffusion in these phases are expected to be much
slower than in the disordered γ-fcc phase. Therefore, the interdiffusion coefficient of an
element in these phases was assumed to be a fraction fD (in this case fD = 0.05) of the
same element in the γ phase represented as:

D̃i,Carbides/TCP = fDD̃i,fcc (31)

Although the value chosen for fD was estimated in line with expectation of the relatively
slow diffusion in these complex phases, this value only has a small influence on the
computed effective diffusion coefficient (see Section 3.5.5), because the amounts in which
these phases were present in the system were very small.

3.5.5 Effective diffusion coefficient

When calculating an effective diffusion coefficient for an element, not only the diffusion
coefficient through each phase present but also their morphologies should be taken into
account. Previous studies [2, 28] have simplified the multiphase system as a mixture
of a diffusing matrix and non-diffusing precipitate phases. The precipitate phases were
considered to be spherical in shape, and their effect was to ‘block’ the diffusion paths in
the matrix phase. The effective resistance offered by these particles was introduced by
means of a ‘labyrinth factor’, which is a function of the volume fraction of the precipitate
phases. In this work, however, the diffusion of elements in precipitate phases has been
taken into account, and the phase morphologies seen in experiments are too diverse to
be approximated by a system of spheres. Hence, the above approach is not directly
applicable and in the absence of a model which can fully incorporate diverse precipitate
morphologies in which diffusion can occur, the following simpler model was used. At each
node in the grid, an effective diffusion coefficient D̃Eff

i for each element i was calculated
by weighting in the volume fraction of each phase P at that node, and the interdiffusion
coefficient of that element in each phase D̃i,P according to equation (32)

D̃Eff
i =

∑
P

fVP D̃i,P (32)
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The volume fractions of each phase were determined from the mass fractions fMP obtained
from thermodynamic calculations using the following equation:

fVP =
fMP /ρP∑
P (fMP /ρP )

(33)

where ρP is the density of phase P . The values used for the density of the γ, γ ′, β
and TCP/carbide phases are presented in Table 4. In this work the contribution of
grain-boundary diffusion to the effective diffusion coefficient was ignored.

Phase Density (kg/m3) Reference

γ 8908 [29]
γ ′ 7230 [30]
β 5900 [31]

TCPs/Carbides 7140

Table 4: Density values of the γ, γ ′, β and TCP/Carbide phases used in the model.

4 Experimental Procedure

An MCrAlY coating was applied to a CMSX4 substrate (see Table 1) in the form of
cylindrical bars of ∼13mm in diameter by a commercial low pressure air plasma spray
process, and followed by a standard coating diffusion heat treatment. The coated samples
were then isothermally exposed in a laboratory furnace air environment for up to 10 000 h
at temperatures between 850 and 1050 ◦C, and subsequently air cooled. The samples
were then prepared for metallographic examination by mounting in conducting Bakelite,
grinding on SiC paper, polishing with 1µm diamond paste before final etching in a 10%
phosphoric acid solution at 5V DC for 5–10 s. Microstructural examination was then
carried out in a Zeiss (Leo) 1530 VP FEGSEM with and EDAX Pegasus EDX system
operated at 20 kV.

5 Results and Discussion

5.1 Concentration Profiles

Concentration profiles predicted by the model across the coating, interdiffusion zone
and substrate were obtained at specific intervals. Figure 1 shows an example of the
concentration profiles calculated from the simulations for a number of elements present
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Figure 1: Predicted concentration profiles across the coating and interdiffusion zone at
850 ◦C for 190 h.
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Figure 2: Simulated concentration profiles of a) Al and Cr and b) Co and Ta across the
coating and substrate at 850 ◦C after ageing at 0, 190, 1000, 2000 and 10 000 h.

after 190 h hours ageing at 850 ◦C. It can be seen that, in this instance, soft impingement
between the two diffusion zones has not yet occurred as expected.

Figure 2 illustrates the changes in concentration profile of Al, Cr, Co and Ta after age-
ing at 850 ◦C for increasing ageing times, as a direct result of both the oxidation which
occurs at the coating surface and interdiffusion between the coating and substrate. The
original concentration of 8.5 wt.% Al still remains at the centre of the coating even up
to 10 000 h ageing, although on either side the concentration has been lowered by both
the oxidation and coating/substrate interdiffusion. The predicted concentration profile
for Cr at 850 ◦C is affected more by the interdiffusion at the coating/substrate bound-
ary than by the oxidation. Figure 2(b) shows the predicted composition profiles for Co
and Ta across the coating and substrate at 850 ◦C. The Co profile illustrates similar
behaviour to that of Cr, but because its diffusion coefficient is lower, the build-up at
the oxidation interface and the interdiffusion at the coating/substrate boundary occurs
to a lesser degree. Although the diffusion coefficient of Ta is lower, its concentration re-
mains approximately constant across the system because of the very small concentration
difference between the substrate and the coating.
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Figure 3: Simulated concentration profiles of a) Al and Cr and b) Co and Ta across the
coating and substrate at 950 ◦C after ageing at 0, 190, 1000, 2000 and 10 000 h.

Figure 3 illustrates the changes in profile of Al, Cr, Co and Ta after ageing at 950 ◦C with
increasing exposure times. At 950 ◦C the profiles appear similar to those predicted at
850 ◦C, although an increased amount of diffusion has occurred at the higher temperature
as expected. It should be noted that the coating thickness was reduced in the 950 ◦C
simulations to allow for direct comparison with experimental results which indicated
that the coating at 950 ◦C was approximately two thirds of the thickness at 850 ◦C.

After 10 000 h ageing at 950 ◦C the Al was predicted to have homogenised considerably
across the system, resulting in a fairly flat profile with a concentration range 4.4–5.6
wt.% and the concentration in the coating has fallen below that of the substrate. It
is possible this increased homogenisation is a result of both increased diffusion rates at
higher temperatures and the reduced thickness of the coating at 950 ◦C compared to
that at 850 ◦C.

Elemental concentration profiles were constructed across the coating, interdiffusion zone
and substrate using EDX in the SEM. The predicted concentration profiles are compared
with those obtained from the corresponding experimental samples in Figures 4 and 5;
the measured values are seen to fluctuate significantly throughout the coating, which
is a direct result of the electron beam being incident on multiple phases within this
area. The scatter is particularly noticeable in the interdiffusion zone. In general, there
is a good agreement between the calculated and experimentally measured values of the
concentration profiles across the coating and substrate.

The calculated and experimental values for Al and Co shown in Figure 4 follow similar
profiles, therefore demonstrating good correlation between the model and the exper-
imental data. However, at 850 ◦C the simulations suggest a lower amount of Al was
present at the coating surface after 190 h ageing: ∼ 0.9 wt.% compared to the ∼ 9 wt.%
measured experimentally (although it should be noted that it is difficult to measure an
exact surface concentration using EDX in the SEM due to the spot size). It is possible
that the amount of Al consumed at the coating surface by oxidation is lower in reality
than that predicted at 850 ◦C. At 1050 ◦C for 10 000 h, the simulations predict a greater
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amount of homogenisation of Co across the system than measured experimentally. In
comparison, the measured values remain fairly constant throughout the coating thick-
ness at ∼ 23wt.%, decreasing through the interdiffusion zone finally to the substrate
concentration of ∼ 9.5wt.%. This difference indicates that Co is predicted to diffuse
at a faster rate than is being observed experimentally. This difference could be due
to the features within the interdiffusion zone, such as the presence of a γ ′ layer (dis-
cussed later in Section 5.4), reducing the interdiffusion of certain elements across the
coating/substrate interface.

At the lower temperatures of 850 and 950 ◦C, the calculated values for the Cr and Ta
concentration within the system display similar profiles to the experimentally measured
data, as shown in Figures 5(a) and 5(b). However, at 1050 ◦C the simulations predict
a greater amount of homogenisation of these elements across the system than measured
experimentally, possibly indicating that the diffusion across the γ ′ layer is not accurately
modelled for these elements at the temperature.

5.2 Phase profiles

The starting point for the calculations was the compositions for the coating and the
substrate given in Table 1, and therefore before any diffusion occurred the calculated
phase distribution across the coating was uniform. Figure 6 shows that the model
initially predicted the coating to consist of γ, γ ′, β and the σ phase, and the substrate to
comprise γ and γ ′ together with small quantities of TCP phases at 850 ◦C. These phase
predictions are in agreement with the experimental samples, except for the prediction
of the µ phase for the coating and σ phase for the substrate. The NiCoCrAlY coating
in its as-received condition was experimentally found to contain β (NiAl), γ ′ (Ni3Al)
and γ (Ni) as predicted by the simulations. However, the Cr-rich σ phase was not
observed within the samples as predicted. A relatively large amount of the σ phase,
∼15.5 wt.%, was predicted in the coating; however, it should be noted that the TCP
phases typically form after long periods of ageing as the microstructure approaches
equilibrium. Nevertheless, it would appear that this value is an overestimate. Cr-rich
phases were present in the interdiffusion zone, rather than in the bulk of the coating;
however they were identified to be M23C6 carbides rather the σ phase, indicating that
the presence of carbon within the coating has altered the stability of the phases present.
It has been noted [32] that there is a close relationship between M23C6 carbide and the
σ phase, and therefore it appears that if C is present in the system, it is more likely that
Cr-rich carbides rather than TCP phases will be observed.

5.3 β phase depletion

The Al in the coating is consumed by both oxide formation at the surface and by inter-
diffusion at the substrate/coating interface, producing Al depletion zones that increase
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Figure 4: Comparison of the simulated (calculated) and experimentally measured con-
centration profiles of Al and Co across the coating, interdiffusion zone and substrate for
(a) 190 h at 850 ◦C, (b) 190 h at 950 ◦C and (c) 10 000 h at 1050 ◦C.
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Figure 5: Comparison of the simulated (calculated) and experimentally measured con-
centration profiles of Cr and Ta across the coating, interdiffusion zone and substrate for
(a) 190 h at 850 ◦C, (b) 190 h at 950 ◦C and (c) 10 000 h at 1050 ◦C.
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Figure 6: Predicted initial phase profiles across the coating and the substrate for the
NiCoCrAlY coated CMSX4 at 850 ◦C.

in extent with time and temperature. These Al depleted zones correspond to the deple-
tion of β-NiAl within these areas, as shown in Figure 7. At all three temperatures, the
simulation predicted that the thickness of the β phase in the coating would reduce with
increasing time as a result of the formation of β depleted layers at both the oxidation
interface and substrate sides, and also that the process is faster at higher temperatures,
as illustrated in Figure 8.

After 190 h at 850 ◦C, the simulation predicts the development of a β depleted layer of
∼15.6µm adjacent to the coating/oxide interface. This layer increases in thickness with
time, with a similar β depleted zone developing near the coating/substrate interface,
albeit at a slower rate. The same behaviour is observed in the experimental samples but
at a slower rate. For example, a β depleted surface layer of 5.2µm was observed after
190 h. A similar pattern was observed at 950 and 1050 ◦C; see Figure 8 and 7. A possible
explanation for the reduced rate of depletion is that the amount of Al consumed at the
coating surface by oxidation is lower in reality than the rates assumed in the simulations.

5.4 γ ′ profile

Figure 9 illustrates how the γ ′ phase is predicted to develop across the coated superalloy
system at temperatures of 850, 950 and 1050 ◦C. As the exposure time increases, the
fraction of the γ ′ phase adjacent to the oxide/coating interface increases as a direct
result of the β depletion. As the β phase depletes from either side of the initial coating
it is replaced by a layer of γ ′ which increases with ageing time. This production of a γ ′

layer at the coating surface was indeed observed experimentally, as shown in Figure 10.
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(a)

(b)

(c)

Figure 7: Scanning electron micrographs showing the depletion of the β phase at the
coating surface of the NiCoCrAlY coated CMSX4 samples thermally exposed for (a)
190 h at 850 ◦C, (b) 10 000 h at 950 ◦C and (c) 2000 h at 1050 ◦C.
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Figure 8: Simulated predictions of the β phase profiles across the coating at (a) 850 ◦C,
(b) 950 ◦C and (c) 1050 ◦C for increasing ageing times.

23



0

10

20

30

40

50

60

70

80

90

0 100 200 300 400 500

P
ha

se
fr

ac
ti

on
(w

t.
%

)

Distance (µm)

0 h
190 h
1000 h
2000 h
10 000 h

(a)

0

10

20

30

40

50

60

70

80

0 100 200 300 400 500 600

P
ha

se
fr

ac
ti

on
(w

t.
%

)

Distance (µm)

0 h
190 h
1000 h
2000 h
10 000 h

(b)

0

10

20

30

40

50

60

70

80

0 100 200 300 400 500 600 700 800 900 1000

P
ha

se
fr

ac
ti

on
(w

t.
%

)

Distance (µm)

0 h
190 h
1000 h
2000 h
10 000 h

(c)

Figure 9: Simulated γ ′ phase profiles across the coating at (a) 850 ◦C, (b) 950 ◦C and
(c) 1050 ◦C for increasing ageing times.
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(a)

(b)

Figure 10: Scanning electron micrographs showing the depletion of the β phase and the
formation of a γ ′ layer at the coating surface of the NiCoCrAlY coated CMSX4 samples
thermally exposed for (a) 2000 h at 850 ◦C and (b) 10 000 h at 950 ◦C.
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The simulations also predict an increase in the γ ′ phase at the coating/substrate interface
at all temperatures, which increases in thickness towards the substrate with increasing
ageing times. The prediction of a γ ′ layer at the coating/substrate interface correlates
very well with the experimental observations. A virtually continuous γ ′ layer was in-
deed observed at the coating/substrate interface. The diffusional flux of Al and Ni, in
particular, leads to the transformation of the γ phase from the substrate adjacent to the
coating into the γ ′ layer, and the growth of this layer into the substrate was observed as
a result of increased temperature and exposure time, as shown in Figure 11. However,
after ageing at 1050 ◦C for 10 000 h the simulation predicts a homogenisation of the γ ′

phase across the coating and substrate whereas the γ ′ layer observed experimentally
remains stable for longer ageing times. It is apparent that the prediction by the model
at higher temperatures deviates more from the experimental observations. However, at
lower temperatures, which are more representative of service conditions, the predictions
by the model are more in-line with observations. It is suggested that further improve-
ments of the model, e.g. incorporation of a more accurate oxidation model involving Cr
oxidation, could improve the accuracy of the present model.

5.4.1 Topologically close packed phases

Three types of Topologically Close Packed (TCP) phases, namely σ, µ and P , which are
commonly found in Ni-base superalloy systems, were incorporated in the model. Differ-
ent combinations of these were predicted by the simulations for each of the temperatures
considered. At 850 ◦C, the substrate was initially predicted to contain ∼3.5 wt.% of µ
phase and ∼1.4 wt.% σ phase. The coating was predicted to contain high amounts
at ∼15.5 wt.% of σ phase; however, no σ phase was predicted for the interdiffusion
zone on the substrate side. As discussed previously, σ phase was not observed experi-
mentally within the coating at 850 ◦C but with increased ageing the σ phase is indeed
predicted within the interdiffusion zone which does correlate well with the experimental
observations; see Figure 11(a).

Initially, at 950 ◦C, no TCP phases are predicted to be present in the coating. With
increasing ageing time, a thin layer of σ is predicted to form at the coating/substrate
interface, which gradually broadens toward the substrate. The simulations also predict
that the µ phase is present at the coating/substrate interface, coexisting with the σ
phase, although more on the substrate side. The experimental observations were that
all three phases, σ, µ and P , were present in the interdiffusion-zone at the shorter ageing
times, with µ and P dominating at the longer ageing times; see Figure 11(b).

At 1050 ◦C, no TCP phases are predicted to be present for the coating bulk composition
but a very small fraction (∼0.1wt.%) of P phase is predicted in the substrate. However, a
sharp peak of P phase is predicted to appear at the bondcoat interface with the substrate,
which widens into the substrate and the peak position shifts towards the substrate. This
is in broad agreement with experimental observations; Figure 11(c). The P phase was
identified at the coating/substrate interface after increased ageing at 1050 ◦C, but the µ
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(a)

(b)

(c)

Figure 11: Scanning electron micrographs showing the growth of the γ ′ layer at the
coating/substrate interface of the NiCoCrAlY coated CMSX4 samples thermally exposed
for (a) 190 h at 850 ◦C (b) 190 h at 950 ◦C and (c) 2000 h at 1050 ◦C.
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phase was also identified within the samples extracted for examination in the TEM. It
was noted experimentally that the compositions of the µ and P phase were similar, and
that it was difficult to discriminate between the phases on the basis of chemistry alone.
It is perhaps therefore not surprising that there are differences in the prediction of the
minor amounts of the TCP phases given their apparently close relationships with each
other and small differences in their thermodynamic stability.

5.4.2 Carbide phases

It has been observed experimentally that minor phase stabilities are very sensitive to
C concentration, and that if there is C present in the system, then carbides tend to
form, both Cr-rich M23C6 phases, and Ti/Ta-rich MC carbides. The model is capable of
simulating C diffusion and predicting carbides that may occur across the coated system.
Although there is no carbon specified in the nominal concentration for the coating it
may be possible that some carbon is introduced during the application of the coating,
and from the furnace environment during ageing. It is also possible for carbon to diffuse
from the substrate, which does contain relatively small concentrations of C.

At 850 ◦C, M23C6 carbides are predicted to occur throughout the coating/substrate
system and their quantities are sensitive to the amount of C present in the system; these
can exist up to 10 000 h of ageing. It is important to note that a peak in the amount of
M23C6 is predicted at the coating/substrate interdiffusion zone where carbide phases are
normally observed in experimental samples. Simulations at 950 ◦C predict that a peak
of M23C6 carbides occurs at the interdiffusion-zone. With ageing, the peak broadens
slightly towards the substrate and experimental observations which show that a layer of
carbide forms in a line in the coating adjacent to the γ ′ layer at the coating/substrate
interdiffusion zone. At 1050 ◦C, some MC carbide is predicted to occur in the substrate
along with a peak of M23C6 in the interdiffusion zone. However, with increasing ageing
time, the carbides dissolves quickly.

It has been shown therefore, that there is broad agreement with the experimental ob-
servations and the predictions of the model in respect of carbide formation. However,
the treatment of carbon diffusion requires closer examination because it appears that
once the carbides form in a particular location through the combination of a particular
element with the available C, they are very stable, and therefore possibly further C
diffusion through the system should then be prevented.

6 Conclusions

A multicomponent diffusion model which is capable of simulating the evolution of mi-
crostructure of a coated superalloy system has been developed. The predictions of the
model have then been compared extensively with the experimental observations. It is
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shown that in general there is broad agreement with the predictions of the major phases
precipitating as a function of time at temperature. The model also has the capability to
correctly predict the occurrence of TCP and carbide phases, which are typically observed
associated with the interdiffusion zone between the coating and the substrate.

Areas for future development of the model have been highlighted, which include in
particular, (i) modelling more accurately the diffusion through the continuous γ ′ layer
which forms between the coating and the substrate (ii) introducing a way to ‘lock’ the
C once it has formed carbides in a particular region (iii) the importance of obtaining
accurate, concentration dependent diffusion data for all elements and (iv) finally, the
need for physically-based, multicomponent alloy oxidation models.
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