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ABSTRACT
“This thesis aims to understand how information coding and the protocol that it
supports can affect the characteristics of electronic circuits. More specifically, it
~investigates an on-line test methodology called IFIS (If it Fails It Stops) and its

impact on the design, implementation and subsequent characteristics of circuits

intended for appli'cation specific IC (ASIC) technology.

The first study investigates the influences of information coding and protocol on the

characteristics of IFIS systems. The second study investigates methods of circuit
'. design applicable to IFIS cells and identifies the "tech'nique. possessing' the
) characieriétics most suitable for on-line testing. The third study investigates the
characteristics of a ‘real-life’ commercial UART reéengineered usihg the techniques
resulting from the previous two studies. The final study investigates the effects of the

halting properties endowed by the protocol on failure diagnosis within IFIS 5ysteins.

The outcome of this work is an identification and characterisation of the factors that
influence behaviour, implementation costs and the ability to test and diagnose IFIS

designs.
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CHAPTER ONE
INTRODUCTION

_ 1.1 INTRODUCTION AND MOTIVATION

The ability to make i_ncréasingly. complex integrated " circuits (ICs) stems from
" continuing advances inmicroel_ectroﬁié technology. Recent surveys showed that in
1970 there were typically a thousanc_i transistors per IC, whe_rezis in 1990 thére were a
million. This trend is expected to continue resulting in complexities 6f approximately
one thousand fnillion transistors by 2010 [Sherwani93, Meindl87]. Increasing :

integration results in:

e ‘A reduction in the average costs per logic gate. This is due to reduced
packaging costs, a reduction in the numbers of ICs required to implement any
specific system and the associated simplification of printed circuit boards.

e An increase in reliability for any specific system if fewer ICs are needed to

realise it. The need for fewer ICs results in fewer interconnections between -

them and therefore increases system reliability [BrasingtonQS, Siewiorek92].

There are a number of problems associated with increased levels of integration,

namely:

e Larger ICs are more prone to errors. Technological advances have enabled
" both the shrinking of minimum geometry and expansions in die sizes. This
 increase in monolithic area"rai.ses the chances of manufacturing defects and
increases the susceptibility of ICs to environmental factors. -
e Systems containing ICs are more difficult to test. This is due to increased
circuit complexity and reduced access to internal circuit nodes.
o The increased susceptibility of ICs to environmental factors suggests that they

| must be checked more often if their integrity is to be relied on.
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Aﬁplications are demahding higher levels of integration and higher levels of
conﬁd_ence in system integrity. Many techniques exist that‘facilitat_e‘ checking of
systems and the ICs that they contain. These techniques can be classified as:

e Off-line testing techniques
¢ On-line testing techniques

~ Off-line testir_ig techniques predom.inate. and indeed substéntial investmént haé been
made in the development of such techniques. Off-line tesﬁng can be used at the time
of 'system () ma.nﬁfacture_ with the aimlof prohibiting the shipment of faulty
products. Enormous efforts continue to be devoted to. the development of off-line

testing techniqués in an attemipt to reduce test costs while maintaining product quality.

Despite the enormous attention afforded to the development of off-line testing - -

techniques, the pace of such developments is not keeping up with technological

- advancements [Bahram92]. This coupled with relatively high costs associated with

pfoduction testing makes it increasingly difficult to test for all possible defects at the
time of fabrlcatlon [Dislis95, Thompson96]. It is therefore more likely that faulty

' products are put into service,

’ 1.2 ON-LINE TESTING

On-line testing techniques occur concurrently with normal operation and thus they
provide up-to-date information without the need to set aside time for testing. The

objectives of the on-line testing of electronic désigns are twofold, namely:

o To detect sources of failure that were caused during system manufacture but
were not detected prior to commissioning: either those that cause logical faults |
or are fesponsible for premature ageing (for example, high resistancc. bridgi'ng
faults or undersized'metall tracks).

e To detect errors that are caused after system commissioning. These may be -
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caused by environmental conditions such as heat, vibration, alpha particles,
user error or abuse. Intermittent and transient faults are 20 - 100 times more
prevalent in cornm1sswned systems than those directly attnbutable to

premature agemg [Slew::orek92]

. The testing of commissioned digital electronic systems should provide facilities for
detecting abnormalities in system behaviour due to environmental conditions and

wear-out in addition to compen‘sating' for the inadequacies of production testing.
1.2.1 Problems Faced by On-line Testing
‘The problems faeed by on-line testing of electronic systems include:

¢ The difficulty in ensuring eystem _integrity at the time of manufacture
combined with environmental factoré makes it difficult to predict the nature of
fauity behaviour.

o It is difficult to differentiate between faulty operation and fe.ult-free operation
at any point in time because reference information is not'available. Unlike the

~ production (off—line) test environment, system stimuli are not pre-determined,
and consequently system responses cannot be predieted prior to testing.

e [t cannot be assumed that correct behaviour results from structural integrity.
Faults caused by the operating environment may not be permanent but their -
effects maybe long lastmg Interm:ttent and transient faults may corrupt the

- state of a system at a specific point in time. The fault may disappear leaving a

.. physically fault free-system that subsequently fails.

. Differehtiating faulty behaviour from fault-free behaviour for any error that
may occur during the lifetime of a specific system requires knowledge of the
errors that may occur, | | |

¢ Increased system complexity makes immediate fault detection more difficult.

The effects of an 1nternal failure that causes a changc in the state graph of a

system may not have an 1mmed1ate effect on primary system outputs.
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On-line test techniques approach these problems by allowing additional tasks to be

performed concurrently with normal operations, namely:

e The generation of additional data that can be used as a dynathic reference.

o The dynamic checking of operational data against that reference data.
Methods of providing reference information include:

e Hardware redundahcy
e Information redundancy

. Time redundancy

Often it is possible to place specific techniques under more than one redundancy
category. In most cases, additional hardware is required even if the-speciﬁ.c technique
relies on re-calculating a function output during consecutive periods of time (time
- redundancy) or relies on thle comparison of different representations of the same data

(information redundancy).

Generally, hardware redundant techniques exploit the properties associated directly

“with circuit structure to ensure the independence of operational and reference data.

- These techniques are typically applied to facilitate the checking of operational data

calculation.

Information redundant techniques exploit the dynamic relationship between
operational data and reference data to facilitate checking, ‘By. knouring the relationship
between incoming data and supplementary (reference) information, the relationship
between outgoing operational and reference data can be predicted. Information
redundancy is therefore used to facilitate the checking of both data calculation and

communication.

Time redundant techniques sacrifice data rate to facilitate on-line testing. These

techniques can be applied to calculation, by comparison of the results of successive
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_function computation or to communication by return transmission according to a

specific protocol [Grant89].
1.2.2 Advantages and Disadvantages of On-line Testing

On-line testing has a number of advantages and disadvantages associated with it. The

adx}antages include:

. ,On-l_ine testing ena‘bles inirhediate defection of errors that could result in
lsystérn failure. This is impoftant for épplications where loss of life or security
could result under prolonged failure conditions. - Permanenf faults and
‘temporary faults are aﬁtomatically flagged as soon as the system detects
anomalous behaviour. ‘

e On-line testable designs can reduce-the time taken for production testing
because they incorporate response analysis facilities [Gupta96]. This reduces
communication between the device under test and the tester while also
permitting higher clock frequencies to be used during testing.

o While the fault-models on which on-line testing techniques are based do not
reflect the defects common to CMOS ICs, on-line testing detects errors that
arise from them as 500N a5 digital values are affected. B |

e On-line testing increases system availability because it removes the need for

periodic off-line testing.
- The disadvantages associated with on-line testing include:

¢ Additional action(s) must be taken before the results of on-line testing are to
" be of use. It is pointless to know that system integrity has been compromised
unless this information results in action. This action may be undertaken by
circuitry that itself is error prone. _
° Additional system outputs are required to represent the system error status.
e The deéree of fault coverage achieved during any specific period of time is not

directly quantiﬁabie during normal operation. This is because no specific
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: reétrictions are exercised over incoming data,

e A complexity penalty is always incurred in comparison with the non-test

 oriented design. Depending on the technique erﬁployed, this penalty .can be in
excess of 100% for error detection, [Al-Saad96, Siewiorek92] _

e A greater complexity penalty is typically incurred to obtain a specific fault - -
coverage in the on-line testing environment than for an equivalent design in
the oft:-line ‘environment. This is at least partly due to the additional
complcxity incurred by the data analysis hardware incorporated within on-line

testable designs.

Clearly, there are a number of disadvantages associated with on-line testing. If these
. disadvantages- are to be combated, new techniques must be explored and their

properties characterised.

L3IFIS -

IFIS (If it Fails It. Stops)'is an on-line design for testability approach that is currently
under investigation at Loughborough University. IFIS performs error management in
addition to error detection. If knowiedge of system integrity is to serve some purpose
then some action must be undertaken following error detection. This action may be
performed by a dedicated error manager or by other means. When performed by a
dedicated erTor manager, communication between it and the error detection
mechanism must exist. Both the error manager and communication link may
themselves be error prone. Error management is inherent in IFIS systems and
therefore removes these additional sources of potentially unchecked error. The

additional advantages of IFIS are summarised below:

e The effect of a failure is propagated through to all circuit elements causing

- them all to halt. Thus, the system error status can be discovered by observing

any primary output.
* The need to generate and apply test vectors to propagate failures to an
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observable pﬁmary output (at the time of manufacture) is eliminated. Faults
within IFIS cells need only be sensitised to the cell output because propagatlon

to a system output is automatic by virtue of the halting mechanism.
¢ The halting mechanism used to flag errors and manage the flow of erroneous

data is not maskable and does not permit the propagation of corrupt data.

Figure 1-1 shows a structure that incorporates communications supporting the above
description. This is the generic struch:re_of IFIS systems. Figure 1-1 shows that IFIS -

systems comprise computation elements (cells) and interconnections between cells.

Status

¢ . >
Coglnputc:‘ﬂton
eme Status
—_— i
Data
Status Status -
Daia —> ' >
Cormputation
omputation Elarnent
Data I —_—
Data Data
Status .
+—Pp
Computation Status
Element
—
Data

Figure 1-1The structure of IFIS systems.

Computation clements mterprct received status 1nformat1on compute some function
of the received data and generate status information. The mterconnecnons carry data
and status information between computation elements.-Data flows between
computation ‘elements in a conventional manner while status is propagated bi-

directionally to neighbouring elements.

This type of design structure is normally associated with asynchronous digital systems
where data is permitted to progress from its source depending on the readiness of its
destination to receive it [Hulgaard94,David92,Sutherland89]. The destination cell

signals its readiness to receive new data only after it has processed old data. In
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practical aSyhchrbnous designs this signal is combined with the recently computed

~ data by using info_rmation‘ redundancy in the form of data coding [Linder96, Dean91].

In contrast to the data coding found in asynchronous designs, the coding found in IFIS

“designs uses information. redundancy to incorporate the error status of IFIS cells
[Jones9l] A cells error status reflects the mtegnty of i 1ncom1ng data and the status of

neighbouring cells

Following the detection of an error by a computation element, the error status of the .

element is updated and the information passed to neighbburing elements. The
neighbduring elements respond by _refusing ‘to compute and by updating their
. associated error status accordingly. A halting of data processing results, progressing
away from the error source until all pfimary system inputs and outputs are reached.

This mechanism provides a clear error indication that cannot be ignored.

From the behavioural description of IFIS, it is apparent that the integrity of incoming
data and status information must be checked by each computation element before its
local error status can be calculated. Incoming data and status information are carried
from neighbouring elements via interconnections that may themselves be prone to
errors. This suggests that reference information must accompany the data/status

information to enable validation to be performed.

A variety of communication coding techniques exist from which a suitable code must
“be selected to enable appropriate error detecting capabilities to be endowed while still
permitting efficient data transfer, Included in the list of candidate codes is the dual-rail

return-to-zero code présented in the original IFIS patent [Jones91].

* The selection of reference information depends on the severity of the error to be
-detected, and the fype of error that is most likely to occur. Additionally, the domains
' of computatlon and commumcatmn are subject to different types of errors. For this

reason, a method must be devised to additionally ensure the integrity of the circuit

used to perform data computation and communication code generation. .




From the description of halt propagation within IFIS systems, it can be deduced that
‘an interesting consequence of this mechanism exists, namely: the halting sequence of
primary system outputs must contain information relating to the source of error. The

* utility of this information is yet to be determined.

1.4 AIMS OF THESI_S

This thesis focuses on the IFIS on-line test methodology. More specifically, this thesis -
provides an assessment of different aspects of the methodology and offers evidence as -
to its suitability for application to on-line testable systems. This evaluation is achieved -

through the fulfilment of the following aims:

e To identify protocol/coding schemes that. provide the halting mechanism
_characteristic of IFIS systems o.nd to assess their impact on system level test
coverage, complexity and performance.

o To discover the utility of the halting sequence information available at primary

outputs for locating the source of error.

1.5 STRUCTURE OF THESIS -

.T.hi_s chapter has introduced and justified the need to provide on-line testing.
Furthermore, the IFIS on-line test methodology has been presented and the aims of

this thesis have been identified.

Chapter 2 supports the aims of this thesis by reviewing design techniques relevant to
IFIS. The requirements and expectations of IFIS systems are presented and the
suitability of selected state-of-the-art techniques is assessed within this context. This

assessment results in an identification of areas open to research.

CHAPTER ONE INTRODUCTION
Chapter 3" formulates a set of objectives to meet the research aims. Furthermore, ‘
\
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investigations are introduced that target the fulfilment of the formulated objectives.

Chapter 4 describes an investigation that results in the selection of a protocol/coding

" combination for future IFIS systenis. The candidate IFIS protocols and data codes are

descr_ibcd and the suitability of their characteristics to a design for test environment

are assessed.

Chapter 5 describes an investigation that assesses the influence of using speéiﬁc.
structural design techniques selected from those described in Chapter 2 on the
properti‘es associated with IFIS cells: the fundamental components within an IFIS:
- system. The investigation results in the determination of a generic cell strﬁcture for

future IFIS designs, -

The invegﬁgation described in Chapter 6 builds on the results of the investigations

described in Chapter 4 and Chapter 5. A complex design is realised using IFIS and
| implement'ed on FPGA. The resultant design is used to demonstrate the behaviour of
an IFIS system under both faulty and fault-free conditions. The characteristics of the.

system are presented.

Chapter 7 establishes the inherent support of failure diagnosis provided by IFIS
jf designs. It also describes the limitations imposed on the resolution attainable using the

halting property of IFIS designs as a means of diagnosis. Furthermore, Chapter 7
| describes an algorithm which can be used to perform fault diagnosis and introduces
extensions to the original IFIS cell model with the goal of discovering the resolution
impiications of model extension. The 'algqrithm is then applied to responses of the

case study implementation under controlled fault conditions.

Chapter 8 summarises and concludes this thesis, discussing the measure of success

achieved with respect to this work.

10
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2.1 OBJECTIVES OF CBAPTER
The main objectives of this chapter are to:

o Introduce the requirements imposed by the IFIS on-line test methodology. -

¢ Present and compare different state-of-the-art design techniques used for on-
line testing. | _

e Assess fhe suitability of selected techniques to IFIS identifying shortcomings

and areas warranting investigation.

2.2 MOTIVATION

IFIS is a developing test methodology that uses encoded data and handshaking

between computation elements to achieve system level on-line test [Jones91].

For any on-line test methodology to be widely applicable, it should result in designs

that conform to the following requirements:

¢ Same data throughput/data-flow under error-free conditioné as equivalent

conventional systems. This minimises the impact of incorporating on-line test.
¢ Ability to detect a high proportion of possible system failures (error coverage).
s Minimal delay between error detection and error flagging (error latency).

¢ Minimal hardware complexity penalty.

Furthermore, to avoid unnecessary engineering effort, while exhibiting useful

properties, it is important that the on-line test methodology be tailored to detect and

flag errors typical of the intended operational environment.
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2.2.1 Typical Causes of System Failure

JFIS is intended for implementing systems comprising ICs and electrical
interconnections. The type of errors to be detected by IFIS result from previously

\

|

undetected manufacturing defects and environmental conditions. |
. ) |

\

\

The faults most commonly attributed to CMOS IC manufacture are those resulting
from missing connections (stuck-open faults) and extra connections (bridging faults) |
[Chakra94,Aitken92,Ferguson91,Champac91,Nigh90,Ma090]. Such faults often result - |

in unintended sequential behaviour and are not restricted to specific IC structures.

Under operational conditions, ICs are particulaﬂy lprone to unidirectional errors.
Unidirectional errors are characterised by ones being transformed to zero’s (10} or
vice-versa, but not both at the same. Furthermore, the direction of error cannot be
predicted a priori. Unidirectional errors are typically associated with ROMs, RAMs
and Bus Structures [Pradhan80a,Blaum88,Piestrak95]. Current levels of integration
are characterised by the feature that signal routing area is significant and therefore |

stands a significant chance of being a source of error [Brassington95,Sherwani95].
2.2.2 IFIS Specific Requirements

IFIS imposes a specific structure to support its halting mechanism. This mechanism,

coupled with the original specification impose two further restrictions, namely:

e The structure of computation elements should not inherently exclude the
computation of particular functions. This is to enable the IFIS methodology to
be applicable to any digital system. -

modular checker design. One function performed by IFIS cells is code

checking. Incoming codes represent data and status information from multiple

sources where no restriction is applied to bus width. Checker architecture
should support the design of different checkers accepting different numbers of

codes, perhaps of different code widths.

|

|

|

|

|

\

|

|

|

|

| 1
o The coding used for inter-cell communications should be chosen to facilitate
\
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As an on-line test methodology providing protection of computation and
communication, IFIS should be designed using appropriate on-line testing techniques.
Computation can be protected by hardware redundancy, infor.mati.on redundancy and
time redundancy techniques, while communication requireé information redundancy
that must itself, be computed. To identify areas open to research, this review assesses

the suitability of relevant techniques taken from each redundancy category to IFIS by:

e Comparing the characteristics of specific redundancy techniques and
separatihg them into groups containing those suitable for computation and
those suitable for communication.

e Assessing the communication techniques with respect to data rate, to the
failure types expected in IFIS systems and to modular checker design.

¢ Assessing the computation techniques with respect to data rate, to failure type

and to the generation of suitable communication codes.

2.3 HARDWARE REDUNDANCY

All redundancy techniques aimed at on-line testing result in some hardware overhead
with respect to their conventional counterparts, This section has however been limited
to those techniques for which the hardware structure itself is the key to the provision

of on-line testing. ,
2.3.1 Duplication with Comparison

In duplication with comparison (DWC), reference data and i_ts: intended duplicate are
calculated concurrently using independent hardware. While this technique provides
error detection capabilities, the compléxity penalty with respect to a conventional

equivalent implementation is high [Al-Saad96]. However, duplication is recognised as

being the most effective method for checking generic logical operations
[Avizienis71a,Patel82]. This technique has been effectively incorporated into fault

tolerant systems to increase system reliability by identifying faulty circuitry prior to

its resultant removal from the system [Avizienis71a,Bartlett92].
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2.3.2 Fault-Secure Networks

The output from a hardware duplication scheme can be thought of as a code. Fault-
secure logic networks operate on and generate codes; however, the importani: feature
- of fault-secure networks is the structure of the network used to generate the code
rather than the code itself. By definition, the sets of all codéwords and non-codewords
combined represent all possible input (or output) combinations for a given circuit. A
circuit is said to be fault-secure if, for every fault from a prescribed set, the circuit

never produces an incorrect code space output for code space inputs [Anderson73].

In [Ko78,Smith78] a technique is presented for designing fault-secure circuits. The
technique involves identifying paths from internal fault sites that can affect more than
one output under fault conditions, thus resulting. in an incorrect codeword. Once
found, hardware is added using minterm duplication and the paths are separated. Any
fault is therefore guaranteed to affect only one output and consequently can only
‘result in a non-codeword output when sensitised [Smith78]. Recently, techniques have

been developed to synthesise fault-secure state-machines [Parekhji91,Bolchini95].
2.3.3 N-Modular Redundancy

N-modular redundancy (NMR) 'is a technique that is intended to provide fault .
masking in highly reliable systems. The underlying concept is to provide N means of
calculating a function and propagate the most popular result. The unit responsible for
selecting the most popular result is called a voter. A number of NMR configurations
exist, where N is varied and/or the number of voting elements are adjusted resulting in

a complexity/reliability trade-off [Russe1189,Audet96]. For systemé which are

unsupervised for long periods, such as deep space missions, it was found that system
reliability is maximised by maintaining a constant number of active elements which
can take part in the voting process- [Avizienis71a,Siewiorek92). This is best realised
By incorporating a number of additional, spare functional units that can be used as
" substitutes following identification and removal of faulty units [Russell89]. To adapt
N-modular redundant designs to provide fault detection, in addition to masking,

requires the addition of inequality detectors. A resulting disadvantage is that the

voter(s) are never explicitly checked by the inequality checker.
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2.3.4 Summary of Hardware Redundancy Techniques:

Hardware redund_dncy techniques facilitate verification of data computation by
employing circuit topology to ensure that normal calculations and reference
information are not simultaneously subjected to the effects of single faults. All of the
reviewed hardware redundant techniques exhibit the common feature that they do not
affect the data rate during error-free operation. Consequently, these techniques do not
incur error latency. Table 2-1 describes additional properties associated with hardware

" redundant techniques.

Circuit Style Error Complexity | Unchecked
Coverage | (‘C’ means Hardware
' conventional )
DWC Any 100% 2C+ None
' Comparator
Fault- | Combinational Code <(2C+ None
secure / Sequential specific Comparator)
Networks :
NMR Any 100% - | (N*C) + Voter Voter
Voter + Comparator

Table 2-1 Properties associated with hardware redundant techniques.

The hardware redundancy techniques of DWC and NMR are not limited in the type of
circuit to which they may be applied. Both can be applied to state machines,
combinational designs and datapath structures. Conversely, fault secure networks do
- not appear to be suitable for protecting datapath structures. Hardware redundant
design techniques exhibit no error latency and are applicable to all known error

models, namely: symmetric errors, asymmetric errors and unidirectional errors.

In addition to those techniques specifically targeted at generating outputs for error
detection, NMR techniques are intended to mask errors. The addition of an in-equality
‘checker enables NMR designs to also be used for real-time error detection. However,
this configuration does not perform any checks on the voting element itself, and

' consequéntly there is no guarantee that it is not calculating incorrect information.

While DWC offers the simplest concept targeted specifically at error detection, it is

15
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that Which results in the highest hardware complexity. Fault secure networks |
potentially offer the most efficient hardware implementation of the techniques
presented, in the worst case being comparable to DWC. However, designing using the
technique is more time consuming than with DWC because of the iteration necessaiy

to ensure the independence of primary outputs under fault conditions.

Within the context of IFIS design, the above discussion suggests that DWC is the

most suitable hardware redundancy technique.
2.4 INFORMATION REDUNDANCY

information to form codes. The code words thus represent the information to be
manipulated but are intended to be less vulnerable to errors. Codes can .be error
detecting and/or error correcting [Hamming50]. The context of this review is limited
to on-line testing and therefore only error detecting codes are discussed. When
selecting a coding strategy, the issues of error type, speed of operation, functional
environment, code performance and the ease with which codes can be verified all
require consideration [Pradhan80a]. The techniques for building error-detecting codes

can be partitioned in the following way:

e Parity codes
e Arithmetic codes

Information redundancy is the technique by which data is combined with additional
¢ Unidirectional error-detecting codes
' |

|

2.4.1 Parity Codes

' These codes use checkbits that are calculated by performing modulo 2 addition on
some or all information bits contained in the code. R.W. Hamming recognised the
benefits of performing modulo 2 addition on transmission data to provide information
.redundancy capable of performing error detection [Hamming50]. The formation of

parity codes dictates their error detecting properties and as such two distinct variations |

16
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exist; namely word-based and interlaced parity schemes.
2.4.1.1 Word-based parity

Hamming defined parity as the modulo 2 addition of selected information
[Hamming50]. To achieve error detectioh, a non-code word must be detectable under
error conditions. In the case of a single error a non-codé word must exist that differs
in one bit position from the intended code word. Thus, successive Hamming codes
must differ in at least two bit positions. This can be achieved by the addition of a
single parity bit to existing data. Hamming showed that in general a code exhibiting a
Hamming distance of ‘d+1° can detect ‘d’ errors. [Siewiorek92] showed that by using
a Hamming code with a distance of 2, any odd number of errors can be detected.
Parity codes may be generated using independent calculation based upon circuit
ihputs (protecting computation) or by direct encoding of oufput data using modulo 2

arithmetic (protecting communication) [Fujiwara90,Goessel93].
2.4.1.2 Interlaced parity codes

When modulo 2 addition is performed on a group of bits and an even number of errors
occur within the group, these errors are not detected. However, by partitioning
information into smaller grdups and applying modulo 2 addition on each sub-group, it
is only when an even number of errors occur within the same sub-group that errors
become masked [Ko78 Fujiwara84]). The degree of error detection offered is
dependent on the group size which in turn influences the hardware penalty incurred

by the scheme. An extreme example of interiaced parity coding is demonstrated in the

bitwise parity code (dual-rail code). In this case, 100% information redundancy is

incurred by protecting each original data bit with its own parity bit [L0o93].
2.4.2 Arithmetic Codes

Arithmetic codes are formed by applying some arithmetic function to the value
represented by data bits resulting in a codeword. The original data may be directly
retrievable (separable) from the resultant codeword or may require decoding (in-

separable) [Siewiorek92, Piestrak95]. The separable codes considered are those
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~derived from the residue number system that was introduced in [Garner59]. The in-

séparable codes are those based on AN coding which was introduced in [Brown60].
2.4.2.1 Separable arithmetic codes

Separable codes take the form N={X: X=DC} where D is the data symbol and C is
ihe check symbol. Using the residue numbering system developed in [Garner59], the
check symbol (residue), C, for tﬁe data symbol, D, is |D|p, where b is the base of the
residue code. For residue codes it is therefore possible to predict the residue part of a
code for the output of some arithmetic function when provided with only the residue
of the inputs to that function. This means that residue codes can be used to check
arithmetic operations in addition to communication (transfer) operations [Sayers§6].
A variation of residue coding is inverse residue coding where each residue bit is
inverted with respect to that of the equivalent residue code. Inverse residue codes are
particularly well suited to transmission environments because they exhibit increased
immunity to unidirectional errors [Avizienis71b]. In addition to the benefits offered

by residue codes, a number of limitations exist, namely:

o Residue codes are not suited to checking division operations due to the
difficulty in determining the absolute magnitude of a number associated with

the residue [Garner59].

¢ To maintain a high error detection ability requires a large residue base

[Avizienis71b]. Maximising the residue base maximises the number of

available unique check symbols.

o The larger the residue base, the larger the number of bits required to represent

~ it and therefore the more complex is the self-checking checker required to
perform comparison [Russell89]. '

e While residue coding can be applied to logical operations, the efficiency with
which the technique can be employed depends heavily on the exact function to

be checked. In the case of an ALU the prediction of output residues often

requires correction by mediation circuitry [Sayers85,Russell89].
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2.4.2.2 Inseparable arithmetic codes

Arithmetic scaling 6f data can be used to calculate codes that are capable of error
detection and correction [Brown60]. The codes, known as AN codes, are calculat_ed
using the form C = AN + B, where C i_s the codeword and A and B are constants with
N being the origin31 data. To allow negative numbers to be represented using AN
" error-detecting codes, the multiplier (A) must be greater than 1 and odd [Brown60].

This provides codes separated by a minimum Hamming distance of 3.

It was noted in [Avizienis71b] that while the value of B was non-zero, specific .
knowledge of the arithmetic function being checked must be available. For example,
for addition, the adder performs the function (Ai+B)+H{Aj+B) = A(iHj) + 2B, wheré i
and j are two operands. The validity of the result can be established by subtracting 2B
and showing that the result is divisible by A. For further operations to be performed
on the result, its code should be modified by suBUacting B to obtain A(i+j) + B.
However, B need only be non-zero when optimising the code to exhibit specific
Hamming distances in excess of 3. If error detection abilities for up to 2 simultaneous
bit errors is sufficient, the hardware overhead required to realiss AN coding is
therefore minimal. Consequently, this class of AN codes are known as low cost
arithmetic codes [Avizienis71b]. AN codes are not suitable for checking logical

operations [Brown60, Avizienis71b, Russell89, Siewiorek92].
2.4.3 Unidirectional Error Detecting Codes

Unidirectional Error Detecting Codes (UEDs) are those codes that are designed

specifically to detect unidirectional errors as described in section 2.2.1. UED codes

can be sub-divided into three groups, namely:

e Unordered UED codes
e T-UED codes
¢ Burst-UED codes
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2.4.3.1 Unordered UED codes

These codes exhibit the property that no codeword covers another in the same code
set, Considering the relationship between two codes, X and Y: X is said to cover Y if
X contains ‘1’s in all positions in which Y contains ‘1’s. Unordered codes can be sub-

divided further into systematic and non-systematic codes [Piestrak95].

. Systematic unordered codes are formed by boncatenating check bits and data to form
a codeword. Systematic unordered codes are widely used for data transmission
because they provide direct access to the message (data) content. This eliminates the
need to translate received codes prior to message processing. A class of codes known

~as Berger codes has developed from an idea described in [Berger61] to exploit this
characteristic. In Berger codes, which have been frequently reviewed, the checkbits
are the inverse binary representation of the number of 1’s in the data
[Berger61,Frieman62,Ashjaee77,Pradhan80b,Smith84,Piestrak95]. This means that
there must be enough checkbits to represent the maximum number of 1’s in the data
word. If D represents the number of data bits and C the number of checkbits, then the
condition, 2°-1 = D describes a maximum length Berger code. Not all transrnitted data
sequences require the full data space offered by Berger codes. In [Smith84] the
properties of the data itself were exploited to minimise the number of unique check-
symbols to be concatenated with the original data. This resulted in a more efficient
coding but was specific for the data set employed. In [Ashjace77] a technique for
designing self-checking checkers (SCCs) for maximum length Berger codes was
presented. Furthermore, an algoritbm was developed which can process non-

- maximum length Berger codes to make them suitable for checking using an SCC.

Non-systematic unordered codes are typically weighted and in the case of m-out-of-n

codes contain ‘m’ ones and ‘n-m’ zeros. They can detect all unidirectional errors (U-

errors) because any U-error changes the weight (the number of 1°s or 0°s) of the code.
The code capacity, the number of possible codewords, for any m-out-of-n code was
proven to be maximal when m=n/2 in [Frieman62]. Frieman also showed that for the

same code capacity, the m-out-of-2m code is less redundant than Berger codes. M-

out-of-n codes can be validated by using either a counter or a self-checking checker as
described in [Anderson73,Piestrak95].
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2.4.3.2 T-UED codes

In modern processing systems, it is common that data is processed as parallel words.
- Itis reasonable to assume that once an error has occurred it will probably occur again
because of repeated use of the same hardware. T-ued codes rely on the'assumption
that data transmissions are built from the concatenation of parallel data words. These
codes are designed to detect up to _‘t’ unidirectional errors contained within single
words, They are therefore inherently less redundant ih_an generic UEDs which are

capable of detecting all unidirectional errors.

‘The number of concurrent unidirectional errors that can be detected using Berger
(systematic) codes is determined by the number of checkbits [Dong86]. However,
only errors in the information bits can be guaranteed detectable [Dong86]. Dong
codes are modified Berger codes where the original checkbits are replaced by their
dual-rail code equivalent., This makes the checkbits in Dong codes immune from
unidirectional error masking. Bose-Lin codes offer an alternative method of
protecting checkbits. In [Bose85] two different methods for checkbit partitioning were
presented with the aim of choosing the most efficient checkbit generation algorithm
that would result in unordered codes. The detection abilities of these codes depend
only oh the number of cheékbits used, ‘and not on the number of information bits. The
first method uses a partitioning of ‘2:r-2’ bits using a 1-out-of-2 code in the most
significant 2 bits and the second partitioning scheme uses ‘4:r-4” bits with a 2-out-of-

4 code. Figure 2-1 shows both code structures.

a) - b)

| INFORMATION [ 2] -2 [ INFORMATION | 4 | r4 |
CHECK BITS CHECK BITS

Figure 2-1 Bose-Lin codes: a) code type I, b) code type II

For values of r = 2, 3 and 6, code I is optimal because it can detect 2, 3 and_6

unidirectional errors respectively. For other values of r, code II is more effective. In
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[Tha87) a systematic t-ued code was presented for which the capabilities depend on

‘the relationship between the number of information bits and the number of checkbits.

of-n codes that conform to specific criteria enabling them to detect ‘t” concurrent
unidirectional errors. To exhibit this characteristic, they are designed so that m =|.n/2]

mod(t+1), where ‘m’ and ‘n’ are used in the conventional sense (Bordeng6].
2.4.3.3 Burst-UED codes

Efficient data coding can be achieved by combining multiple neighbouring data words
" into a block 'prior to coding [Grant89]. Burst-UED codes are capable of detecting

bursts of errors spanning more than the length of a component data word.

Bose codes are systematic codes where the checkbits represent the weight of the
information bits and are interleaved with them [Bose86]. The R checkbits are
positioned so that some information bits are placed between the most significant

checkbit and the rest. The code structure is shown in Figure 2-2.

R CHECKBITS

—

INFORMATION INFORMATION |[R-1

>

2% Bits
Figure 2-2 Bose code example.

A burst error capable of just spanning the length of the interleaved information cannot |

simultaneously cause an error in the checkbits. Thus, burst-ueds affecting the
checkbits are detected in addition to those affecting data bits. The concept of
exploiting interleaved checkbits was developed further by Blaum in [Blaum88].

Like Bose codes, the check bits in Blaum codes combine to form a symbol that

represents the weight of the information bits. Unlike Bose codes, check-symbols are
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Non-systematic t-UED codes were presented in [Borden82]. Borden codes are m-out-
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coded so that the ability to detect unidirectional errors is maximised. The component
bits of each check-symbol are interleaved with information bits to maintain the

protective characteristics across the entire Blaum code.

INFORMATION
J J . J
{oooooo00} o [eooa1001] 1 [00001110] 1 [00001001]0

T 1 0 1
CHECKBITS '

Figure 2-3 Blaum code example.

Figure 2-3 shows the formation of an example Blaum code. In the example, suppose
that information must be protected from a burst of up to 8 unidirectional errors
[Blaum88]. This requires a minimum mter-symbol distance (between check-symbols)
of 9 and can be achieved using 4 checkbits. To ensure that a burst of 8 or less
unidirectional errors are detectable requires that 8 information bits are placed between
. each check symbol component, The Blaum code for the information burst ‘006000000
00001001 00001110 00001001’ requires a check symbol that represents a data weight
of 7 because there are 7 ones in the information. The specific symbol may be ‘0110’

and is combined with the information bits in the way shown in Figure 2-3.

Blaum codes have been shown capable of detecting burst errors of up to 281 bits
where R is the number of check bits in the code [Blaum88]. As R increases, this error

detectihg ability becomes asymptotic to 2~.
2.4.4 Summary of Information Redundant Techniques

Like hardware redundancy, information redundancy does not impose error latency.
Furthermore, information redundancy is attractive because a variety of coding
techniques has been developed, each individually tailored to specific error models.
This means that redundant information can be minimised to suite the operating

" environment.

Parity codes are simple and systematic, therefore incurring only a small complexity
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" penalty, being fast to calculate and not requiring codeword translation. By
maximising message length, the efficiency of word based codes offering a specific
degree of protection is increased. Conversely, interlaced parity schemes increase

overall immunity to an even number of bit errors.

The check-base choice in arithmetic efror detecting codes can significantly affect the
complexity of the hardware implementation. Using either separable arithmetic codes
or in-separable arithmetic codes, the best hardware efficiency is achieved when the
total number of data symbols is exactly divisible by the number of check-symbols
(mddulus) .[Avizienis71b]. In this case, where the codes are low cost codes, with
check-base 2™1, n is called the group length. According to Wakerly, low cost AN
codes and inverse residue codes with- a group length of ‘n’ can detect all
unidirectional errors of weight less than ‘n’ [Wakerly75]. Therefore, as the modulus
* (residue base) increases, the error detecting ability rises correspondingly. Finally, both
separable and in-separable arithmetic coding methods are poorly suited to the

checking of logical operations.

The algorithmic error detecting codes presented have all been specifically developed
with the goal of detecting unidirectional errors. For the situation where bursts of data
are transmitted, the direct application of non-systematic codes has not been deemed
appropriate. However, non-systematic coding has been successfully and beneficially
applied to the coding of checkbits which themselves are lseparablc from the data bits

contained in bursts.

Table 2-2 contains information extracted from the reviewed literature and summarises
the properties of representative information redundant techniques. The suitability of
information redundancy techniques to the communication and computation domains

is contained within Table 2-2. The types of detectable errors are also included.

The number of concurrent detectable errors is dependent on the inter-codeword
Hamming distance, For AN codes the Hamming distance between codes depends on
the the modulus. Dong codes are capable of detecting <100% of t-unidirectional
errors [Dong84]. Dong codes are based on residue codes. As such, simultaneous

errors are masked when their'weight matches that of the residue modulus. As the
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number of checkbits is increased, the number of possible occurrences is reduced for

the same data width and thus the coverage becomes asymptotic to 100% [Dong84].

The abilities of Jha-Vora codes vary according to the ratio of checkbits to information

bits, I. In some cases these codes were found superior to Bose-Lin codes [Jha87].
Domain Error Number of Checkers
Detection concurrent errors | TS(C),TS(T)
Type detectable using R
checkbits
Parity Computation/ | Any single bit { R=1: Any odd Hamming50(C),
(even): | Communication error number of errors Russell89(C) |
Word |
Parity Computation/ | Any single bit | R=1 per group Any | Fujiwara84(T), |
(even): | Communication error odd number of Kakbaz84(T), |
Interlaced errors in a group + Lo93(C) |
Residue | Computation/ | Arithmetic, | 100% - all mod(R) | Kundu96(C), )
Communication Logical valued deviations Metra97(C) |
Inverse | Computation/ | Arithmetic, | 100% - all mod(R) Comparator: ;
residue | Communication | Unidirectional | deviations, 100% L093(C), }
Unidirectional Metra97(C)
AN Computation Arithmetic | (Hamming distance No |
-1) implied by |
_ multiplier |
M-of-N | Communication | Unidirectional 100% Reynolds78(C), |
Piestrak96b(T) |
Borden | Communication t- 100%, m=[n/2] | Piestrak96a(T)
(m-of-n) Unidirectional mod(e+1)
, Symmetrical
Berger | Communication | Unidirectional 100% Ashjaee77(C),
Chang96(C), |
Metra96(T) |
Bose-Lin | Communication t- Re{23): R Bose85(C) }
1) Unidirectional | R<4: 2824R-2 |
Bose-Lin | Communication t- R>5: 52% Bose85(C) |
2) Unidirectional | + R - 4
Dong Communication t- <100% Dong84(C)
Unidirectional
Jha-Vora | Communication t- R>5: better than Jha87(C)
Unidirectional | Bose-Lin (2) if
2R<1<1.4202%
Bose Communication Burst oR-1 Burns92(C),
Unidirectional Bose86(C)
Blaum | Communication Burst Re{2,3}: 2™ Blaum88(C),
Unidirectional | R>4: > 2k! Piestrak95(T)

Table 2-2 Properties of information redundant techniques.
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The wide range of codeé that have been developed necessitates the availability of a
large' number of different checker designs. If systems as a whole are to be trusted, the
properties of the available checkers within them need to be established. Table 2-2
- includes references to suitable checking techniqués that have been developed for code
checking. In the checker column, the checker techniques are provided along with the
appropriate properties, namely: totally self checking (TSC) and totally self testing
(TST) giveﬂ by C and T respectively. Where neither of these properties exist, the

checker does not check its own inte grity.

2.5 TIME REDUNDANCY

The main disadvantage of hardware redundant schemes is the general overhead in
circuit complexity. Similarly, a disadvantage associated with information redundant
schemes is the need to encode/decode data thus potentially incurring a hardware |
penalty associated with calculation. In addition to this direct hardware penalty comes
-an increase in routing complexity and pin count needed for code transmission. Not all
data processors require the continuous data throughput furnished by hardware
redundancy and information redundancy {Patel82). For such applications, where the
metric of time is not fully exploited, the potential to provide reference data without
the aforementioned drawbacks can be realised by using time redundancy. The time
redundant techniques described are categorised within this review into three types
namely those which incorporate functional re-mapping, those which incorporate

functional partitioning and those based on duality.
2.5.1 Functional Re-mapping

Patel deécribed a technique that allows efficient re-use of resources and yet provides a
method for performing a calculation while furnishing an independent reference
[Patel82, Pate'183]. The technique was that of re-computing with shifted loperands
(RESO). During the first operation, the reference calculation is performed and the
result stored. During the second operation, an equivalent calculation is performed
using different paths through the same hardware structure as that used during the first

operation. Figure 2-4 shows the concept of the approach.
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Step1: X f » Reg

Step2: X— C f o C! = [— Erorsignal

Figure 2-4 Recomputing with shifted operands.

In Figure 2-4, ‘f* represents the hardware common to each processing step. X is the
data input during both processing steps. The function labelled ‘C’ is chosen such that
the output of ‘C’ causes different paths to be sensitised within f during step 2 to those
that were sensitised during step 1. ‘C’!” is some function that compensates for the
effects of ‘C’. In [Patel82], the function ‘C’ was a shift function which was applied to
an aﬁthmetic logic unit while in [Patel83] it was applied to multiply and divide arrays.
Extensions to this technique were presented in [Laha83] to identify faulty partitions in
a multiplier array prior to the masking of their effects.

In [Hana86] a variation of RESO was reported. The technique was that of re-
computing with swapped operands (RESWO) and like RESO makes use of different
signal paths to provide answers to be compared. Firstly, conventional functional
calculation is performed on the input values. Re-computation is subsequently
performed on reconfigured hardware. The reconfigured hardware is organised such

that the section previously used to calculate the most significant part of the answer is

now used to recalculate the least significant part, and vice-versa. An alternative

variant on the theme of RESO was presented by Li and Swarzlander in [Li92] where
shifting was replaced by barrel shifting thus requiring less hardware (RERO). To be
sure that no interference occurs between the most and least significant bits of the prc-
shifted operands, they are separated by the insertion of a zero, This requires an
additional bitslice. These techniques are 6n1y applicable to iterative functions and are

therefore not suited to Boolean operations.
2.5.2 Functional Partitioning

‘In [Johnson88] the application of a technique was described for performing a
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calculation by combining the partial products resulting from two calculation steps
(RESWO/DWC). In the example provided, a 32-bit adder, addition of the two least
significant 16 bit words is performed twice in parallel during the first computation
step. This allows immediate comparison of results. Following comparison, one of the
results is stored in a register along with the overflow, and then the additions of the
most significant 16 bit words are performed in parallel. The final answer is made up
of the current adder outputs and the stored result. This technique while exhibiting time
redundancy exhibits error latency typical of hardware or information redundancy due
to the ability to perform checking following each processing step. However, this
technique, like those based on RESO is only suitable for application to iterative

designs because it relies on duplicate functionality between bitslices.
2.5.3 Duality

In [Shedletsky78] the technique of alternate data-fetry was introduced as a method of
fault masking. This technique requires that data be represented by codes. Furthermore,
two codes, the bitwise complement of each other, exist for each data value. By
checking the.validity of received codes, a re-transmission can be requested using the
alternate code for the last data sent. Assuming the single stuck-at fault model, the re-
transmission is guaranteed to mask ahy single bit etror, In [Reynolds78] a technique
specifically targeted at error detection using self-duals was proposed. As in
[Shedletsky78], functions are designed such that h(X )=h (X), if X is the input data set
~to the function. Computations are performed twice: once where the original data is
-supplied to the function inputs, and once where the bitwise complement is supplied.

By combining the successive outputs, a dual-rail code is formed under fault-free

conditions. It is important to ensure that the same computational path is not used

during successive repetitive computations otherwise fault masking may occur
[Shedletsky78, Reynolds78). In the case of logical functions, this constraint may lead
to a complexity increase in excess of 100%. |

2.5.4 Summary of Time Redundancy Techniques

Time redundant techniques exploit the metric of time as an alternative mechanism to
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hardware or information redundant techniques. The properties associated with time.

redundant techniques were obtained from the literature and are presented in Table 2-3.

Design Data Error Error Complexity
Style Throughput | Coverage | Latency | (‘C’ means
(conventional conventional)
_ - =100%) '
Alternating Any 50% < 100% 1 <Q2C+
Logic : Comparator +
' o ' Double
_ _ storage)
Alternate Any 50-100% - 1 <2C+
Data Retry : - - Comparator
RESO Iterative 50% 100% - 1 (C+Shift)/C +
: Array : Comparator
RESWO | Iterative 50% 100% 1 C+
' Aray | Comparator
RERO Iterative 50% 100% 1 (C+1)/C+
Array Comparator
RESWO/ | lterative 50% 100% S| =1.7C
DWC Array
(REDWC)

Table 2-3 Properties of time redundomt techniques.

With the exception of Alternating logic, the techniques specifically designed with the
purpose of error detection all exhibit error coverage of 100% for single errors
occurring in either the reference or calculation. In the case of Alternating Logic, the
structure of the circuitry used to realise a self-dual function influences the maximum
error coverage. The error coverage characteristics for Alternate Data-Retry were not

encountered in the reviewed literature.

Time redundant techniques generally offer a potentially lower hardware penalfy than
hardware redundant techniques. Furthermore, recently developed time redundancy
techniques remove the necessity to increase the data bus width between processing
" blocks with respect to their conventional counterparts. Therefore, for systems that
contain blocks that do not need to compute during each clock cycle, time redundancy
techniques may prove to be useful. For safety critical applications, most time

redundancy techniques exhibit unacceptably high error latency.
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2.6 ANALYSIS OF REVIEW

A restricfion that influences the suitability of certain time redundant/hardware
redundant techniques for adoption in IFIS is the lack of support for generic functions.
For example, re-computation with swapped (or rotated) operands requires identical
functionality between neighbouring bits within the datapath. This is not to be
expected in the case of a decoder. Additionally, techniques of hardware redundancy
and time redundancy have been found only to provide information that supports
dynamic testing of computation, while information redundancy provides techniques

for both computation and communication.

This information has resulted in the ability to exclude techniques that are not suitable
for adoption within IFIS. Further conclusions can be drawn by closer examination of
the remaiﬁing reviewed techniques with respect to the characteristics directly related

to communication and computation.
2.6.1 Coding between Computation Elements

Table 2-4 shows the information redundant techniques that are applicable to data
communication. An important consideration when choosing a coding technique is the
ease with which a code can be built and checked in addition to the rate at which the

“data can be extracted for subsequent calculation. This is related to the hardware

required to calculate and check the code and the ability to access the data contained in
the code. Clearly, codes requiring ROMs and counters (sequential logic) are more
difficult to calculate and check than those built using combinational techniques.

Similarly, separable codes permit concurrent data access and code checking.

The failure types for which IFIS is intended were identified as unidirectional errors
and those resulting from stuck-open/bridging (combinational/sequential) faults. IFIS

was additionally specified to use encoding that supports modular checker design.

Based on the above discussion, only bitwise even parity coding or 1-out-of-2 coding

can be built/checked fast while also suppbrting modular checker design. Both result in

100% information redundancy forming a dual-rail code.
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Encoding Failure Type Supports Modular
Method / Type Checker Design
Parity (even): | Xor/Separable | Any single bit error No
' Word
Parity (even): | Xor/Separable | Any single bit error Bitwise
Interlaced
Residue Coder/Separable Arithmetic - No
Inverse Residue | Coder/Separable Arithmetic, No
Unidirectional
M-of-N ROM / Unidirectional 1-0f-2
' " Inseparable ‘
Borden ROM/ t-Unidirectional, | No
(m-of-n) Inseparable ~ Symmetrical
Berger Counter / Unidirectional No
Separable ' -
Bose-Lin (1) Counter or t-Unidirectional - No
adder tree /
Separable
Bose-Lin (2) Counter or t-Unidirectional . No .
adder tree /
Separable
Dong Separable t-Unidirectional No
Jha-Vora Counter + ROM | t-Unidirectional No
{ Separable
Bose Counter or Burst : No
adder tree / Unidirectional
Separable '
Blaum Counter + ROM Burst No
/ Separable Unidirectional

Table 2-4 Properties of codes suitable for communication

Bitwise odd parity dual-rail codes detect unidirectional errors because unidirectional
errors result in even parity (non-codewords). However, the even parity scheme cannot

detect unidirectional errors because they result in incorrect codewords.

Data coding alone is insufficient to guarantee the detection of errors resulting from
stuck-open or bridging faults because they typically affect the time taken for a correct
value to occur. To detect them requires checking for corrupt data at specific points in
time. To ensure that the codes currently appearing at checker inputs are up-to-date

requires the ability to differentiate between successive sets of codewords.

An example of such a scheme is where consecutive dual-rail codewords exhibit

alternating parity, thus ensuring monotonic transitions. Monotonic transition

3
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checking, in the form of dual-rail return-to-zero coding, was proposed to provide on-
line testing in [Jones91]. However, the scheme was not characterised in this context.
Additionally, saturated (four-phase) dual-rail coding schemes (where all codes carry
data) have been employed to co-ordinate computation within asynchronous designs by
using monotonic code transitions to signal completion detection [Linder96,David92,

Dean91]. The advantages of applying such coding schemes to on-line testing are that:

"o Successive sets of codewords can be distinguished by alternating parity.
~» Single errors are detected by the appropriate parity code-set. These may result
from combinational (temporary) faults or from sequential faults. |
e Unidirectional errors (more than one bit) lasting more than one processing
cycle enforce fixed (even) parity, thus being detected by the inability to

assume odd parity.
2.6.2 Design Techniques for Computation

IFIS computation elements accept and compute communication codes. The data
content of input codes is operated upon to generate the data content of output codes.

- The IFIS communication codes can be computed in one of the following ways:

o As a direct result of data computation.

» Following data computation and based on its validity.

If communication codes are to be generated as a direct result of data computation the
computation circuit should generate outputs that are similar to those required to
protect communication, If the outputs generated directly from data computation are
not similar to those required, then a complex mapping function may be required.
Alternatively, communication code generation may be performed based on the
validity of data computation. Valid IFIS codes are assigned to IFIS cell outputs if data
computation is verified. Otherwise, invalid IFIS codes are assigned. Table 2-5 shows
the on-line test techniques from those reviewed that are specifically targeted at

facilitating error detection within the computation domain.
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Data Rate Failure Type Dual-rail
Compatibility

DWC - 100% All logical errors Inherent
' (duplication)
Residue 100% Arithmetic - Not Inherent
Inverse Residue 100% Arithmetic / Not Inherent

Unidirectional

Alternating Logic 50% All logical errors Inherent

(duplication)

Table 2-5 Properties of computation techniques that can be applied to any digital function.

Duplication with comparison (DWC) and alternating logic both compare duplicate
data thus, they can reasonably be expected to be compatible to dual-rail coding.
However, residue codes rely on a representation of data that requires translation

before direct comparisons can be made. These techniques are therefore not expected

2.6.3 Areas Open to Research within the Context of IFIS.

IFIS designs exhibit strong similarities to those asynchronous systems that use dual-
rail codes. However, saturated dual-rail coding schemes do not appear to have been
applied to on-line testing. Furthermore, the properties associated with the dual-rail
return-to-zero code proposed in the original IFIS patent were not characterised
[Jones91]. The lack of available information regarding such applications suggests that

the application of dual-rail code sequences to on-line testing warrants attention.

|

|

|

\

\

\

to be directly compatible to dual-rail code generation.
\

|

|

|

|

|

Having identified dual-rail coding coupled to a sequential protocol as candidates
~worthy of investigation, circuit structures that support their implementation should |
also be investigated. In section 2.6.2, it was highlighted that no quantitativé |
_ |

information is available regarding the suitability of specific redundancy techniques to ‘

|

support the generation of dual-rail code sequences. To quantify the characteristics of

the selected redundancy techniques to dual-rail code generation, requires further

investigation, ' |

By investigating both of the specified areas, the direct and indirect influences of

coding and protocol on IFIS system characteristics can be quantified.

|
\
\
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CHAPTER THREE
OVERVIEW OF INVESTIGATIONS

" 3.1 OBJECTIVES OF CHAPTER

The objectives of this chapter are to select and introduce the invesﬁgations contained

within this thesis. More specifically, the objectives_ are to:

o Provide a statement of research objectives
¢ Present the status of the IFIS design methodology prior to this research

¢ Introduce the proposed investigations

3.2 OBJECTIVES OF RESEARCH

This thesis focuses on the IFIS on-line test methodology. More specifically, this thesis
provides an assessment of different aspects of the methodology and offers evidence as

to its suitability for application to on-line testable systems.
3.2.1 Identification of Research Topics

Chapter 1 identified the possibility to perform failure diagnosis in IFIS systems based

on the halting sequence of IFIS system outputs.

Chapter 2 highlighted the need to investigate the implications of using dual-rail code
sequences to provide on-line testing. The specific coding sc)hemes that were identified
were saturated-four-phase coding and return-to-zero coding. These schémes exhibit
the common feature that consecutive codewords are distinguishable. To support this

feature, transitions must conform to a suitable protocol.

M4
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3.2.2 Statement of Research Objectives

This thesis aims to understand the impact of the IFIS on-line test methodology on.
system design. The following objectives have been identified to enable an assessment

to be achieved:

¢ To quantify the restrictions on performance and test coverage imposed by
different dual-rail coding and protocol schemes and select a suitablo
combination for IFIS. | '

o To assess the characteristics of test coverage, complexity and performance
associated with different circuit design techniques used to implement the
chosen IFIS coding scheme and protocol.

¢ To characterise a demonstration IFIS system that incorporates multiple
computation elements that are interconnected such that the IFIS protocol is
enforced. |

e To quantify the diagnostic resolution attainable based only on the halting

sequence of primary system outputs following error detection.

The issues relating to test coverage, complexity and performance are all issues that

directly influence the potential future use of the IFIS methodology.

Failure diagnosis is important because it can be used to assist in the repair of |
repairable systems, thus reducing or eliminating system outage. Furthermore, it can be
used to identify weak-points in design, thus permitting preventive measures to be used
in future implementations. If the inherent diagnostic ability of IFIS systems is
sufficient to facilitate system repair, then IFIS designs may increase system

availability because diagnosis occurs during systém shutdown rather than afterwards.

3.3 STATUS OF THE IFIS METHODOLOGY

4

IFIS (If it Fails It Stops) is currently under investigation at Loughborough University
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and is the subject of the investigations contained in this thesis. The status of IFIS at

the beginning of this research is summarised below.

A patent was issued in 1991 describing the concept of applying asynchronous
communication techniques in the on-line testing environment [Jones91]. This patent |

specified that coding be employed to carry data and cell status information.

System level modelling was needed to explore the data throughput and halting
properties associated with combinations of different dual-rail coding schemes and
inelastic/elastic protocols. This motivated a group effort to generate behavioural |
VHDL. models for IFIS processing elements. At that time, the pbtentiél implications i
of protocol, encoding and processing element structure on testability, performance or 1
halting behaviour had not been quantified. Furthermore, the identification of the | ﬁ;

potential to use halting sequence as a means of failure diagnosis had not occurred.

3.4 INTRODUCTION TO INVESTIGATIONS

This section introduces each investigation, detailing the issues to be addressed and the

approaches applied to answer them.
3.4.1 Selecting a Version of IFIS: The Influences of Data Coding and Protocol

The behavioural specification of the IFIS design methodology is influenced by the
halting mechanism itself. This influence stems from the requirement to ensure error
. containment: a task passed to external circuitry following the recognition of an error

by detection circuitry in conventional systems. The objectives of this investigation are

to:

e Introduce the requirements of designs implemented using an on-line test

methodology which uses halting as a mechanism for error flagging and data

management.
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e Understand the potential influences of data coding and protocol on the
testability, behaviour and performance of IFIS designs.
o Select the combination of data coding and protocol that exhibits the most

- attractive attributes.

This investigation examines the properties associated with different coding techniques |
and protocols. IFIS has already been defined to use dual-rail coding where two rails
are used to encode each information bit. The exact dual-rail code employed can affect

the following:

¢ Data throughput rate

¢ The code space

The data rate influences the attractiveness of the design methodology when

considering it as a candidate for adopﬁon in future designs. The code space restricts

the range of vectors that can be applied to processing elements and thus may limit the

ability to stimulate fault sites within them.

The protocol controls the activity of processing elements. The choice of protocol to be

adopted can affect:

o The data throughput rate
o The code space

e The behaviour
The behaviour of IFIS systems under normal operating conditions depends on the type
of protocol used, while the behaviour following fault-conditions also depends on the

selection of protocol monitoring points.

This investigation examines dual-rail code and protocol combinations in the above

context and identifies a suitable combination to apply to future IFIS designs.
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3.4.2 IFIS Cell Design

The structure of designs is known to affect the properties associated with them.
Within the context of design-for-test, circuit structure is tailored to provide the most
acceptable combination of test coverage and hardware penalty for the specific

application. The objectives of this investigation are to:

o Understand the influence of applying different design techniques to the
generation of reference information and verification/error management
circuitry within IFIS processing elements. |

o Select that structure which provides the best features in the context of IFIS
on-line testable systems. The selected structure will then be adopted as a
template for future designs. |

This investigation examines the influence of the circuit structure applied to IFIS

processing elements on the following:

¢ Testability
¢ Data throughput
¢ Complexity

These attributes were chosen because they are those which are commonly used to
distinguish between design-for-test techniques. Cell partitioning is considered and a
number of alternative structures that were described in the review are applied to
processing element sub-blocks. The options, togethe_i'_ with alternative proposals are
quantitatively compared and a generic IFIS processing element architecture is

developed.
3.4.3 IFIS Feasibility Study

The previous two investigations independently addressed issues related to the IFIS

processing elements and the connections/communications between them. The
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feasibility study aims to:

e Report the application of IFIS to a real-world design. implémented in
hardware. * |

¢ Qutline the design experiences associated with designing using IFIS.

¢ Demonstrate the operation of the circuit both in fault-free mode ér_1d with a
specific failure. |

R Compare the performance, complexity and fault coverage of the conventional
and IFIS equivalent implementatibns. This empirically quantifies the
characteristics of a combined system built upon the results of the previous

two investigations.

The feasibility study exploits the results obtained from the previous two investigations
and applies them to the re-design of a commercial UART. The UART was considered
to be a representative design because it includes busses, state machines and registers,

all of which are frequently used design elements.

To assess the effectiveness of the methodology a comparison is made between a
conventional UART and its IFIS equivalent implementation on FPGA. The UART
| répresents one of the most complex designs using.a single on-line test technique to
date. Output traces are shown for the IFIS implementation on FPGA operating under
fault-free conditions and with deliberate failures injected. Comparisons of size and

speed are presented in addition to an indication of on-line test coverage.

3.4.4 Failure Diagnosis in IFIS

This investigation presents and assesses a failure diagnosis technique that exploits the

halting properties associated with IFIS designs. The aims of this investigation are to:
» Develop a strategy that is appropriate for performing failure diagnosis in

designs that have been implemented using the IFIS on-line test methodology.

» Describe the fault models that are to be applied to IFIS designs.
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o Identify a relationship betWeen the behaviour of models to simplifyr
aIgorithrhic diagnosis. | _ _

« Show that the technique is suitable for automation by presenting algorithmic
approaches to failure diagnosis in IFIS.

e Compare and select the most efficient algorithm for future use.

e Present the failure-diagnosis view of the experimental vehicle.

e Perform failure diagnoéis on the experimental vehicle under a variety of fault
conditions.

e ‘Assess the diagnosis technique within the context of the investigation.

With the aim of developing an efficient method of failure diagnosis for use with IFIS
 designs, the essential capabilities required to perform failure diagnosis are identified.
The facilities inherent in IFIS designs are identified and described within the context

of failure diagnosis.

- Having established which properties are provided by IFIS it remains to develop a
complementary technique that provides the missing attributes required to perform
fault diagnosis. A teJchnique for fault diagnosis is proposed that exploits the halting

properties associated with IFIS designs.

Based on the logical feedback structure of IFIS cells, logical fault sites with differing
halting effects are identified with respect to the cell structure to form an expanded
fault list, Algorithms are preseﬁted which can generate dictionaries for different
logical fault sites (fault classes). The performance of these algorithms is compared and
“one is selected for application to the UART used in the feasibility study under

different injected fault conditions.

The individual faults that can be ihjected in the IFIS UART and the effects of
combining them to emulate other fault conditions are described. Failure diagnosis is
performed on the IFIS UART containirig ‘a number of different injected fault
conditions. The ability to distinguish between single occurrences of the extended fault

list is quantified empirically.
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- SELECTING A VERSION OF IFIS

4.1 OBJECTIVES OF CHAPTER

The behavioural specification of the IFIS design methodology is influenced by the
halting mechanism itself. This influence stems from the requirement to ensure error
containment: a task passéd to external circuitry following the recognition of an error

by detection circuitry in conventional systems. The objectives of this investigation are

to:

¢ Introduce the requirements of designs implemented using an on-line test
: methodology which uses halting as a mechanism for error flagging and
data management.
¢ Understand the potential influences of data coding and protocol on the
testability, behaviour and performance of IFIS designs. |
e Select the combination of data codirig and protocol which exhibits the

most aftractive attributes.

4.2 INTRODUCTION

IFIS (If it Fails It Stops) is an on-line test methodology that uses halting as a
mechanism to provide on-line test features [Jones91]. The halting mechanism is

provided by a protocol that permits/prohibits data flow according to the validity of

received data. The data is coded to provide the necessary information for validation

according to the protocol. It was suggested that dual-rail coding be the technique

applied to IFIS in [Jones91]. To assess the implications of employing different coding
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and protocol techniques, the expectations of IFIS in the context of on-line testing must

be defined. For any on-line test methodology, the following attributes are important:

o Behaviour under fault-free and faulty conditions
o The on-line test coverage

¢ The performance and complexity

.The behéviour of IFIS designs must be such that the inherent error management only
- permits correct (uncorrupted) data to propagate. The implications of this statement are
that IFIS must detect incorrect data, prevent the incorrect data from propagating and
prevent future data propagation. The permanency of halting is necessary because it is
not only the validity of data at any single point in time that is important, but also the

validity of the complete data burst. If corrupted data were removed from a data burst,
must therefore be corrupt.

|
the received data burst would be different in length from the transmitted burst and
. :
In addition to the behaviour of designs under faulty and fault-free conditions, it is |
important that the IFIS on-line test methodology be capable of checking a high |
proportion of the design during normal operation. In the context of off-line testing, the ;
measure of quality applied to a test vector set is the test coverage. The test coverage of

~ avector set refers to the percentage of modelled faults that are detectable for a specific
' désign when the vector set is applied. Similarly, on-line test coverage is intended to be
a measure of the ability to detect modelled faults. Unlike the off-line test environment,

the test vector set is neither constrained in size nor data content, However, the data in

IFIS is coded to permit protocol checking. The data coding therefore restricts the

range of vectors that can be applied to IFIS processing elements and may limit the

Al

maximum on-line test coverage.

As with any other design methodology, maximal data throughput, minimal

complexity overhead and maximal ease of implementation are all factors that affect

the attraction of the methodology to potential users.
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This investigation examines dual-rail code and protocol combinations in the above

context and identifies a suitable combination to apply to future IFIS designs.

4.3 CODING
When transmitting messages from one location to another, the message is buil